


In this work, we aim to understand how the elicitation of hu-

man ethical preferences are impacted by the information shown

to humans. We provide a contrast between verifiable information

(e.g., patient demographics or blood test results) and predictive

information (e.g., the probability of organ transplant success). As

predictive information, from either AI or human experts, is increas-

ingly integrated in ethical decision making, we investigate how the

presence and the source of the predictive information affect human

ethical preferences. Specifically, we ask the following two research

questions:

• RQ1: How does the presence of predictive information affect

human ethical preferences?

• RQ2: How does the source of the predictive information (e.g.,

predictions by human experts or predictions by AI) affect human

ethical preferences?

To answer the above research questions, we conducted random-

ized online experiments on Amazon Mechanical Turk (MTurk).

Using the domain of kidney transplants as a case study, we pre-

sented scenarios where two candidates needed a kidney transplant

but only one was available, and asked MTurk workers to express

their preference on which candidate should receive the kidney

first. We designed two sets of experiments, one to answer each

research questions. In the first experiment, we investigated how

ethical preferences varied between workers who saw only verifiable

information and workers who saw both verifiable and predictive

information. We find that even when predictions are equal between

candidates, the presence of predictions change human ethical pref-

erences. We also find that both the direction and magnitude of

differences in predictive information is relevant and important

for understanding how human ethical preferences change. In the

second experiment, we analyzed how human ethical preferences

change based on the source of the predictive information. We find

that humans rely more on predictions from AI than predictions

from a human doctor, possibly indicating that humans trust AI pre-

dictions more than human predictions. Moreover, humans seem to

discount the importance of other verifiable information more when

an AI prediction is presented, implying that humans are more likely

to treat AI predictions as a summary of other verifiable information.

Our findings show that the elicitation of human ethical prefer-

ences are impacted by both the presence and source of the predictive

information. As predictive information is increasingly integrated in

ethical decision making, it is important to conduct more studies to

understand how humans take predictive information into account

when forming ethical preferences. Moreover, our results suggest

that elicited human ethical preferences might not be robust or con-

sistent, as the elicited preferences vary with different elicitation

methods. Therefore, it is important to conduct more studies in un-

derstanding to what extent the elicited ethical preference is robust

to manipulation. We should take this into account when utilizing

the elicited information to inform the design of AI systems.

2 RELATEDWORK

Our work joins the flourishing line of recent research in aligning

the design of AI systems with human values. One natural way to

approach this alignment is to elicit real human ethical preferences

in scenarios where multiple ethical principles conflict, to determine

the relative weights of the principles and to understand in which

scenarios, one principle might be favored over another. Correspond-

ingly, there has been a line of work researching the elicitation of

human ethical preferences [2, 9, 16, 37]. Among these works, Awad

et al. [2] studied human preferences on autonomous driving when

faced with an adaptation of the trolley problem, and learned how

these ethical preferences vary across worldwide cultures. Smith et al.

[38] studied human preferences in moderation of Wikipedia quality

prediction. Freedman et al. [16] studied human preferences in the

allocation of kidneys for transplants. Our work differs from this

line of work in that we focus on discussing the impact of predictive

information to human ethical preferences while existing work have

mostly utilized verifiable information only. Another related work

by Chan et al. [9] also analyzed the elicitation of ethical preferences

in the kidney domain. However, they analyzed how assessments of

human ethical preferences impacted their ethical decision making,

and did not focus on the impact of predictive information to hu-

man ethical preferences. As a closely related line of research, if we

consider different fairness measures as different ethical principles,

our work is also related to the research in understanding human

perceptions of different fairness measures [19, 39, 42, 44], espe-

cially because it’s usually impossible to satisfy all fairness measures

simultaneously [7, 11, 12, 23].

Another related line of research is on utilizing participatory de-

sign to govern the design and implementation of AI systems [25,

31, 38, 46]. These works looked at the next steps after we have

elicited these ethical preferences, namely how to integrate these

preferences into the deployment of the AI systems. For example,

Yu et al. [46] looked at methods of presenting these preferences to

stakeholders, so that they better understand the trade offs that they

must make. Noothigattu et al. [31] worked to construct a system

where multiple models of ethical preferences vote on which prin-

ciples should be used for a given scenario, based on pre-elicited

human preferences, and Lee et al. [25] explored how such a partici-

patory framework could leverage multiple stakeholders during the

decision-making process.

2.1 Background: Ethical Principles for
Allocation of Scarce Medical Interventions

In this work, we use the domain of kidney transplants as a case study.

There has been extensive literature on the ethical principles in

allocating scarce medical interventions [14, 15, 17, 33]. In particular,

our task design is based on the work by Persad et al. [33], who list

the following four categories of ethical principles for allocating

scarce medical resources.

• Promoting and rewarding social usefulness: This principle could

be implemented through prioritizing instrumental value, e.g.,

giving medical workers higher priority in receiving vaccines

during a pandemic, or reciprocity, e.g., giving prior organ donors

higher priority to receive a transplant of their own.

• Treating people equally: In this principle, everyone should have

equal chance of receiving medical interventions. It can often be

implemented using lottery or first-come-first-serve approaches.
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• Favoring the worst-off: This principle could be implemented

through deploying the strategy of sickest first, prioritizing those

who have a more severe disease condition or youngest first, pri-

oritizing those who have not lived as many years yet.

• Maximizing total benefits: This principle aims to maximize some

definition of utility, e.g., maximizing the number of saved lives

or maximizing the increase life-years after intervention.

These categories of ethical principles are widely used, both in aca-

demic contexts [14, 24, 33, 45], and in action for real-world medical

organizations [34, 36].

3 EXPERIMENT 1 - PREDICTION PRESENCE

In this experiment1, we investigate our first research question: How

does the presence of predictive information affect human ethical

preferences? To answer this question, we present recruited work-

ers with scenarios involving ethical dilemmas. We then observe

their expressed ethical preferences among candidate choices both

when predictive information is presented and when predictive in-

formation is not presented. In particular, we have the following

two hypotheses:

• H1: We hypothesize that human ethical preferences stay the

same when predictive information is equal across candidates,

compared to when no predictive information is presented.

• H2: We hypothesize that human ethical preferences are strength-

ened when the prediction is aligned with human preferences,

compared to when predictions are equal. Correspondingly, we

hypothesize that ethical preferences are weakened when the

prediction is aligned against human preferences.

To examine the above hypotheses, we conducted a case study on

the domain of kidney transplants and designed a randomized exper-

iment. We chose the domain of kidney transplants for our study for

two reasons. First, there has been extensive literature on the ethical

principles in allocating scarce medical interventions [14, 15, 17, 33].

This allows us to tailor our task design to alignwith well-established

ethical preference frameworks. Second, incorporating machine

learning predictions in medical decision making is attracting a

great amount of research effort and has significant potential in

improving medical outcomes [3, 5, 35]. Understanding the effect of

predictive information on human ethical preferences could help us

better align the use of predictions with human values.

3.1 Experiment Task

In our experiments, workers were recruited to judge a set of kidney

transplant scenarios. In each scenario, workers were presented two

patient candidates who both need a kidney transplant, but only

one kidney is available. Given information about each of these

candidates, workers were asked to express their preference on

which candidate should receive the kidney first.

Based on the ethical principles which govern the allocation of

scarce medical resources [33], as discussed in Section 2.1, we chose

four factors to display to workers. The first three factors concern

the present condition and attributes of the candidates, which we

1All experiments in this study are approved by our institution’s IRB.

denote as verifiable information. The fourth factor concerns a future

prediction made about the candidates, which we denote as the

predictive information. Specifically, these factors (along with the

corresponding ethical principle) are:

• Kidney Donor Status (Promoting social usefulness):

Whether the candidate has donated a kidney of their own in their

past. This is a binary feature, with possible values of {Not prior

donor, Prior Donor}.

• Wait Time (Treating people equally):

How long the candidate has been waiting to receive a kidney

transplant. This feature has possible values of {Less than 1 year,

1 year, 2 years, 3 years, 4 years, 5 years}.

• Kidney Disease Stage (Favoring the worst-off):

How severe the candidate’s kidney disease is. This is a binary

feature, with possible values of {Stage 4 (Severe kidney damage),

Stage 5 (Kidney failure or near-failure)}.

• Post-Transplant Survival Chance (Maximizing total benefits):

The predictive probability that the candidate will remain alive

after 5 years post-transplant. This feature has possible values

between 72% and 98%.

Based on the established ethical principle framework [33], there is a

preference ordering on each factor when all other factors are equal.

For example, if two candidates share the same values for kidney

donor status, kidney disease stage, and post-transplant survival

chance, the patient with longer wait time is preferred according

to the ethical principle. In our experiments, we presented different

scenarios to online workers to understand how humans make trade-

offs on these four factors, mapping to the four corresponding ethical

principles.

3.2 Experiment Design

To understand the effect of predictive information on human ethical

preferences, we conducted a randomized behavioral experiment

with two treatments.

• Treatment 1 (Verifiable Only): This treatment group was

shown the three factors of verifiable information. This repre-

sents the human priors on human ethical preferences, and gives

us a baseline to measure the effects of the predictive factors

against.

• Treatment 2 (Verifiable and Predictive): The treatment group

was shown both the three verifiable factors, and one factor based

on predictive information. We did not present the source, expla-

nation, or any other information about this predictive factor.

Each recruitedworkerwere asked to express their ethical preference

in 29 scenarios (the choice of the scenarios is described later). In

each scenario, workers were presented with two candidate profiles

and were asked to provide their preference on which candidate

should receive the kidney transplant first. We show an example of

what a worker in the second treatment (verifiable and predictive)

saw in Figure 1. Workers in the first treatment (verifiable only)

saw the same design, except they were not shown the predictive

information of post-transplant survival chance in the last row.
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understand whether there exist individual differences, we break

this down by demographic. We find that workers above the age

of 40 have a Δ𝑃 difference of 0.027, while workers below the age

of 40 have a Δ𝑃 difference of 0.122, suggesting that the majority

of difference in overall workers is based on age, where younger

workers’ preferences are more influenced by AI predictions than

doctors’ predictions, compared to older workers. We find that male

workers have a Δ𝑃 difference of 0.072, while female workers have

a Δ𝑃 difference of 0.080, which does not suggest a strong contrast

according to gender. We find that liberal workers have a Δ𝑃 differ-

ence of 0.058, while conservative workers have a Δ𝑃 difference of

0.101. Interestingly, conservative workers have higher values of Δ𝑃

than liberal workers regardless of source, with Δ𝑃 values of 0.407

and 0.276, respectively. While the presented results are not causal,

the results as a whole suggest that there are individual differences

in how humans incorporate AI/doctor predictions, and it would be

an interesting future direction to further explore these individual

differences.

5 DISCUSSION

In this section, we discuss the limitations, implications, and future

work of our study.

Limitations and generalizability. Our study has a few limita-

tions. First, our work has used the domain of kidney transplants

as a case study to investigate how predictive information affects

human ethical preferences. We believe this domain is representa-

tive of the family of problem domains involving allocating scarce

medical interventions, e.g., organ transplants, vaccine distributions,

or ventilator allocation. Relaxing the application beyond medical

domains, our problem domain is in the family of domains involving

allocation of scarce societal resources, such as allocating homeless-

ness resources to people in need. We conjecture that the results of

our study are very likely to generalize to the domains of medical

resource allocation and are also likely to generalize to scarce soci-

etal resource allocation. However, it is also possible that our results

will not directly generalize to these domains due to the uniqueness

of the domain of kidney transplantation. Therefore, more future

studies should be conducted to examine the generalizability of our

results in other domains thoroughly.

We have conducted our experiments on Amazon Mechanical

Turk. Due to the distributed nature of crowd work, we can not

guarantee that workers have sufficiently engaged with the tasks

and expressed their true preferences. While we have checked their

answer consistency to remove potential noisy responses, the hypo-

thetical nature of the presentation of the moral dilemma (as also

adopted in prior works) might not provide a true reflection of what

human ethical preferences would be when facing the scenarios in

real life. Moreover, we have surveyed the ethical preferences from

a general population of laypeople, who might also have different

interpretations of the moral dilemma (e.g., whether they think an-

other kidney will be available soon). It might be interesting/helpful

to survey the preferences from relevant domain stakeholders. For

example, in the domain of kidney transplants, we might want to

also elicit preferences from medical doctors or policy makers. In the

domain of autonomous vehicles, wemight want to elicit preferences

from car manufacturers, drivers, or pedestrians.

Implications of our results. Despite the limitations, our findings

suggest a few important implications. First, our results suggest

that the inclusion of predictive information impacts human ethical

preferences in a nontrivial manner. Humans might consider what

other factors might have already been incorporated in generat-

ing the predictive information and adjust their ethical preferences

accordingly. We do not have a definite answer on how humans

process predictive information. However, as predictive information

is becoming increasingly involved in ethical decision making, it is

important to understand how humans incorporate predictive infor-

mation in forming their ethical preferences. Moreover, as shown

in our exploratory analysis in Section 4.2, there exist individual

differences in how people process predictive information. It is there-

fore important to take this into account when utilizing the elicited

information to inform the design of AI systems.

Another important implication is on the robustness of elicited

ethical preferences. Our results demonstrate that human ethical

preferences could change significantly depending on how infor-

mation is presented to them (e.g., highlighting the source of pre-

dictive information). This suggests that the elicited human ethical

preferences might not be entirely robust and might be subject to

information manipulation. While the growing literature on partici-

patory design [25, 31, 46] have attempted to involve stakeholders

in shaping the design of AI systems, our results suggest that, using

the techniques from the literature on information design [20, 40],

the advantageous party (e.g., the party that performs the elicitation)

might strategically choose the information presentation to lead

populations to express preferences that align with their objective.

It is therefore important to understand under what conditions and

to what extent we might rely on these elicited human preferences

to guide the design with the goal of aligning AI with human values.

Future work. Our work has presented interesting findings on how

predictive information affects human ethical preferences. However,

there are still a lot of open questions that deserve future study.

For example, how do human ethical preferences change when the

presented predictive information becomes more accurate? If we

explain how the predictive information is generated, does it im-

pact how humans incorporate the information into their ethical

preferences? Again, as predictive information becomes more ubiq-

uitous, it is important to have a better understanding on how the

presence and presentation of the predictive information impact

humans. Moreover, as brought up by the above discussion on the

limitations and implications, more studies on different problem do-

mains and the populations surveyed would help us understand the

generalizability of the results. It is also important to study how to

leverage this elicited information to inform the design of AI systems

and whether the elicited information is robust against potential

manipulations.

6 CONCLUSION

In this work, we study the impacts of the presence and the source

of predictive information on human ethical preferences. Using kid-

ney transplants as a case study, we conducted randomized online

experiments on Amazon Mechanical Turk. We presented scenarios

where two candidates needed a kidney transplant but only one was

available, and asked MTurk workers to express their preference
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on which candidate should receive the kidney first. We designed

two experiments to examine the impacts of predictive information

on human ethical preferences. We find that, when the predictive

information is presented, even when the information is equal across

two candidates, human preferences on different ethical dimensions

change compared to the preferences without predictive information.

When the predictive information aligns with existing preferences of

the population, the preferences are further strengthened. Moreover,

we investigate whether the source of the predictive information (i.e.,

from AI or from human experts) impacts human ethical preferences.

We find that workers overall are influenced by AI predictions more

than predictions from a human doctor. Moreover, when predictions

from AI are presented, the impact of verifiable information on ethi-

cal preferences decreases more compared to when predictions are

from a human doctor, possibly suggesting that workers are more

likely treat an AI prediction as a summary of other verifiable in-

formation. As predictive information is increasingly integrated in

ethical decision making, our results suggest that it is important

to conduct more studies that involve the presence of predictive

information. Moreover, since human ethical preferences are im-

pacted by the presentation of the information (e.g., highlighting the

source of the prediction), elicited human ethical preferences might

not be robust and consistent across different elicitation methods.

It is important to take this into account when utilizing the elicited

information to inform the design of AI systems.
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