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Role of non-Gaussian quantum fluctuations in neutrino entanglement
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The flavor evolution of neutrinos in environments with large neutrino number densities is an open
problem at the nexus of astrophysics and neutrino flavor physics. Among the many unanswered questions
pertaining to this problem, it remains to be determined whether neutrino-neutrino coherent scattering can
give rise to nontrivial quantum entanglement among neutrinos, and whether this can affect the flavor
evolution in a meaningful way. To gain further insight into this question, here we study a simple system of
two interacting neutrino beams and obtain the exact phase space explored by this system using the Husimi
quasiprobability distribution. We observe that the entanglement induced by the coupling leads to strong
delocalization in phase-space with largely non-Gaussian quantum fluctuations. The link between the
neutrino entanglement and quantum fluctuations is illustrated using the one- and two-neutrino entropy. In
addition, we propose an approximate phase-space method to describe the interacting neutrinos problem,
where the exact evolution is replaced by a set of independent mean-field evolutions with a statistical
sampling of the initial conditions. The phase-space approach provides a simple and accurate method to
describe the gross features of the neutrino entanglement problem. Applications are shown using time-

independent and time-dependent Hamiltonians in the nonadiabatic regime.
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I. INTRODUCTION

In compact object astrophysical environments such as
core-collapse supernovae and binary neutron star mergers,
neutrinos play a potentially significant role in the dynamics
and nucleosynthesis (e.g., [1-3]), making it vital to under-
stand their flavor evolution. These environments are char-
acterized by extremely high number densities of neutrinos,
which can lead to a multitude of collective flavor-
oscillation phenomena driven by neutrino-neutrino coher-
ent scattering (e.g., [4-7] and references therein). One
intriguing facet of this problem is the possibility of
neutrinos experiencing quantum entanglement due to
neutrino-neutrino coherent scattering [8—16]. The presence
of entanglement could modify neutrino oscillation patterns,
inducing departures from the “mean field” approximation,
wherein such entanglement is explicitly forbidden.
However, just like many-body systems in other areas of
physics, describing a system of mutually interacting neu-
trinos is known to become intractable rapidly as the particle
number increases.
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Much recent effort has focused on providing an accurate
description of neutrino many-body systems, especially on
exploring their novel quantum behavior. The problem is
particularly difficult to treat, first because of its many-body
nature and second because the Hamiltonian should a priori
be considered time dependent beyond the adiabatic limit.
Recently this problem was addressed using Bethe ansatz
techniques [17-19] and the tensor network approach
[13,20]. Using quantum computers is also being explored
[21-25]. These many-body techniques apply feasibly for
small numbers of neutrinos or neutrino beams or for time-
independent or slowly evolving Hamiltonians.

In the present study, we take a different starting point.
The evolution of interacting neutrinos and their entangle-
ment is analyzed in phase space. Phase-space methods
can be very useful in discussing quantum information
(e.g., [26]). Many criteria to discuss quantum entanglement
are based on the second moments of some observables
[27-32]. However, these criteria cannot resolve non-
Gaussian entanglement between bipartite systems [33,34].
Here, we construct directly the Husimi function associated
with the interacting particles and analyze its connection to
quantum entanglement. We further show that the exact
phase-space evolution can be qualitatively mimicked by
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starting from a statistical sampling of initial conditions and
evolving them independently as prescribed in Refs. [35,36].
In the next section, we recall some ingredients of the
two-neutrino beams problem and its exact solution as well
as its approximate mean-field solution. In Sec. III we show
the explicit connection between the quantum fluctuations
and the quantum entanglement of neutrinos. Section IV
discusses the Husimi quasiprobability distribution of the
neutrinos belonging to one of the beams, which gives
insight into these quantum fluctuations. Finally, in Sec. V,
we present an approach based on a set of mean-field
evolutions with initial random fluctuations able to describe
approximately the complexity of the quantum fluctuations
and entanglement for the two-neutrino beams problem.

II. THE TWO NEUTRINO BEAMS SETUP

A. The two-neutrino beams Hamiltonian

The phase-space analysis is made here in the so-called
“two-beam geometry” (e.g., [10,11,37,38]). We assume
two flavors and consider an ensemble of i=1,...,.N
neutrinos where each neutrino is described by a two-level
system associated with the creation operators (‘JJ{J’“;,J
The corresponding single-particle states |1, /) and |2, i) are
the neutrino’s mass-basis eigenstates. We assign to each
neutrino the quasi-spin operators (j_, ji) defined as

jh= a;,-az,i’ jt= % (a;ial.i - a;;az,i)- (1)
From these components, the spin vectors j; = (ji, 7y Jt)
are defined with j', = ji 4+ iji. These operators together
with the number operator n; = a'{’ial_i + a;iaz,i obey
standard SU(2) algebra. In the two-beam approximation,
the neutrinos are split into two subsystems called beams A
and B with N, and Ny particles, respectively, that interact
through the Hamiltonian [37,39]

H Q- - - 25 =

;:EB'(JA_JB)"'_NJA'J& (2)

where J AJB = D icA /B ji denotes the total quasi-spin oper-
ators of A and B. Such an approximation has been widely
used as a test-bench for more general (e.g., [7,39—41])
neutrino oscillation problems, both in the mean-field
approximation, and in many-body treatments. In Eq. (2),
B equals (0,0, —1) in the mass basis. Following Ref. [37],
we assume that all neutrinos in a given beam have identical
momenta (magnitude and direction) and initial flavor.
The initial state of the system is then given by a Slater
determinant denoted by |¥) = |Q4) ® |Qjp). Here, we have

Ny
1Q4) = |04, da) = Ha;,i|0A> (3)
i=1

with

. 0 ) .
a, ; = cos <7A) aL + sin (7A> eiPa a;i, (4)

where the (64, ¢4) angles defined the transformation from
the mass to flavor single-particle basis. Such initial states
correspond to a SU(2) coherent state for the present
problem [39,42-45]. The state |Qp) is defined similarly
using the angles (0, ¢p) to depict the neutrino composi-
tion of system B.

B. Exact evolution

To obtain the exact solution, we use the method of
Ref. [38] that was further developed in Ref. [37] and
extended to the three beams geometry in Ref. [46]. Using
the symmetry of the initial state together with the con-
servation laws induced by the simplified Hamiltonian, we
can decompose the exact solution at all times as

[¥(1) = > Conyony (Dlmas ms). (5)

my.,mp

Here, we wuse the compact notations |my,mp) =
|Ja.my) ® |Jp.mp) with [J, 5, mysp) denoting the stan-
dard angular momentum eigenstates. The numbers of
neutrinos N4 and Nz in the subsystems A or B are constants
of motion. These numbers are linked to the total spin by
the relationships J4,5 = N,/p/2 together with my, p =
—Ja/Bs ---»Ja/p- Note that, the exact solution is obtainable
here, because we start from an initial state that is fully
symmetric with respect to the exchange of neutrinos within
either subsystem. Because of this symmetry, only states
with the highest multiplet value for each subsystem appear
in Eq. (5). This simplification reduces considerably the
number of components to consider and renders the exact
problem numerically tractable. If the symmetry with
respect to the permutation of indices is broken initially
in one of the subsystems, then all multiplets should be
considered, and consequently the method would become
much more difficult—if not impossible—to solve numeri-
cally as the number of particles increases.

To obtain the exact solution of the problem, it is useful to
realize that the Hamiltonian is block diagonal in the subspace
where M = my + mp = constant [38]. This fact could
indeed be proven by first rewriting the Hamiltonian as

H Q 2
o _E(J? —J?) +NJ?J5
1
+ (JATB + JATE). (6)

The first two terms are diagonal in the basis and we have
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(my, mp| —%(J? = JE)|my, mg) = _E(mA — mp),
<mA7mB|%J?J§|mAva> = MamE-
The last term in Eq. (6) gives the transitions
JAIB lmy,mp) = U,y oy lma +1,mp — 1), (7)

Jé]§|mA,mB> :DmA’mB|mA—1,mB+1>, (8)

with

= Vala + 1) = my(ms + 1)]

X Vs + 1) —mp(mp = 1)],
Dy = ValUa+1) = ma(my —1)]
X V(g +1) = mp(mp + 1)].

UmA-,mB

From these expressions, it becomes evident that the
Hamiltonian only couples states of the same M and is block
diagonal in this representation. Here we consider a suffi-
ciently small number of neutrinos to numerically diagonalize
the Hamiltonian in each block with constant M,

M =
2 ' 2

In practice, once all eigenvalues and eigenvectors are
obtained separately for the blocks corresponding to differ-
ent values of M, the exact solution of the problem can
be computed provided that we have the initial values of
the coefficients C,,, ,,,. For the specific initial condition
considered in this work, these coefficients are given by

ooy (0) = / CNA 2T e J3ma [543

X C%ﬁ/umt; [CB]NTBHlB [sge i(/)B]NTB_mB,

with the notation c,/p = cos(6,,5/2) and sy =
sin (04,5/2). The present method does not have any
specific difficulty provided that the maximal value of M,
i.e., number of neutrinos N, p is not too large. A more
specific discussion on practical aspects and Hilbert space
size of the present method can be found in Ref. [37].

The exact total density operator corresponds to a pure
state density D(t) = |W(7))(¥(¢)| at all times, where |¥(7))
is given by Eq. (5). Starting from this total density, one
can access the reduced density of each neutrino beam using
Dy /p(t) = Trp/4,D(t). Focusing on the system A and using
Eq. (5), we obtain

DA = 3= )| S Con (0165, 0] (). 9

’
my,m,

from which any observable related to the subsystem A can
be numerically estimated.
Examples of exact evolutions of the polarization com-

ponents P, = 2(7 4)/N, are given in Fig. 1 for the so-
called “bipolar symmetric” case of Ref. [37] with initial
parameters listed in Table I. We also present in panel (b) the
associated second moments defined as

4

GZX,a = N_zx [<Jf21,a> - <JA,a>2] (10)

with a = x, y, z. We note in passing that the oscillations of
P, as a function of time in the mean-field case, shown in
Fig. 1, have narrower tops and shallower dips than what is
usually expected for bipolar oscillations. This difference in
behavior is due to our chosen mixing angle of 8 = 0.2
(taken from Ref. [37]), which is a bit on the larger side.
With smaller mixing angles, the tops will get flatter and
the dips sharper. In the many-body case, one should not
necessarily expect the oscillation curves to look exactly like
the bipolar picture, since entanglement effects can change
the patterns of these oscillations. In the same vein as
previous studies (e.g., [12-20,37,38,46]), any signatures
of quantum entanglement between the neutrinos and the
consequent departures from the mean-field behavior are
expected to be imprinted in the evolution of these first and
second moments P, , and 67 .

It is interesting to observe that, in the exact evolution
shown in Fig. 1, the different quantities exhibit not only
oscillations but also a significant damping with time. Such
damping is generally not properly described by a mean-field
approach (see next section). Such behavior, where one-body
observables are damped and go to a kind of stationary
asymptotic limit, is systematically observed in many sche-
matic models, including the Hubbard model [47], the pairing
Richardson model [48], and the Lipkin model [49] that was
used previously by the authors. One way to understand this
process is to regard the one-body observables as a system
coupled to a “bath” of more complex degrees of freedom
(two-body correlations and higher). Note that there are many
more multibody degrees of freedom than one-body ones.
From that point of view, the problem is very much like a
system coupled with a complex environment, and what we
observe is typical of an open quantum system immersed
in a very complex environment. Since the total system is
“closed” (including the multi-body correlations), there
should indeed be a Poincaré recurrence time at the many-
body level, but this time can be very long in principle.

In the following discussion, we will mainly focus our
analysis to the bipolar symmetric case. However, we also
studied other cases discussed in Ref. [37]. The conclusions
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FIG. 1. Ilustration of the evolution of the polarization compo-
nents P, (top) and their quantum fluctuations (bottom) for the
bipolar symmetric case with Ny = Nz = 50 as a function of time
for the exact (black solid), mean-field (blue dot-dashed), and
phase-space method (red dashed). The panels (a), (b) and (c)
correspond to the x, y, and z polarization components respec-
tively, while the panels (d), (e) and (f) display the corresponding
fluctuations for components x, y, and z respectively. The bipolar
symmetric case corresponds to an initial state described by a
Slater determinant (see Sec. II A) with the different angles
recalled in Table I. In the bottom panel, the mean-field fluctua-
tions are constant in time and remain equal to their initial values
(not shown). The green dotted curve corresponds to the time-
dependent Hamiltonian case discussed in Sec. V C. Note that the
mean-field picture suggests normalizing the time as [,/u@] ™", but
it has been observed that this scaling breaks down in the exact
many-body treatment due to entanglement. For this reason, we
choose the normalization of time to be [u]~! as in Ref. [37].

TABLE 1. Two sets of parameters that are used in the illus-
tration (bipolar and precession modes [37]).

Mode Q 9A ¢A 63 ¢B
Bipolar 0.5 7—0.2 7 0.2 0
Precession 1.2 0.5978067 0 0.2175694 0

we draw below apply in all cases we studied. For the sake
of completeness, we also show additional illustrations
of exact evolutions for alternative sets of parameters and
initial conditions in the Appendix.

C. Mean-field approximation

Exact solutions of coupled neutrino beams can be
obtained in very few cases, i.e., when the numbers of beams
and of neutrinos in each beam are both small and when the
Hamiltonian is time independent, which is not the case for
neutrinos emitted from supernovae. For these reasons, as
already mentioned in the introduction, extensive efforts are
being made to develop many-body approximations grasping
the physics of neutrino oscillation as much as possible. The
simplest approximation is certainly the mean-field theory.
This approximation has a limited predictive power because it
is unable to properly account for the two-body correlations.
An advantage, which is rarely underlined, is that it easily
accommodates a time-dependent Hamiltonian even in the
nonadiabatic regime. As we will see below, the mean field
will play the role of the Gaussian phase-space distribution
that will serve as a reference. It also will be used to design an
approximate phase-space method able to accurately describe
beyond mean-field effects. We briefly recall here the mean-
field equations of motion (EOMs) for the model case
considered in the article.

The mean-field approximation for the “two-beam geom-
etry” has been derived in several works (see, for instance,
Refs. [37,38]). We only give here the main steps leading to
the equations of motion of the polarization components that
are solved numerically. In particular, we derive the mean-
field EOMs from the Ehrenfest theorem applied to the
quasi-spin components

d{J.5)
dr

ih = <[‘7A/B’H]>~ (11)

A straightforward manipulation of the quasi-spin oper-
ators leads to the set of exact coupled equations,

- -

AJa)+5 T A ),
A

oz

<JB>+*<jA/\73>- (12)

=

Solving these equations requires us to write and solve
the equations of motion of the moments (JgJf) with
a,f =x, y, z where the coupling to higher moments
of the quasi-spin appears. This leads to the equivalent of
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the so-called Bogolyubov-Born-Green-Kirkwood-Yvon
(BBGKY) hierarchy [50-53].

The mean-field theory assumes (JgJ7) =~ (J5)(J5),
which is a strong approximation for the quantum fluctua-
tions. Introducing the expectation values of the polarization
components of both systems, we end up with the six
coupled EOMs,

Pl =+ $ P} + xpCiB

P} = —9P} + xpCpP

P4 = 4xzCa8 (13)
P = —8pE_x,Cp®

P? = 4+2PE—x,C0P

Pf = —xAC?B

with

o S N
CAP = (Pg) A (Py), and xpp = 2,/3.

For the specific initial state considered in the main text,
the above EOMs are solved with the initial conditions

P24 = sin(6,) cos(¢hy),
P} =sin(,) sin(¢,),
P24 = cos(6,),

P8 = sin(03) cos(¢p),
P% = sin(0p) sin(¢p).
P8 = cos(03).

As shown in Fig. 1 and further illustrated in the
Appendix, the mean-field theory is able to describe the
short time evolution of one-body observables but fails
to reproduce the exact evolution at longer time even for
one-body quantities. Several general (connected) consid-
erations can be made about the origin of the failure of
mean-field: (i) This approximation generally poorly treats
quantum fluctuations and their effects on one-body observ-
ables during the time evolution; (ii) A related aspect is that
the quantum entanglement induced by the two subsystems
coupling is essentially neglected. This absence actually
becomes evident by noting that the mean-field approxima-
tion is equivalent to assuming that the wave function
remains separable during the evolution, i.e., |¥(z)) =
|Q4(1)) ® |Qp(1)), where |Q,p(t)) are Slater determi-
nants; (iii) Mean-field theory leads in general to significant
underestimation of quantum fluctuations. Besides, it
implicitly assumes Gaussian fluctuations in phase space
which turns out to be a too drastic approximation for the
neutrino oscillations problem (see below).

In the following section, we clarify below the connection
between quantum fluctuations and quantum entanglement
between neutrinos [i.e., items (i) and (ii)], demonstrating that

the proper description of quantum fluctuations is a prerequi-
site to describe entanglement in neutrino physics. We then
make a complete characterization of quantum fluctuations by
performing a phase-space analysis of the two neutrinos beam
exact evolution. Such analysis is not only useful to under-
stand the departure from a mean-field picture, but also a
strong guidance for proposing an efficient many-body
approach for the neutrino oscillation problem.

III. CONNECTION BETWEEN QUANTUM
FLUCTUATIONS AND TWO-PARTICLE
ENTANGLEMENT

To trace the connection of quantum fluctuations in
phase-space to entanglement, we compute the von-
Neumann entropy for either a given neutrino i or a pair
of neutrinos (i # j) from subsystem A directly in the
reduced Fock space. For this purpose, we use the technique
developed in Ref. [54].

We first construct explicitly the one-body reduced
density and associated entropy of a single neutrino i
belonging to the subsystem A. We suppose that the reduced
density D4(¢) is known [given for instance by Eq. (9) for
the exact case], and we would like to construct the reduced
one-neutrino density R(ll). In order to do so, we consider the
full Fock space basis for subsystem A. A state in this basis
can generically be written as

|n1’2, nl,lv ey nl"z, ni,l’ ey I’lNA,z, VLNA’1>,

where n;;/,, =0, 1 depending on whether the correspond-
ing single-particle state |i, 1) or |i,2) is occupied. i refers
here to the given neutrino. We therefore see that the
subspace associated with a given neutrino contains four
states denoted hereafter by {|00),, |01),,|10);,|11);}, using
the shorthand notation |00); = |n;» =0,n;; =0). The
one-neutrino density associated with the neutrino i is
then obtained by tracing the total density over the other
neutrinos, i.e.,

R(ll):Trl ..... i—tit1,...nDalt). (14)

To obtain an explicit form of the reduced density, we use
the following properties,

oy [RV |myny); = Te(lnyny )i (namy|:Dy). (1)

We then reexpress the operator in the trace using the
expressions of the spins associated with neutrino i given in
Eq. (1). These identities give the correspondence

1 p
01),(01] = 5 (1, +251),

1 )
10),(10] = E(li —-2jt),
110),(01] = j', |01);(10] = j".
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An important property of our system is that there is
strictly one neutrino i which prevents any contributions
from the states |00); and |11);. Using these properties, we
finally deduce that the reduced density is given by

0 0 0 0

RO 1 0 (1+42(%) 2(j) 0 (16)
P20 2ty (-23i) o
0 0 0 0

The von-Neumann entropy can then be computed using
St = —Tr(R{ 1 R, (17)

The reduced one-body density can be expressed also in
terms of the polarization components leading to

0 0 0 0
RO = 0 %(1+{>z) 1(P,+iP)) 0 (18)
0 i(p,—-irP) i(1-P) O
0 0 0 0
(1421 +270) 2((1;+24)44))
el _ L 20 -+ 27)iL)) ((1;+2iD)(1; - 241))
S FIVACTRE ) 4L j)
4(jLjL) 2(jL(1; = 2))

Due to the symmetry with respect to the exchange of
neutrinos within the subsystem A, the above densities are
independent of the choices of i or (i, j). Furthermore, the
expectation values entering in the two densities can be
related to the mean values and fluctuations of the J A
components. We have, for instance, for the z-component,

<JZX,2> -1
Nao(Ny—1)

_ <JA,2>

(i) = N, (jijl) = (21)

The two-neutrino von Neumann entropy is then given by

S = ~Tr(RY m RYY). (22)
The evolution of the one- and two-neutrino entropy is
shown in Fig. 2. In the mean-field limit, both entropies are
zero (and are therefore not shown in the figure).

The absence of entanglement in mean-field theory
is a clear shortcoming of this simplified approach.
Equations (17) and (22) show how the entanglement
between neutrinos is encoded in the components of the
reduced one- and two-body density matrices. Furthermore,

Here, we used the fact that all neutrinos within a beam are
equivalent. The eigenvalues of the density are given by

(1=22)?%= P> > Ay =

(

), (19)

N[ =

where |P|* = P2+ P; + P2, leading to the expression
of the one-neutrino entropy given in Refs. [12,14].
Equations (16) or (18) each show that the reduced one-
body density is directly linked to the expectation values of
one-body observable.

One can proceed in a similar way to obtain the reduced
two-body density Rg" ) associated with two neutrinos in the
subsystem A that are labeled by i and j. The reduced space
associated with the two-neutrino system has a size 2%,
but, due to symmetries, only a 4 x 4 block has nonzero
components. For the sake of compactness, we only
give below the nonzero sub-block of Rg” ). Following
the same technique as for the one-body reduced compo-
nent, a lengthy but straightforward calculation leads to the
(i)

expression of R, in terms of the quasi-spin components

given by

207, (1; + 2j2)) A(7, )

A(7. L) 2% (1; = 241)) 20
(=251 + 270 2((1; = 2)j%)

2((1; = 2) /L) ((1; =2/ (1; = 2j))

since the elements of these matrices are related to the
expectation values and fluctuations of the one-body observ-
ables, one expects that the effects of entanglement will
manifest in their evolution, as mentioned before. In particu-
lar, we see from the expressions above that a condition for
the proper description of the two-body entanglement is the
proper account of quantum fluctuations, since the reduced
densities are directly expressed in terms of the second
moments of the quasi-spin. Equations (20)—(22) also make
explicit the link between quantum entanglement and quan-
tum fluctuations [i.e., items (i) and (ii) discussed near the end
of the previous section]. A corollary to this fact is that the
proper description of entanglement could only be achieved
by a theory able to describe accurately quantum fluctuations
beyond the mean-field picture. Such a theory is proposed
and discussed in Sec. V.

As an aside, we mention one interesting aspect that
could be uncovered from Fig. 2. We show in panel (b) of
this figure that we have the approximate scaling &/} =

S<2ij> /SY) = (In3)/(In2), if both the neutrinos (i, j) are
taken from the same beam. This scaling can be explained
with the following symmetry argument.
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FIG. 2. One-neutrino (a) and two-neutrino (b) entropies ob-
tained as a function of time for the exact (black solid) and
approximate phase-space (red dashed) approaches as a function
of time. In lower panel, the blue dot-dashed curve represents the
exact one-neutrino entropy times a scaling factor of (In3)/(In2).
The green dotted curve corresponds to the time-dependent
Hamiltonian case discussed in the conclusion.

First, assuming that all eigenvalues of R\ and R{" are
equal and completely degenerate would lead to &, = 2.
This value would represent the most general case where all
the subcomponents with total quasi-spin 1 (symmetric) and
0 (antisymmetric) of a composite two-neutrino state are
represented. However, in this case, since all the neutrinos
within a given beam are assumed to have identical
momenta and flavor evolution, only the symmetric sub-
space is represented. Since this subspace has dimension 3,
the ratio of the maximum possible one- and two-neutrino
entropies is quenched due to the symmetry constraint. We
observe that, even if the entropies are less than maximal,
this ratio still represents a reasonable approximation. We
checked more generally that the ratio of the n-neutrino
entropy to the one-neutrino entropy &,/;, for n < Ny, is
approximately given by [In(n + 1)]/[In2] and is strongly
quenched compared to the symmetry-unrestricted case

én/l =n.

IV. HUSIMI PHASE-SPACE DISTRIBUTION

We make here a phase-space analysis of the exact
subsystem A evolution. We use the Husimi quasiprobability
distribution, also called Q-representation, which has the
advantage over the Wigner distribution of being always
positive [55-58].

A. Husimi distribution for neutrinos

To study the phase-space properties, we introduce the
Husimi quasi-probability distribution associated with the
subsystem A. Such a distribution is obtained by decom-
posing the reduced density matrix D,(f) on the over-
complete basis formed by coherent states. For the problem
considered here, these coherent states identify with the
coherent states of the SU(2) group [42].

Since a phase-space analysis has not been presented
previously in the context of collective neutrino oscillations,
we recall some important aspects of the Husimi approach
that will be useful for the discussion below. We denote here
generically the coherent states for the subsystem A by |Q).
Such coherent states identify with the Slater determinants
given by Eq. (3), with varying angles. More precisely, the
full set of coherent states are obtained using |Q) = |0, ¢) in
Eq.3)with0 <0 <zmand 0 < ¢ < 27 [45,59]. We note in
passing that the initial state considered previously is one
of the coherent states with § =6, and ¢ = ¢,. These
coherent states are not orthogonal with each other; in fact

Q) = <cosc;)>NA (23)

with cos® = cosOcos @ + sinfsin& cos(¢p — ¢') [42].
These states form an overcomplete basis having the closure
relation

2J,4+ 1
4z

/ |Q)(Q|dQ =1, (24)

with dQ = sin #d0d¢.
The Husimi phase-space distribution associated with the
density D4(¢) is then defined as

04(Q,1) = (Q[Da(1)|9). (25)

Two useful examples of Husimi quasi-probability distri-
butions are (i) the one associated with a coherent state itself

60, do)

1 + cos@cos 6 + sin @ sin O cos(¢p — Na
Q(9,¢) — |: 0 > 0 <¢ ¢0):| )
(26)
and (ii) the one associated with a given |m,) state,
(1 O\ Na/2+ma
00.9) = iy (F5527)
1 - Ny/2-my
x <%S‘9) . (27)

The Husimi quasiprobability distribution has the advan-
tage over other phase-space distributions, such as the
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Wigner function, of being positive for all values of (6, ¢).
We can also describe the phase space with a pair of conjugate
variables p = cos@ and g = ¢, corresponding to the nor-
malized relative population difference between the states 1
and 2 and the relative phase between these two states,
respectively. Still, this distribution contains all quantum
effects beyond purely the classical limit. Quantum effects
are contained in the nonorthogonality of the coherent states
[see Eq. (23)]. Another signature of the quantum nature of
the distribution is that the expectation values of any operator
O require the introduction of the Weyl symbol denoted
hereafter by P,(Q2) and defined via

0— NA4: ! / Po(Q)|Q)(Q]dQ. (28)

In particular, we have for the expectation value of any
operator O,

Try[0D, (1) = VA1

/ Po(Q)04(Q)dQ. (29)

For instance, the Weyl symbols for the spin operators ch"y.z
are given by [60]

Ny+2
PJQ(Q) = ?VA

Q1) (30)

with

(J)q =2sinOcos ¢,
(I q =22sinOsin g, (31)

(I =M cos 0,

where we used the compact notations (J4)o = (Q[J4|Q).
We can similarly obtain for the noncentered moments of the
quasi-spins,

(Na+2)(Ny +3)
NZ
N+2

- Té(l/ , (32)

P{JA,JA}/2(Q) =

avp

(Tadallp)a

where {J3,J3} = JoJy + I3 T4

Let us consider the polarization components of
the system A given by P,,=2(J4)/N,. Denoting
2(J3) /Ny = Pyo(Q), then due to Eq. (31), we have
for each coherent state,

PE.(Q)+ P}, (Q) + P (Q) = 1. (33)

One can therefore assign to each coherent state a point on
the Bloch sphere corresponding to the crossing between

the line defined by the vector f’a(Q) and the Bloch sphere
of radius 1. However, it should be kept in mind that these
coherent states are also described by a certain dispersion
in phase-space, given by Eq. (26). This dispersion
together with the use of nontrivial Weyl symbols prevent
a direct interpretation of the Husimi distribution as a
classical probability. Nevertheless, in the limit of large
particle numbers N, — +o0, we see from Eq. (23) that
we have (Q|Q) - 5(Q—Q'). We also observe from
Egs. (30) and (32) the limits

P(Q) - (QU5]Q),
P{JA,JA}/z(Q) - Pp (Q)PJ;} (Q).

aTy
More generally, symmetrized moments of any combina-
tion {J4....Ja} will identify with the product
Pjél (Q)~~-Pjék (Q). Therefore, in the large N, limit,
Eq. (29) identifies with the standard statistical average
in classical theory and the Husimi distribution can be
interpreted with no ambiguity as a classical probability.

B. Exact phase-space evolution
for the two neutrino beam problem

Starting from the reduced density D 4(¢) given by Eq. (9)
and obtained by solving exactly the two neutrino beams
problem, we computed explicitly the Husimi distribution as
a function of time. In practice, this calculation is achieved
starting from Eq. (9) and using Eq. (27) for each state |m,).
Illustrations of the subsystem A Husimi distribution
are shown at different times in Fig. 3 for the bipolar
symmetric case.

We observe in Figs. 3(a) and 3(b) that the Husimi
distribution is rather localized for short time evolution.
This trend is indeed expected, since we assume that the
initial conditions for subsystem A (or B) are both coherent
states. For the system A (resp. B) the initial Husimi
distribution therefore identifies with Eq. (26) provided that
(6o, o) are replaced by (04, p4) (resp. (0p, ¢pp) and N, is
replaced by Np). For a large enough neutrino number as
considered in the present example, Eq. (26) verifies

(QIQY) ~ e~ N4®*/8, (34)

and the distribution associated with a coherent state
identifies with a localized Gaussian distribution in phase
space. Such a localized distribution is the one shown
in Fig. 3(a). In the mean-field approximation, the wave
function is assumed to remain coherent during the evolu-
tion. This assumption automatically implies a Gaussian
approximation for the phase-space distribution together
with the impossibility of describing large, complicated
fluctuation patterns. For long-time evolution [panel (c)],
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0.4439
0.3619

0.2800
0.1980

0.01249
0.01130
0.01011
0.00893
0.00774
0.00655
0.00537

0.00418
0.00299
0.00181

FIG. 3.

Hu~11=10
60r 75 (=]

0.2077 L 0.11277
(b) 0.1895 60° 754lu™"] = 60 (c) 0.10289
01713 0.09302
0.1531 0.08314
0.1349 0.07326
0.1168 0.06338
0.0986 0.05350

0.0804 0.04363

0.0622 0.03375
0.0440 0.02387

0.004521 0.001968

0.004127 0.001796
0.003732 0.001625
0.003337 0.001453
0.002943 0.001282
0.002548 0.001110

0.002154 0.000939

0.001759 0.000767

0.001365 0.000596

0.000970 0.000424

Ilustration of the Husimi phase-space distribution obtained at different times tu =0 (a), 10 (b), and 60 (c), for the

subsystem A. In the top part, we depict the exact solutions. In the bottom part, we show the probability distribution directly obtained with
the phase-space approach using 10° events [panels (d), (¢), and (f)]. Note that, in the latter case the probability integrated in bins of (6, ¢)
is directly normalized to 1. This normalization factor is different from the Husimi distribution. The results are obtained for the “bipolar
symmetric case” of Ref. [37] with Q =0.5, 04, =7 —0p, 05 = 0.2, p, = 7, pp = 0 and N4, = N = 50. Each subfigure shows the
phase-space using the Aitoff projection technique that projects a 3D spherical distribution on a 2D space [61].

the phase-space distribution has a multimodal structure
with several localized peaks, unambiguously revealing the
non-Gaussian nature of the reduced evolution. These highly
nontrivial large fluctuations emerge due to the coupling and
entanglement with the subsystem B, and are much beyond
the effects that could be treated in a mean-field framework.

In view of Fig. 3(c), one can anticipate that even when
beyond mean-field effects are included, it is unlikely that a
method based on a Gaussian approximation [46,62,63] can
account for this complex behavior. For instance, a standard
strategy to go beyond the mean-field approximation is to
use the BBGKY hierarchy and truncate the equations of
motion at second or higher order. At second order, this
truncation is equivalent to following the first and second

moments of the J 4/ components [53,64,65]. However, we
conclude from the complexity of the distribution shown in
Fig. 3 that the accurate description of such distribution can
only be achieved if higher moments are included as well as
their actions on first and second moments.

V. APPROXIMATE PHASE-SPACE METHOD
FOR NEUTRINO OSCILLATIONS

In this section, we propose a method to accurately
describe the exact evolution presented previously. To obtain
an approximate description of the entanglement evolution
of two neutrino beams, we have adapted here the phase-
space approach (PSA) originally proposed in Refs. [35,36]
to the neutrino oscillations problem. This method was
successfully applied to different areas of physics
[47-49,60,66,67] and was shown to be rather accurate
while not relying on any Gaussian approximation of the

phase-space distribution [68]. In PSA, the quantum prob-
lem of interacting fermions is mapped into a statistical
problem where an ensemble of initial conditions is con-
sidered. The initial fluctuating conditions are chosen in
such a way that the classical average over the initial values
matches the quantum expectation of the initial state. Then,
each initial condition is evolved using mean-field EOMs
that are independent of each other. The fact that only the
mean-field evolution is needed makes the method rather
simple and versatile. We discuss below how the approach
can be adapted to the neutrinos case.

A. Matching initial conditions
for the two-beam problem

The PSA replaces the exact many-body problem by
an ensemble of independent mean-field trajectories with
fluctuating initial conditions [35,36]. For the present
model, this corresponds to considering a distribution of
initial values for the polarization components that will then
be used to solve the time-dependent equation (13). These
initial conditions are treated as classical configurations of
our system, restricted by the crucial property that their
statistical averaging exactly reproduces the mean values
and quantum fluctuations of the polarization obtained with
the initial wave function we are given. In this sense, the
PSA approach replaces a quantum problem by a statistical
problem and the observables’ evolution is obtained by
performing classical statistical averages over different
trajectories. We detail below how fluctuating initial con-
ditions reproducing quantum expectations values are
constructed.
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The initial many-body state considered in this work
corresponds to a tensor product |¥) = [Q,) ® |Qp), where
both states are coherent states [see Eqgs. (3) and (4)].
Because of the tensor product form of the initial state,
one can consider the fluctuations in subsystems A and B
separately.

We focus here first on the subsystem A, with the
discussion being identical for subsystem B. The mean
values and fluctuations are easier to compute in the rotated
basis where, for each neutrino, the operator a;.i given by
Eq. (4) is complemented by the creation operator,

0 ok 0
a}u = —sin <7A> e a4 cos <7A> a;i.

We note in passing that the creation operators (aj1 i ag l.)

correspond to the flavor basis. We introduce the associated
quasi-spin operators (74, 74, J4). The state |Q,) corre-
sponds to the lowest eigenstates of 4 in the rotated space
with eigenvalue m, = —N,/2. This observation immedi-
ately gives us

Ny

(T =T =0 (TH=-"

In the following, we define the quantum second moment of
two operators acting in the A space, denoted by X and Y, as

(XY + YX) — (X)(Y), (35)

N[ =

2 —
ZA,XY -

where the expectation values are performed over the
total system. It is straightforward to show that the

second moments of the 7 components at the initial time
are given by

=32

Azz

=2

—y2
=2 Axy

2
by A,yz

A xz =0. (36)
The only nonzero fluctuations are X3 = and X}, for
which we have [49]

|

Ny

>2 —.
4

Axx — Zi,yy = (37)

We consider now the PSA method. In this approach,
we introduce a statistical ensemble of values (j ?(1)7 J ;}(ﬂ)’

J?u)) where A =1,...,N,, labels the events. These
variables are treated as classical objects. Then, mean values
and fluctuations are obtained by classical averages over
the events. A simple way to reproduce the quantum
means and second moments given above is to assume that
j?u) = —N,/2 is a nonfluctuating variable while qu)
and J ;\(l) are considered as Gaussian stochastic variables
with mean zero and widths equal to N, /4.

The mean-field equations that will be used for the
evolution are given in the mass basis. Therefore, it is
necessary to transform the initial fluctuations in the rotated
space to the fluctuations in the original space where the
EOMs (13) are written. To do so, we use the fact that
the two sets of quasi-spin quantum operators are linked
through

JA =+ — 53 cos(26)]TA — 3 sin(2¢p) T
+ sin(0,) cos(¢a) T2 (38)

J4 = =53 sin(2p4) T4 + [ + 55 cos(2¢p)| T4
+ sin(6,) sin(¢ghy ) T4, (39)

J2 = —sin(0,) cos(gps) T4 — sin(04) sin(pa) Ty
+ cos(0,) T4, (40)

with ¢, = cos(0,/2) and s, =sin(6,/2). It is easy to
check that, if we replace the operators by the fluctuating
quasi-spin (7 ;1(1) T ;X(/l)’ J ?W) in the right-hand side, we
obtain a new set of fluctuating quantities (Jf(ﬁ), J;M), J?u))
that will reproduce properly the quantum fluctuations in
nonrotated space.

If, instead of quasi-spin, we use the polarization vectors
and finally obtain,

Pﬁw = +[c% — 5% cos(2¢A)}Pﬁw - 5% sin(2¢A)7?‘;‘(l) + sin(0,) cos((ﬁA)P‘?u),
PYY = =53 sin(2¢)Pr + [ + 53 cos(2p)|Py ) + sin(0,) sin(,) P2,
P?(/l) = —sin(6,) cos((/ﬁA)Pﬁu) —sin(6y) sin(¢A)77§}<'1) + cos(@A)P?w,

where 7)?(/0 = 1 is constant for all events, while Pﬁw and Pﬁw are two random Gaussian numbers with mean zero and

variances equal to 1/N,.

The initial fluctuations of subsystem B can be obtained in a similar way, leading to two additional Gaussian random

numbers P5* and wa with variances equal to 1/Np.

123006-10



ROLE OF NON-GAUSSIAN QUANTUM FLUCTUATIONS IN ...

PHYS. REV. D 106, 123006 (2022)

B. Simulation of the evolution by independent
mean-field paths

In the PSA approach, a set of initial fluctuating con-
ditions is used for the polarization components (132’1), 131(?)
where 4 =1, ..., N.. Each initial condition (event) 4 is
evolved independently from the others according to the

mean-field equation, i.e.,

P = 12p? 4 e

P;M) = _%P? +XBCéB

PA g ) "
PR — 2 pBh) ot

PEO) — L apB) _ , chalh

Py c1B0)

In practice, at a given time, the mean-value and second
moments of a given observable are deduced by performing
the classical average of this quantity. We have for instance
for the mean polarization and its fluctuation the definition
(fora=x,y, 2)

Results obtained with the PSA approach are shown in
Fig. 1 and further illustrated in the Appendix. In all
examples considered, the method successfully reproduces
the average evolution and quantum fluctuation beyond
mean-field, although it misses the long-term oscillations of
the fluctuations.

As shown in Ref. [68], one key ingredient of this
approach is that it accounts for higher order moments of
observables without any specific truncation scheme. An
illustration of the phase space explored by the trajectories
is given in Figs. 3(d)-3(f). We observe that the long time
evolution [panel (f)] presents differences with the exact
evolution. The PSA approach does not properly describe
the localization along the ¢-axis while the splitting along
the @-axis is reproduced to some extent. Despite these
differences, Fig. 1 clearly demonstrates its predictive power
for mean values and fluctuations.

From the mean values and fluctuations of the polariza-
tion obtained by averaging statistically over trajectories,
one can finally construct the equivalent of the one- and
two-neutrino densities and evaluate the corresponding
entropies. The results are shown in Fig. 2, where a good
agreement with the exact results is observed. We tested

extensively the PSA approach by considering the various
sets of initial angles (64/5.¢4/5) like those reported in
Ref. [37] and always obtained very satisfactory results
(see the Appendix).

C. Application to time-dependent Hamiltonian

We have shown above that the PSA approach is
predictive for the two-neutrino beam with a time-
independent Hamiltonian. As underlined in the introduc-
tion, one of the difficulties in describing neutrino oscil-
lations subject to multi-beam entanglement is related to
the fact that the Hamiltonian is time dependent. This
complication introduces obstacles in the application of
most numerical techniques able to treat the neutrino
interaction. Of the semianalytic and numerical methods
in literature that have been used to treat this problem,
some can only be applied in the time-independent or
adiabatic limit (e.g., Bethe ansatz methods [12,17-19], or
exact methods for two-beam systems [37,38]); those that
can go beyond the adiabatic regime, such as Runge-Kutta
[14,16] or tensor network-based [13,20] numerical inte-
gration, are currently able to treat only a limited number
of neutrinos [O(10 — 100) neutrinos depending on the
symmetries in the system]. The adiabatic picture is
expected to hold rather far from the compact object from
which neutrinos are emitted but may not be valid close to
the point of emission.

For such types of problems, the PSA approach can be a
very useful tool, since it is simple to implement, it is
predictive, and nonadiabatic effects are automatically
included through the mean-field evolution. To illustrate
such a situation, we follow Refs. [12,14,18,20,40] and
consider a time-dependent Hamiltonian where the two-
body part of the Hamiltonian given by Eq. (2) is multiplied
by a time-dependent factor,

F(t) = [1= (1= (R}/r(1)*)"/?]2. (42)

Such parametrization mimics the weakening of the two-
neutrino interaction with the distance from the source
of emission. Here, R, stands for the emitter radius and
is taken as R, = 32.2 Q! [14]. r(¢) should be interpreted
as distance from the center of the emitter to the point of
interest at which neutrinos are interacting with each other.
This distance ranges a priori from r(0) = R, to infinity.
One source of difficulty is that F(¢) varies rapidly when
r(t) is close to R, and nonadiabatic effects are expected to
be important.

In Ref. [12], a Bethe ansatz approach, able to treat many-
body entanglement in the adiabatic regime, was applied
to the neutrino entanglement problem where the distance
r(t) was parametrized as r(t) = ry + t, with ry the initial
value of r(r). Because of the adiabatic assumption, the
method proposed in Ref. [12], was applied to cases where
ro = 210.64 Q7' > R, i.e., already rather far from the
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neutrino emission point. With the PSA approach, we do not
have this limitation and can consider a more realistic
situation where ry = R, = 32.2 Q~'. Results obtained
with the time-dependent Hamiltonian in the nonadiabatic
regime are reported with dotted green lines in Figs. 1 and 2.
We observe that the use of time-dependent two-body
interaction affects the evolution significantly. This differ-
ence is actually expected due to the reduction of the two-
body interaction induced by Eq. (42) as time increases. The
two-body entanglement entropy is also reduced compared
to the case where the strength of the interaction is fixed to
its initial value. With this example, we illustrate that the
PSA approach we propose in the present work will be
useful to study both qualitatively and quantitatively neu-
trinos oscillation with time-dependent coupling.

VI. CONCLUSIONS AND DISCUSSION

We studied here the connections between the dispersion
in phase-space and the entanglement entropy for two
interacting neutrino beams. The interaction between neu-
trinos entails large non-Gaussian fluctuations in phase-
space leading to a nontrivial evolution of the entanglement
between the two subsystems. The Husimi distribution
computed here clearly underlines the need to properly
describe quantum fluctuations beyond the second moments
in phase space.

We propose an approach, called the phase-space
approach, where a set of independent mean-field trajecto-
ries with random initial conditions accurately describes the
gross features of entanglement between neutrino beams.
This approach, illustrated here for two beams, turns out to
provide a good reproduction of both one-body and two-
body evolution to describe neutrino oscillations including
the effect of coupling between different neutrino beams.

Due to its simplicity, the PSA approach can for instance
easily be generalized to many beams having various
neutrino numbers in each beam and evolving through a
time-dependent interaction Hamiltonian. An illustration of
application to the case of time-dependent Hamiltonian is
made for a situation where the adiabatic assumption is
expected to break down.
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APPENDIX: ADDITIONAL ILLUSTRATIONS OF
EXACT, MEAN-FIELD AND PSA RESULTS

We made extensive applications of both the exact Husimi
quasi-probability distribution and comparisons with the
phase-space approach by picking several examples of

Y (@

P(t)

0 100 200 300 400 500
time [u~]

o3(t)
o
=
o

= 0.061 ()

100 200 300 400 500
time [u~1]

FIG. 4._ Illustration of the evolution of the polarization compo-
nents P, =2(J,)/N, (top) and their quantum fluctuation
(bottom) for the precession symmetric case with Ny = Np =
50 as a function of time for the exact (black solid line), mean-field
(blue dot-dashed line) and phase-space method (red dashed line).
In the right panel, the mean-field fluctuations are constant in time
and remains equal to their initial values (not shown). The
convention for the labels of the figure is the same as in Fig. 1.
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FIG. 5. One neutrino (a) and two-neutrino (b) entropies ob-
tained as a function of time for the exact (black solid line) and
approximate phase-space (red dashed line) approaches as a
function of time for the symmetric precession case. In lower
panel, the blue dot-dashed line represents the one-neutrino
entropy multiplied by the factor In(3)/ In(2).

initial conditions in the tables of Ref. [37] including
symmetric Ny = Ny or asymmetric N, # Ny situations.
In all cases, we found very good agreement between the
exact evolution. We illustrate in Fig. 4 the evolution of the
mean polarization and of its second moments for the
“precession mode” case with the initial condition reported
in Table I. The corresponding entropies are shown in Fig. 5.
Finally we show an asymmetric case (N, # Np) for the
bipolar parameters in Figs. 6 and 7.

Px(t)
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P(t)
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FIG. 6. Same as Fig. 4 for the asymmetric bipolar case with

N4, =60 and Ny = 40. The convention for the labels of the
figure is the same as in Fig. 1.
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FIG. 7. Same as Fig. 5 for the asymmetric Bipolar case with N, = 60 and Np = 40. The convention for the labels of the figure is the

same as in Fig. 5.
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