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ABSTRACT: A salinity variance framework is used to study mixing in the Salish Sea, a large fjordal estuary. Output from
a realistic numerical model is used to create salinity variance budgets for individual basins within the Salish Sea for
2017–19. The salinity variance budgets are used to quantify the mixing in each basin and estimate the numerical mixing,
which is found to contribute about one-third of the total mixing in the model. Whidbey Basin has the most intense mixing,
due to its shallow depth and large river flow. Unlike in most other estuarine systems previously studied using the salinity
variance method, mixing in the Salish Sea is controlled by the river flow and does not exhibit a pronounced spring–neap cy-
cle. A “mixedness” analysis is used to determine when mixed water is expelled from the estuary. The river flow is corre-
lated with mixed water removal, but the coupling is not as tight as with the mixing. Because the mixing is so highly
correlated with the river flow, the long-term average approximation M = Qrsoutsin can be used to predict the mixing in the
Salish Sea and Puget Sound with good accuracy, even without any temporal averaging. Over a 3-yr average, the mixing in
Puget Sound is directly related to the exchange flow salt transport.

KEYWORDS: Ocean; Estuaries; Buoyancy; Mixing: Budgets; Time series; Numerical analysis/modeling;
Regional models

1. Introduction

A defining feature of estuaries is the exchange flow, which
draws ocean water into the estuary at depth and expels brack-
ish water near the surface. Two factors are required for the
development of an exchange flow: a source of buoyancy and
mixing (MacCready et al. 2018). Typically the buoyancy is
supplied by rivers, although other sources such as strong pre-
cipitation are also possible, and mixing is provided primarily
by tides.

Historically, mixing in estuaries has been quantified using
buoyancy flux (e.g., Peters and Bokhorst 2001; Simpson et al.
1990), which is a measure of potential energy creation
through the destruction of vertical stratification. However,
buoyancy flux does not incorporate the effects of horizontal
mixing. Moreover, the buoyancy flux for convective mixing
and shear-driven mixing will have opposite signs, such that
these two mixing modes may cancel each other’s contribution
to the overall buoyancy flux (Burchard et al. 2009; MacCready
et al. 2018; Burchard et al. 2019). Other measures of mixing
used in the open ocean such as the turbulent dissipation are
important, but not directly useful, in estuarine and coastal en-
vironments. Dissipation destroys kinetic energy through tur-
bulence, but may not produce mixing if the water is already
well mixed. Similarly, the eddy diffusivity alone is not a suit-
able measure of mixing, since the mixing also depends on the
strength of salinity gradients in the estuary.

More recently, destruction of salinity variance has been
used to quantify mixing in estuaries, although loss of tracer

variance has been used to define mixing in the ocean turbulence
field for many decades (Wang and Geyer 2018). Burchard
and Rennau (2008) showed that tracer variance decay is a
physically sound measure of mixing equivalent to the dissipa-
tion of microstructure variance. Salt is an appropriate tracer
to choose since it is a conservative tracer and the main driver
of density differences in estuarine environments. Therefore,
loss of salinity variance is an unambiguous measure that rep-
resents irreversible mixing (MacCready et al. 2018; Warner
et al. 2020).

Burchard et al. (2009) used both the vertically integrated
decay of salinity variance and the vertically integrated turbu-
lent salt flux to quantify mixing associated with dense bottom
currents in the western Baltic Sea. They found good qualita-
tive agreement between the two methods for identifying mix-
ing hotspots from model results, because convective mixing is
relatively unimportant in the study region. An early study to
use the dissipation of salinity variance to quantify mixing in
an estuarine context was Wang et al. (2017). Using a numeri-
cal model of the Hudson estuary, they found that the mixing
is lowest at spring tide, and greatest in the neap-to-spring
transition, even though the most energetic turbulence occurs
during spring tides. This is because the estuary is restratified
around neap tide, so the neap-to-spring transition period has
intensified turbulence and strong salinity gradients, which are
both required for mixing. Li et al. (2018) decomposed the sa-
linity variance into horizontal and vertical components, which
can be used to link four defining estuarine features. 1) The
horizontal variance represents horizontal density gradients,
which provide a baroclinic pressure gradient that drives the
exchange flow. 2) The vertical variance represents stratification.
3) The conversion from horizontal to vertical variance rep-
resents straining, and 4) as we have seen previously, the
destruction of variance represents mixing. They used this
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framework to evaluate straining and dissipation in the Changjiang
estuary.

MacCready et al. (2018) used salinity variance to connect
mixing to the magnitude of the estuarine exchange flow. The
Knudsen relations (Knudsen 1900; Burchard et al. 2018) re-
late the magnitude of a time-averaged, two-layer exchange
flow to the river flow through the salinities of the inflowing
and outflowing layer. By combining the salinity variance bud-
get with a time-dependent version of the Knudsen relations,
MacCready et al. (2018) established an approximation for the
total mixing using the total exchange flow (TEF) variables.
Over a long-term average, such that the storage term in the
salinity variance budget becomes small relative to the advec-
tion and mixing terms, this approximation can be reduced to
a simple relationship M = Qrsoutsin, where M is the volume-
integrated rate of salinity variance destruction (mixing), Qr is
the river flow and sin and sout are the inflowing and outflowing
salinities, respectively, for an equivalent two-layer exchange
flow. Alternatively, this can be expressed as M = QinDssin,
where Qin is the magnitude of the inflowing branch of the ex-
change flow and Ds = sin 2 sout. This formulation links the
mixing in an estuary to the strength of its exchange flow, rep-
resented by Qin, albeit with some ambiguity, since the mixing
also affects Ds. MacCready et al. (2018) used an idealized
model which, similarly to Wang et al. (2017), shows that mix-
ing peaks just after neap tide. Wang and Geyer (2018) used
the salinity variance method to study the effects of varying
river flow and the spring–neap cycle on mixing and the ex-
change flow in the Hudson estuary. By running their numeri-
cal model with different levels of constant river discharge,
they found that increased river flow leads to increased mixing
in the estuary.

Another useful application of salinity variance is that it can
be used to diagnose the numerical mixing in a model. Numeri-
cal mixing is often overlooked in ocean models, but can signif-
icantly impact model results (Ralston et al. 2017). Coarse
model grid sizes, sharp gradients, high fluid velocities, and
steep bathymetry are factors that may lead to intensified nu-
merical mixing (Ralston et al. 2017), in addition to the choice
of advection scheme. As described in Burchard and Rennau
(2008), the numerical mixing, defined as the loss of tracer vari-
ance due to discretization errors, is equal to the decay rate be-
tween the advected square of the tracer and the square of the
advected tracer. This method can be used to calculate the nu-
merical mixing in a model on a cell-by-cell basis. Alternatively,
the volume-integrated numerical mixing can be estimated as
the residual of a salinity variance budget (MacCready et al.
2018), which is appropriate when the model output data cap-
ture typical flow time scales (Wang et al. 2021). The volume-
integrated numerical mixing can also be calculated from the
diahaline diffusive salt flux and volume-integrated salinity var-
iance dissipation, as described in Wang et al. (2017).

Most of the studies described above used idealized models
or models of shallow coastal plain estuaries. We will use the
salinity variance framework to study mixing in the Salish Sea,
a complex fjordal estuary. The Salish Sea is an inland sea in
British Columbia and Washington, which comprises the Strait
of Juan de Fuca, Strait of Georgia, and Puget Sound.

The Salish Sea is substantially different from other estuar-
ies previously studied using salinity variance. It is a large,
deep fjordal estuary carved by glaciers, with a surface area of
approximately 17 000 km2 and depths exceeding 400 m in the
Strait of Georgia (SeaDoc Society 2021). The Salish Sea is a
complex network of interconnected basins, with over 400 is-
lands. Unlike most estuaries, many rivers of varying sizes feed
the Salish Sea, and are distributed along its coastline. It is
filled with mostly ocean water and therefore very salty, with a
mean salinity over 30 g kg21 in 2017–19. In many regards, the
Salish Sea lacks resemblance to simpler estuaries such as the
Hudson River. Despite these differences, it still develops one
of the largest estuarine exchange flows on the planet (MacCready
et al. 2021) and has many qualities characteristic of estuarine
systems.

In section 2, we will outline the theory behind the salinity
variance framework, as well as the related concept of mixed-
ness. In section 3, we will describe the model and methods
used to construct the salinity variance budget, as well as the
calculation of mixedness and time series of external forcing
factors. Our main goals are to use salinity variance to answer
the questions:

• Where and when is mixed water created in the Salish Sea?
• When is mixed water removed from the estuary?
• How well does the long-term average mixing approxima-
tion perform in the Salish Sea and Puget Sound?

• How important is numerical mixing in the model?

In section 4 we will discuss the results pertaining to these
questions. In section 5 we will summarize conclusions.

2. Theory

a. Salinity variance

The salinity variance in a given volume V is defined as

var(s) �
�
V
s′2 dV, (1)

where s′ � s2 s, with s being the local salinity and s being the
mean salinity in the volume. We will call s′2 the “local salinity
variance,” acknowledging that while the variance is only de-
fined as a single statistic for the entire volume, s′2 determines
the local contribution to the overall variance when volume in-
tegrated. Following MacCready et al. (2018) we start with a
salt budget:

­s
­t

1 u · =s � = · (K · =s), (2)

where u = (u, y, w) is the velocity, and K = (KH, KH, KV) is
the eddy diffusivity, with horizontal eddy diffusivity KH and
the vertical eddy diffusivity KV. Expanding s � s 1 s′ and
multiplying both sides by 2s′, we obtain an equation for the
evolution of local salinity variance:

­

­t
(s′2) 1 u · =(s′2) � = · [K · =(s′2)] 2 2K · (=s′)2 2 2s′

­s
­t

,

(3)
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where here we use (=s′)2 to denote the vector [(ds′/dx)2,
(ds′/dy)2, (ds′/dz)2]. Now we take the volume integral over
the entire estuarine volume V and apply the Reynolds trans-
port theorem. Assuming incompressible flow and that the
diffusive transport of salinity variance across the open bound-
aries is negligible compared to the advective transport, we
arrive at the equation for the salinity variance budget:

d
dt

�
V
s′2 dV� 2

�
A
s′2u · n̂ dA 2 2

�
V
K · (=s′)2dV: (4)

The term on the left-hand side represents the time evolution
of the variance, and the terms on the right-hand side repre-
sent the effects of advection and mixing, which is a sink for
variance.

b. Mixedness

A complementary property to the salinity variance is the
mixednessm. We define the mixedness as

m � (smax 2 s)(s 2 smin), (5)

where smax and smin are the maximum and minimum salinities,
respectively. For an estuary it can be assumed that smin = 0
since the river input is freshwater. Therefore we have

m � smaxs 2 s2: (6)

Figure 1 shows graphically how mixedness and salinity vari-
ance are related for an example scenario. The mixedness is
zero for the two endmembers smax and smin, and has its peak
at smax/2, while the variance is zero at the mean salinity s and
increases away from the mean. Because we will generally not
have smax/2 � s, it may not be possible to achieve the maxi-
mum mixedness s2max/4 everywhere, even in a volume that is
fully homogenized where the salinity variance is zero. In the

Salish Sea, similarly to Fig. 1, the mean salinity is closer to the
oceanic salinity than to the freshwater rivers. If we consider
truly “mixed” water to have salinity s, the mixedness m is not
a perfect measure unless the mixing involves equal amounts
of the fresh and salty endmembers. However, because the
mixedness curve varies gradually around its maximum, the
overall mixedness will still increase as the salinity variance de-
creases. By combining a salt budget with a salt-squared bud-
get we may construct a mixedness budget:

d
dt

�
V
mdV � 2

�
A
mu · n̂ dA 1 2

�
V
K · (=s′)2dV: (7)

Note that the last term is the same mixing term present in the
salinity variance budget, except that it is positive and acts as a
source of mixedness.

3. Methods

a. Model overview

The model used is a realistic simulation of the coastal wa-
ters of Oregon, Washington, and southern British Columbia
called LiveOcean, created by the University of Washington
Coastal Modeling Group. A description of the model and its
validation can be found in MacCready et al. (2021). The
model is built using the Regional Ocean Modeling System
(ROMS), and uses a spherical grid in the horizontal, with grid
lines along constant latitudes and longitudes. The cell dimen-
sions vary from 500 m in the Salish Sea to 1500 m offshore. The
model has 30 s-coordinate terrain-following vertical layers, which
are more closely spaced near the surface and sea floor to better
resolve boundary effects. The time step is 40 s.

For external forcing, the model includes 45 rivers, with data
from USGS and Environment Canada flow gauges. Atmo-
spheric forcing is provided by a regional Weather Research

FIG. 1. Example graph explaining (a) mixedness concept and (b) its relationship to salinity variance for a scenario
with smax = 30, smin = 0, and s � 25. Note that sÞsmax/2. Since s is close to smax, the local variance in this scenario is
greatest for the freshwater rivers. This is similar to the situation in the Salish Sea.
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and Forecasting (WRF) Model. The open ocean boundary is
forced by the Hybrid Coordinate Ocean Model (HYCOM) and
eight tidal constituents from the TPXO tide model. We use the
output of a 3-yr hindcast for 2017–19, with history files which re-
cord the instantaneous model fields at hourly intervals.

b. Basins

We divide the Salish Sea into nine different basins: South
Sound, Tacoma Narrows, Main Basin, Hood Canal, Whidbey
Basin, Admiralty Inlet, the San Juan Islands, the Strait of
Juan de Fuca, and the Strait of Georgia. Salinity variance
budgets can be made for any of these individual basins, which
requires calculating s′ using the mean salinity within the indi-
vidual basin volume. We will also occasionally consider Puget
Sound, which consists of the first six basins listed, as well as
the Salish Sea as a whole. To divide the model domain into
these basins we use the same framework as MacCready et al.
(2021), but group together several of the smaller volume seg-
ments in each basin, as shown in Fig. 2.

c. Diagnostic budgets

In the LiveOcean model, we can choose to save the ROMS
diagnostics and averages files at hourly intervals, in addition
to the hourly history (snapshot) files. The averages files, given
on the half-hour, record the average of the model fields over
every time step within the hour. The diagnostics files record

information about how the model behaves internally. The di-
agnostics fields contain the rates of change of water properties
in each cell due to various processes resolved in the model.
These rates of change are an average over the hour, quoted
on the half-hour.

Starting with a salt budget for a single cell made up of diag-
nostics terms, we follow a procedure similar to section 2a to
construct an exact salinity variance budget with a vanishingly
small residual. Details of the derivation can be found in the
appendix. The diagnostics salinity variance budget equation is�

V
2s′ salt_rate 2

s
d

­d

­t

[ ]
dV

�
�
V
2s′ salt_xavd 1 salt_yavd 1 salt_vavd 2

s
d

­d

­t

( )[ ]
dV

1

�
V
2s′[salt_hdiff 1 salt_vdiff]dV, (8)

where the left-hand side represents storage, the first term on
the right-hand side represents advection, and the second term
on the right-hand side represents mixing. This is of the same
form as the salinity variance budget given in Eq. (4), although
here we calculate the advection term using a volume integral
instead of invoking the Reynolds transport theorem to calcu-
late the advective transport through the open boundaries.

FIG. 2. (a) Map showing the nine basins used in this project, with (b) inset map of Puget Sound. The bold black lines
are the sections dividing the smaller volume segments used in MacCready et al. (2021). Adapted from MacCready
et al. (2021).
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Salt_xavd, salt_yavd, and salt_vavd are diagnostics fields that
give the rates of change due to advection in the x, y, and z di-
rections, respectively, and salt_hdiff and salt_vdiff are diag-
nostics that give the rates of change due to horizontal and
vertical diffusion, respectively. Salt_rate is the total rate of
change in the salt content of the model cell, and d is the cell
thickness, which changes over time.

The advantage of using the diagnostics to form salinity vari-
ance budgets is that the budget closes exactly on a cell-by-
cell basis, so a volume-integrated budget will close with no
residual. Figure 3 shows an example of diagnostic budgets
for Puget Sound (alongside budgets constructed from the his-
tory files which will be covered in section 3d). The diagnostic
budgets have been tidally averaged using a Godin filter
(Godin 1972; Walters and Heston 1982). The advection term
is positive since river and ocean inflow bring salinity variance
into the estuary, while the outflow of mixed water removes a
small amount of variance. Most of the variance that is im-
ported through advection is destroyed by mixing.

It is important to note that the diagnostics budgets do not
include the effects of numerical mixing, consistent with the
numerical mixing method outlined in Burchard and Rennau
(2008). Nonetheless, the diagnostic budgets are useful for vali-
dating salinity variance budgets calculated from the history
files alone by comparing their storage, horizontal mixing, and
vertical mixing terms.

d. Three-year salinity variance budgets

To make salinity variance budgets over the three years of
our model hindcast, we need to estimate the storage, mixing,
and advection terms from the history files. The storage term
can be estimated by calculating the mean salinity for the cho-
sen volume at every hour to create a time series of total salin-
ity variance in the basin. We then use centered differencing to
find the rate of change, and filter the time series with a Godin
filter. To estimate the mixing term, we calculate the resolved
mixing using Eq. (4):

Mresolved � 2
�
V
K · (=s′)2dV: (9)

We can split the resolved mixing into vertical and horizontal
components,MV andMH:

MV � 2
�
V
KV

ds
dz

( )2
dV, (10)

MH � 2
�
V
KH

ds
dx

( )2
1

ds
dy

( )2[ ]
dV, (11)

where KV is the vertical eddy diffusivity, and KH is the hori-
zontal eddy diffusivity, which is a constant (2.0 m2 s21). To
calculate the horizontal gradients, we use simple centered

FIG. 3. Comparison of terms from history and diagnostic budgets for Puget Sound in (a) March 2017 and
(b) May/June 2018. The history budgets have a residual due to numerical mixing which is the cause of the large differ-
ence between the history and diagnostic advection terms.
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differencing along the terrain-following layer, neglecting layer
height variations. By comparing our results to the diagnostic
budgets, we determined that applying a correction to account
for the slope of the layer resulted in worse performance, likely
due to discretization errors.

The last term that we need to estimate is the advection
term. We use the TEF (MacCready 2011) to find the tidally
averaged advection as a sum of three terms: a river term, and
inflowing and outflowing terms representing an equivalent
two-layer flow at the open boundaries. The TEF method de-
composes the flow through a section in salinity coordinates
into an equivalent two-layer exchange flow Qin and Qout

(MacCready 2011). To find the TEF, flow through a section is
binned according to its salinity class, tidally averaged, and
then grouped into inflowing and outflowing layers. We use
1000 salinity classes with the dividing salinity method de-
scribed in Lorenz et al. (2019), which is more numerically ro-
bust, to find Qin and Qout at the bounding sections of each
basin. The flux-weighted salinities of the inflow and outflow,
denoted by sin and sout, respectively, can then be found from
the salt flux in each layer. We can also find the flux-weighted
s2in and s2out at each section. We then use these known quanti-
ties to efficiently calculate the flux-weighted salinity variance
at each section:

s′2in � s2in 2 2sins 1 s2, (12)

s′2out � s2out 2 2souts 1 s2: (13)

This is advantageous because performing the TEF extractions
is computationally expensive. We want to create salinity vari-
ance budgets for eleven individual basins, each with a differ-
ent mean salinity. This method allows us to find the s′2in and
s′2out for a given mean salinity without actually extracting the
fluxes of s′2 through each section. We can then use the s′2in and
s′2out to form the advection term for a salinity variance budget:

2

�
A
s′2u · n̂ dA � Qrs

2 1 Qins
′2
in 1 Qouts

′2
out, (14)

where Qr is the river flow and Qout is defined as being nega-
tive. This is similar to the formulation given in Eq. (33) of
Burchard et al. (2019), except that the covariance between
the river flow and the mean salinity is not included.

We can categorize the basins as “enclosed” or “non-enclosed”
based on whether the flow at all of its bounding sections is in the
same direction. For the enclosed basins, such as Whidbey Basin,
flow into the basin (Qin) is in the “landward” direction at all
openings. For enclosed basins with more than one bounding
section we can combine the Qin or Qout from openings and find
a single combined flux-weighted value of s′2in and s′2out for the ba-
sin. For the non-enclosed basins, such as Tacoma Narrows, flow
into the basin is “landward” at some openings and “seaward” at
others. In this case, the TEF variables must be kept separate for
each boundary. In such cases, calculating a combined value for
s′2in or s′2out yields little physical insight.

Figure 3 shows the three terms (storage, mixing and advection)
calculated from the diagnostics and history files for Puget Sound

for the two months where the diagnostics are available. As
expected, the advection term is much larger in the history
budgets due to the effects of numerical mixing. The residual
from the history budgets, shown in purple, is an estimate of
the numerical mixing. As shown in Fig. 3, the resolved mix-
ing and storage terms calculated using the history files are
very similar to the mixing and storage from the diagnostic
budgets. We have also previously used the history files to
construct volume and salt budgets (not shown) that close
with a small residual, which implies that our advection calcu-
lation method is sound. Therefore, we can be reasonably
confident that the residual is primarily due to numerical mix-
ing and not other errors.

Now we can use the history budget method to construct sa-
linity variance budgets for the full three years 2017–19. The
salinity variance budget for the Salish Sea using the history
budget method is shown in Fig. 4, where the resolved mixing
and estimated numerical mixing have been grouped together.
We refer to the sum of the resolved and numerical mixing as
the total mixing. Figure 4 also shows the breakdown of the to-
tal advection into its TEF components. Even though the river
flow is much smaller than the exchange flow, the river contri-
bution dominates the advection term in the salinity variance
budget because the fresh river water has very high variance.
The inflowing exchange flow term is slightly larger than the
outflowing term, even though Qin and Qout have very similar
magnitudes, because sout is close to s. Figure 4c shows the
breakdown of the total mixing into resolved and numerical
mixing, along with the horizontal contribution to the resolved
mixing. We also create salinity variance budgets for all nine
smaller basins shown in Fig. 2, as well as Puget Sound, and
the mixing terms from these budgets will be used to answer
our research questions.

e. Mixedness transport

Similarly to section 3d, we can write the mixedness budget
in terms of the TEF variables:

d
dt

�
V
mdV � Qinmin 1 Qoutmout 1 2

�
V
K · (=s′)2dV, (15)

where there is no contribution from the freshwater rivers which
have m = 0. The inflowing and outflowing mixedness min and
mout are calculated as

min � (sin)(smax) 2 s2in, (16)

mout � (sout)(smax) 2 s2out, (17)

where we use the highest sin in the 3-yr time series as smax. It
is necessary to use s2out rather than (sout)

2 to obtain the correct
flux-weighted mixedness.

To study when mixed water is expelled from the estuary,
we use the outflowing mixedness transport Qoutmout. We cal-
culate time series of outflowing mixedness for six enclosed ba-
sins: the entire Salish Sea, Puget Sound, South Sound, Hood
Canal, Whidbey Basin, and the Strait of Georgia. Since the re-
maining basins do not have a well-defined Qout, sout, and s2out

J OURNAL OF PHY S I CAL OCEANOGRAPHY VOLUME 522310

Unauthenticated | Downloaded 09/26/22 08:58 PM UTC



(see section 3d), they are excluded from this portion of the
analysis.

f. Forcing factors

To study the timing of mixing, we look at the correlation
with three forcing factors: rivers, tides, and winds. For the riv-
ers, we use the total river flow Qr from all rivers entering a
given segment. Since the forcing files for the model only have
a single river flow value per day, the total river flow is
smoothed with the Godin filter, consistent with the other bud-
get terms and forcing factors. We use the surface current and
surface wind stress to calculate the energy input from winds
(Yu et al. 2018):

Pwind �
�
A
ts · usdA, (18)

where ts is the surface wind stress and us is the surface
current.

Because the quantities required are on different coordi-
nates of the model grid, we interpolate the fields to the center
of each cell using simple averaging. The area integral over the
surface of the basin gives a rate of wind energy input to the
ocean in watts. The time series of wind forcing is then filtered
using the Godin filter. For the tides, we use the same method
with the bottom velocities and bottom stress to calculate the
energy dissipation due to bottom drag. Although the velocity
right at the bottom is zero due to the no-slip condition, the
stress and velocity in the bottom model cell can be used to cal-
culate the energy dissipation in a layer just above the bottom.
This is appropriate because we are using the tidally averaged
energy dissipation near the bottom as a timekeeper for the
spring–neap cycle and not as part of an energy budget.

FIG. 4. (a) Salinity variance budgets for 2017–19 calculated from history files in the Salish Sea.
This budget closes by construction since the residual (estimated numerical mixing) is grouped
into the mixing term. (b) Breakdown of the advection term from the Salish Sea salinity variance
budget into river, inflow, and outflow components. (c) Breakdown of the mixing term from the
Salish Sea salinity variance budget. The total mixing is the sum of the resolved and numerical
mixing. The horizontal mixing is a component of the resolved mixing.
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To study the correlation between the forcing factors and
the mixing or mixedness transport, we use a lagged correla-
tion (up to 15 days lag, in 1-h increments) to find the maxi-
mum Pearson’s correlation coefficient r.

4. Results and discussion

a. Numerical mixing

The different contributions to the total mixing term are
shown in Fig. 4 for the Salish Sea. Although the total resolved
and numerical mixing balances the salinity variance budget,
any conclusions drawn from the model output rely on whether
the simulated total mixing is a good representation of the mix-
ing that occurs in the real ocean. It is challenging to make ob-
servations that can be used to validate the mixing in the
model. However, there are other ways to evaluate the impact
of numerical mixing on our results.

First, we can examine the size of the numerical mixing in
comparison with the resolved mixing, and whether it domi-
nates the total mixing. On average, about one-third of the to-
tal mixing in the Salish Sea is due to numerical mixing in the
model. This is reasonable for a realistic numerical model of
a complex estuary. In Li et al. (2018), numerical mixing
accounts for approximately one-third of the total mixing in
their model of the Changjiang estuary. In contrast, models of

estuaries with simpler geometries, such as the idealized model
used in MacCready et al. (2018) or the Hudson river model
used in Wang et al. (2017), have small, but nonnegligible,
numerical mixing. Ralston et al. (2017) found that approximately
half of the mixing was numerical in a model of the Connecticut
River estuary, although they used the Finite Volume Commu-
nity Ocean Model (FVCOM) with an unstructured grid.

Because numerical mixing is a model artifact caused by dis-
cretization errors in the advection scheme, it will not necessar-
ily have the same spatial structure as the resolved mixing.
Therefore, we also want to know whether the proportion of
numerical mixing is similar across the different basins in the
Salish Sea. Table 1 shows the average percentage of the total
mixing that is due to numerical mixing in each basin. We can
see that there is a wide variation, with the numerical mixing
accounting for an average of 27%–73% of the total mixing,
depending on the location. The high numerical mixing in
Tacoma Narrows is likely because it is not well resolved, be-
ing only two cells wide in some places. On the other hand, the
high proportion of numerical mixing in Hood Canal and
South Sound, which are generally more stagnant, may simply
be because there is not much resolved mixing in these basins.

To examine whether the numerical mixing has temporal be-
havior similar to the resolved mixing, we use a linear regres-
sion of the numerical mixing against resolved mixing to see
whether the numerical mixing stays at a constant proportion
of the total mixing in each basin. The numerical mixing is
most highly correlated in time with the resolved mixing in the
San Juan Islands (r2 = 0.97) while the lowest correlation by a
significant margin is in Whidbey Basin (r2 = 0.51). Overall,
the numerical mixing is well correlated temporally with the
resolved mixing in most basins, with r2 = 0.76 for the Salish
Sea as a whole. The numerical mixing occurs at roughly the
same place and time as the resolved mixing, and therefore
should not adversely affect the analysis of mixing location and
timing presented in the following sections.

b. Geographic distribution of mixing

To examine where mixed water is created in the Salish Sea,
we divide our study region into nine basins, as shown in

TABLE 1. Average values of numerical mixing as a percentage
of the total mixing in each basin for 2017–19.

Basin Numerical mixing (% of total mixing)

Tacoma Narrows 73.3
Hood Canal 59.6
South Sound 57.2
San Juan Islands 50.7
Admiralty Inlet 48.8
Strait of Juan de Fuca 42.2
Main Basin 37.5
Whidbey Basin 31.3
Strait of Georgia 27.5
Puget Sound 36.6
Salish Sea 32.4

TABLE 2. Average values of the volume-normalized total mixing, integrated total mixing, and horizontal mixing as a percentage of
the resolved mixing, in each basin for 2017–19. The nominal volume (with sea surface height z = 0) is also given. The largest value in
each column (excluding the totals for Puget Sound and the Salish Sea) is bolded.

Basin
Volume-normalized total
mixing (g2 kg22 s21)

Integrated total mixing
(g2 kg22 m3 s21)

Horizontal mixing
(% of resolved mixing) Volume (m3)

Whidbey Basin 2.4 3 1025 6.5 3 105 14.0 2.7 3 1010

Tacoma Narrows 5.5 3 1026 2.3 3 103 5.4 4.2 3 108

San Juan Islands 4.3 3 1026 3.1 3 105 18.4 7.2 3 1010

Admiralty Inlet 4.1 3 1026 7.1 3 104 20.1 1.7 3 1010

Main Basin 3.1 3 1026 2.6 3 105 14.5 8.5 3 1010

South Sound 3.1 3 1026 4.8 3 104 4.1 1.6 3 1010

Strait of Georgia 3.0 3 1026 4.0 3 106 13.5 1.3 3 1012

Hood Canal 2.9 3 1026 7.2 3 104 17.3 2.5 3 1010

Strait of Juan de Fuca 2.1 3 1026 9.0 3 105 22.9 4.4 3 1011

Puget Sound 6.5 3 1026 1.1 3 106 14.3 1.7 3 1011

Salish Sea 3.1 3 1026 6.3 3 106 14.9 2.0 3 1012
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Fig. 2. The average mixing in each basin for 2017–19 is shown
in Table 2. To start, we group the six smaller basins within
Puget Sound together, leaving four “major basins” (Strait of
Georgia, Strait of Juan de Fuca, San Juan Islands, and Puget
Sound). Figure 5a shows the mixing contributions of the four

major basins. The largest contribution, with an average of
about 4 3 106 g2 kg22 m3 s21, is from the Strait of Georgia,
which is also the largest basin, with about two-thirds of the
overall volume of the Salish Sea. Note that the total mixing in
the Salish Sea is 6.3 3 106 g2 kg22 m3 s21, so the mixing in the

FIG. 5. (a) Mixing in the four major basins of the Salish Sea for 2017–19, with all the Puget
Sound basins grouped together into the pink line, and (b) the breakdown of mixing in each basin
of Puget Sound.

FIG. 6. Total mixing and reservoir of salinity variance in Puget Sound for 2017–19.
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Strait of Georgia is approximately proportional to its volume.
The Strait of Juan de Fuca and Puget Sound have similarly
sized contributions of around 1 3 106 g2 kg22 m3 s21. The San
Juan Islands have strongly seasonal mixing, with low mixing
on the order of 1 3 105 g2 kg22 m3 s21 during the winter, but
often exceeding the mixing of the Strait of Juan de Fuca or
Puget Sound during the summer months.

To provide context for these mixing rates, consider
Fig. 6, which shows a time series of the salinity variance res-
ervoir and mixing in Puget Sound. The average variance is
3.5 3 1011 g2 kg22 m3. With an average mixing rate for Puget

Sound of 1.1 3 106 g2 kg22 m3 s21, the reservoir divided by
the rate gives a time scale of ∼3.7 days for all salinity variance
to be mixed away.

Taking a closer look at the mixing within Puget Sound
(Fig. 5b), we see that Whidbey Basin makes the largest contri-
bution with over half of the total mixing in the Sound. Whidbey
Basin is one of the shallower basins in Puget Sound and has
large river inflow (the Skagit River accounts for approxi-
mately half of the river flow into Puget Sound). This large in-
put of freshwater leads means that there is more salinity variance
(as horizontal gradients and high stratification) available to be

FIG. 7. Volume-normalized total mixing in each basin for 2017–19. The scale is the same in each subplot and the thin gray lines show the
volume-normalized total mixing in the other basins for ease of comparison.
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destroyed by mixing. Main Basin also has a significant contribu-
tion, primarily due to its large size.

Figure 5 concerned only the integrated total mixing. Alter-
natively, we may consider the volume-normalized total mixing
in each basin, as shown in Fig. 7. Here we can clearly see that
Whidbey Basin has the most intense mixing. Other areas of
intense mixing are Tacoma Narrows and the San Juan Islands.
The weaker mixing in 2019 is associated with lower-than-aver-
age river flows. The 3-yr average of volume-normalized total
mixing in each basin is shown in Table 2.

Puget Sound has historically been considered as a network
of quiescent basins connected by highly energetic sills where
strong mixing occurs (Cokelet and Stewart 1985; Ebbesmeyer
et al. 1988). In contrast, the combined mixing that occurs at
Tacoma Narrows and Admiralty Inlet in our results only ac-
counts for about 6.6% of the mixing in Puget Sound. The mix-
ing is also not significantly more intense at these sills. Aside
from Whidbey Basin, all the basins within Puget Sound have
average volume-normalized total mixing within the same or-
der of magnitude. Although Tacoma Narrows and Admiralty
Inlet have the strongest mixing after Whidbey Basin, their
volume-normalized mixing rates are still less than double that
of Hood Canal, which has the weakest mixing in Puget Sound.

On a finer scale, we can look at a map of resolved mixing in
the Salish Sea. Because we have estimated the numerical mix-
ing as the residual of the salinity variance budget for an entire
basin, we cannot determine the amount of total mixing in
each cell or water column. Figure 8 shows an example of the
vertically integrated resolved mixing per unit horizontal area.
Within each basin, the mixing is primarily concentrated at the
river mouths, which are sources of high-variance water.

As described in section 3d, horizontal mixing is not negligi-
ble in the model. In assessing where mixed water is produced,
a related question is whether the breakdown between vertical
and horizontal mixing is consistent across the various basins.
Table 2 shows the percentage of the resolved mixing that is
due to horizontal mixing in each basin. Overall, horizontal
mixing accounts for ∼15% of the resolved mixing in the Salish
Sea, with values as low as 4%–5% in South Sound and Tacoma
Narrows, and as high as 23% in the Strait of Juan de Fuca. The
KH is constant in the model (2.0 m2 s21), so the amount of hori-
zontal mixing depends primarily on how strong the horizontal
salinity gradients are.

c. Correlation of mixing and forcing factors

To ascertain when mixed water is produced in the Salish
Sea, we look at the correlation of mixing with various forcing
factors. In Fig. 5 we can see that the various basins have dif-
ferent timing for their peaks in mixing. Puget Sound and the
Strait of Juan de Fuca have their peak in mixing during the
winter, while the Strait of Georgia and San Juan Islands peak
later in the spring. To study the timing of mixing in the Salish
Sea we consider three different external forcings as described
in section 3f. Figure 9 shows the river flow, spring–neap cycle,
and wind time series overlaid on the total mixing in the Salish
Sea. It is immediately apparent that the mixing most closely
follows the river flow curve. Note that there is a declining
trend in the river flow over the three years studied. Figure 10
shows the correlation coefficient r from a lagged correlation
of the mixing term with the three forcing factors for each ba-
sin. The rivers are the dominant forcing factor and positively
correlated with the mixing magnitude in most basins, with

FIG. 8. Map of vertically integrated resolved mixing per unit horizontal area at 1900 UTC 19 Jan 2017 in (a) the Salish
Sea and (b) Puget Sound. Selected rivers are labeled. Note that the mixing is highly concentrated at the river mouths.
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winds and tides being of secondary importance. The lag be-
tween the river flow and mixing ranges from 11 h in the Strait
of Juan de Fuca to 39 h in the Strait of Georgia. Tacoma
Narrows and Admiralty Inlet do not have rivers entering
them directly. The correlation coefficients of mixing with
rivers entering basins landward of Tacoma Narrows and
Admiralty Inlet are 0.41 and 0.55, respectively. Similarly, the
correlation of mixing with rivers in the San Juan Islands actu-
ally has a small negative correlation. However, only the Samish
River enters the San Juan Islands segment directly, but mixing
in the San Juan Islands is influenced by the Fraser River flow
which enters the Strait of Georgia. The maximum correlation
of the San Juan Islands mixing with the rivers entering the
Strait of Georgia is 0.69.

We have determined that mixing is highly correlated with
river flow. To answer our question of when mixed water is
created, we need to know what creates the different patterns
of river flow in each basin. The overall annual cycle of the
river flow depends on what type of watershed it drains
(Casola et al. 2005; Lee and Hamlet 2011). In snow-dominant
watersheds, snow accumulates in the watershed over the win-
ter and peak flow is during the spring when snow melts. In
rain-dominant watersheds, peak flow is during the winter due

to heavy precipitation. Mixed rain and snow watersheds gen-
erally have two peaks, one in the winter and one in the spring.
This explains why the Strait of Georgia and San Juan Islands
have their mixing peak in the spring, since they are most
affected by the Fraser River, which has a snow-dominant
watershed. The rivers entering the Strait of Juan de Fuca and
Puget Sound mostly have rain-dominated or mixed water-
sheds, which is why they have a flatter mixing peak across the
winter and spring. Streamflow patterns in the Salish Sea and
Puget Sound are predicted to change in the future, as climate
change alters the size of snowpacks and how rapidly they
melt, and watersheds transition toward more rain-dominated
regimes (Casola et al. 2005; Lee and Hamlet 2011). Therefore,
the timing of mixing in the Salish Sea will likely change in the
future.

The lack of influence of the spring–neap cycle on the timing
of mixing is in contrast to previous studies such as Wang et al.
(2017), Li et al. (2018), MacCready et al. (2018), and Wang
and Geyer (2018), where a pronounced spring–neap effect
was observed. However, all of these studies except Li et al.
(2018) used a constant river flow in their model setup, and a
dependence of mixing on river flow was found in Wang and
Geyer (2018) in their experiments testing varying levels of

FIG. 9. Time series of mixing in the Salish Sea for 2017–19 plotted with three different forcing
factors: (a) total river flow, (b) energy dissipation due to bottom drag which represents the
spring–neap cycle, and (c) energy input from winds. Note that the mixing most closely follows
the shape of the river flow time series.
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constant river discharge. The river flow entering the Salish
Sea, which imports high-variance water into the estuary,
varies drastically throughout the year. Although the mixing is
provided primarily by tides, the total amount of mixing is

controlled by how much variance is available to be destroyed
rather than by the smaller fluctuations in the strength of the
tides. This can also be seen in Fig. 6, where the mixing rate
curve closely follows the reservoir of integrated salinity

FIG. 10. Radar plots showing the correlation coefficient |r| from a lagged correlation between the mixing and forcing factors in each ba-
sin. The 1 or 2 sign next to the name of the forcing factor indicates whether the correlation is positive or negative. Note that Admiralty
Inlet and Tacoma Narrows do not have any rivers entering them directly, so the correlation with the landward rivers is shown instead. The
San Juan Islands have only one river, the Samish River, entering directly.
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variance. The other estuaries previously studied generally have
lower mean salinities than the Salish Sea, such that advection of
salinity variance through the ocean boundaries plays a more sig-
nificant role.

d. Removal of mixed water from the estuary

To discover when mixed water is removed from the estuary,
we look at the correlation of the outflowing mixedness trans-
port Qoutmout with the same three forcing factors used in
section 4c. Note that for this section we only consider the en-
closed basins, while excluding Tacoma Narrows, Main Basin,
Admiralty Inlet, the San Juan Islands, and the Strait of Juan
de Fuca. Figure 11 shows the river flow, spring–neap cycle,
and wind time series overlaid on the outflowing mixedness
transport for Puget Sound. Because we use the TEF salinity
sout to calculate the mixedness, the time series for the Salish
Sea (not shown) is much noisier than that for Puget Sound.
This is caused by the Columbia River plume entering the
Salish Sea through the Strait of Juan de Fuca, which can pro-
mote reverse estuarine circulation, as described in Thomson
et al. (2007) and Giddings and MacCready (2017). While the
salinities for Puget Sound behave as expected, with sout always
fresher than sin, the Salish Sea has inversions when sin is
fresher than sout.

Figure 12 shows the correlation coefficients r from a lagged
correlation of the three forcing factors with the outflowing
mixedness transport for the enclosed basins. The rivers are
the most important factor in every basin, and the coupling is
generally tighter with the mixing (Fig. 10) than the mixedness
transport. The lag between the river flow and mixedness
transport time series is 9.9 days and 14.7 days in Puget Sound
and the Salish Sea, respectively, which is much longer than
the lag between the river flow and mixing (∼1 day). This is
reasonable because mixing is concentrated at river mouths,
far from the open boundaries where mixed water is expelled.

e. Long-term average mixing approximation

Finally, we want to determine how well the long-term aver-
age mixing approximation proposed in MacCready et al.
(2018) can predict the mixing in the Salish Sea, and on what
time scales. Figure 13 shows the total mixingM from the salin-
ity variance budgets and the approximations Qrsoutsin and
QinDssin for Puget Sound. The time series are all tidally aver-
aged and sampled hourly.

As shown, the long-term average approximation Qinsoutsin
gives a good estimate of the mixing in Puget Sound, even
without any additional time averaging. The root-mean-square
error (RMSE) normalized by the mean mixing is 0.297. This

FIG. 11. Time series of outflowing mixedness transport for Puget Sound for 2017–19 plotted
with three different forcing factors: (a) total river flow, (b) energy dissipation due to bottom drag
which represents the spring–neap cycle, and (c) energy input from winds.

J OURNAL OF PHY S I CAL OCEANOGRAPHY VOLUME 522318

Unauthenticated | Downloaded 09/26/22 08:58 PM UTC



approximation performs similarly well in the Salish Sea as a
whole, with a normalized RMSE of 0.266. Additional averag-
ing did not significantly improve the mixing estimates. The lag
between the long-term average approximation and the mixing
in the history budgets is 28 h in Puget Sound and 27 h in the
Salish Sea, which is on the same order of magnitude as the lag
between the river flow and mixing reported in section 4c. It is
somewhat surprising that an approximation that assumes time-
averaged conditions should perform so well without any tempo-
ral averaging in an environment where the river flow varies by
an order of magnitude. However, most of the mixing occurs
near the river mouths, and therefore the basinwide mixing re-
acts quickly to river discharge. Because the river flow is tightly
coupled with the mixing, and the salinities sin and sout vary only
by ∼2 g kg21 over the year, Puget Sound and the Salish Sea are
exactly the type of estuary where this type of approximation can
be successfully implemented. It is particularly convenient to be
able to useM =Qrsoutsin to predict the mixing in an estuary since
the formula only requires knowledge of the TEF properties on
the open boundaries and the river flow, but does not require any
information about the interior of the estuary. However, it should
be noted that this approximation relies on the assumption that
s′2in ≈ (sin 2 s)2 and s′2out ≈ (sout 2 s)2. For cases where this as-
sumption is not valid, Burchard et al. (2019) have defined a hier-
archy of mixing parameterizations with and without constancy
and periodicity assumptions.

Conversely, the approximation QinDssin does not follow
the mixing curve closely in Puget Sound. This is likely due to
time dependence of variance storage in the system. As shown in

Fig. 13, the peaks of QinDssin align with neap tides. This is consis-
tent with the findings of Geyer and Cannon (1982) that the gravita-
tional circulation and stratification at Admiralty Inlet were greatest
at neap tides. However, the 3-yr average of mixing in Puget
Sound is 1.10 3 106 g2 kg22 m3 s21, while Qrsoutsin and QinDssin
have averages of 1.12 3 106 and 1.19 3 106 g2 kg22 m3 s21,
respectively. Therefore, over a long time average,QinDssin may be
used to provide a reasonable estimate of mixing in Puget Sound.
Note that this approximation is not a good choice for the Salish
Sea as a whole, due to the reversals in estuarine circulation dis-
cussed previously, which lead to negative values of Ds.

The salt budget in an estuary may be expressed in terms of
the TEF variables:

d
dt

�
V
s dV � Qinsin 1 Qoutsout: (19)

By substituting Qr = 2(Qin 1 Qout) and Ds = sin 2 sout, we
may alternatively express the salt budget as

d
dt

�
V
s dV � QinDs 2 Qrsout, (20)

where QinDs represents the exchange flow salt transport and
Qrsout represents the river salt transport.

Note that either term on the right-hand side of Eq. (20) multi-
plied by sin is equal to one of the long-term average mixing ap-
proximations. In Puget Sound, sin is approximately constant
over time, with small variations of ∼2 g kg21. Therefore, using
the approximationM ≈ (QinDs)sin, the mixing in Puget Sound is

FIG. 12. Radar plots showing the correlation coefficient |r| from a lagged correlation between the outflowing mixedness transport and forcing
factors in the enclosed basins. The1 or2 sign next to the name of the forcing factor indicates whether the correlation is positive or negative.
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proportional to the exchange flow salt transport. We noted in
the introduction that the approximation M ≈ QinDssin provides
an inexplicit link between mixing and the estuarine exchange
flow. However, in systems similar to Puget Sound it may be
more useful to instead consider that the direct link is between
mixing and the exchange flow salt transport.

The Qrsoutsin approximation can also be used to calculate the
mixing completeness M/(Qrs2in), which is the ratio of total mix-
ing to theoretical maximummixing (MacCready et al. 2018). Us-
ing the 3-yr average values of mixing, river flow, sin, and sout, the
mixing completeness in Puget Sound is 94.1%. This is high com-
pared to values of mixing completeness found in studies of other
estuaries. For example, (MacCready et al. 2018) found 68%
mixing completeness in their idealized V-shaped estuary model,
and Lange et al. (2020) found 84% mixing completeness in a
modeling study of the weakly tidal Warnow estuary.

5. Summary

Using salinity variance budgets, we have gained insights
into how mixing occurs in the Salish Sea. Most mixing occurs
in the Strait of Georgia where the volume-normalized mixing

is close to the average for whole Salish Sea, due to its large
size. The volume-normalized mixing is lower in the Strait of
Juan de Fuca and higher in Puget Sound, although these two
regions make similarly sized contributions to the total mixing.
The strongest mixing by far occurs in Whidbey Basin, likely
due to its shallow depth and large river flow. The timing
of mixing in all regions of the Salish Sea is highly correlated
with the river flow, whose annual cycle depends on whether
the watershed is snow-dominated, rain-dominated or mixed.
Because s is close to the oceanic salinity in the Salish Sea, the
rivers have very high variance and dominate the input of sa-
linity variance to the estuary even though their volume trans-
port is low. Unlike other estuaries studied using the salinity
variance framework, no pronounced spring–neap cycle is seen
in the mixing time series for the Salish Sea. Using the outflow-
ing mixedness transport we determine that mixed water is
also removed from the estuary when river flow is high, but the
coupling is not as tight as it is between the river flow and mix-
ing. Even without any additional time-averaging, the long-
term average mixing approximation M = Qrsoutsin can accu-
rately predict the mixing in the Salish Sea and Puget Sound.
Because the mixing is tightly coupled with the river flow and

FIG. 13. Total mixing calculated from the salinity variance budget and using the long-term av-
erage approximations (a) M = Qrsoutsin and (b) M = QinDssin in Puget Sound for 2017–19. The
brown curve in (b) represents the spring–neap cycle (tidally averaged energy dissipation due to
bottom drag, not to scale).
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the sin and sout do not vary widely over time, additional aver-
aging does not significantly improve the performance of this
long-term average approximation. Over a long time average,
the alternative approximation M = QinDssin may also be used
to estimate the mixing in Puget Sound. Because sin is nearly
constant for Puget Sound, the average mixing in Puget Sound
is directly proportional to the average exchange flow salt
transport QinDs. The residual of the salinity variance budget
gives an estimate of the numerical mixing, which accounts for
approximately one-third of the total mixing in our model.

Acknowledgments. This project was supported by NSF
Award 1736242: Using Salinity Variance to Link Estuarine
Mixing and Exchange Flow. We thank W. Rockwell Geyer
for the mixedness concept.

Data availability statement. All code used in this analysis is
archived at https://doi.org/10.5281/zenodo.6568187, including
code for calculating salinity variance budgets, salinity variance
reservoirs, and forcing factor time series. Output data files
and plotting code are also included. The LiveOcean model
code is archived at https://doi.org/10.5281/zenodo.4282775
(MacCready et al. 2021).

APPENDIX

Derivation of Salinity Variance Budget from Diagnostics

To create a salinity variance budget from ROMS aver-
ages and diagnostics files, we start with a salt budget:

salt_rate � salt_xavd 1 salt_yavd 1 salt_vavd 1 salt_hdiff

1 salt_vdiff (A1)

where salt_xavd, salt_yavd, and salt_vavd are diagnostics that
give the rates of change due to advection in the x, y, and z di-
rections, respectively, and salt_hdiff and salt_vdiff are diagnos-
tics that give the rates of change due to horizontal and verti-
cal diffusion, respectively. Salt_rate is the total rate of change
in the salt content of the model cell, defined in ROMS as

salt_rate ≡
­

­t
(ds)

〈 〉
〈d〉 , (A2)

where d is the thickness of the cell and angle brackets
represent averaging over the hour. Since the model has
30 terrain following vertical layers, the cell thickness changes
over time as the sea surface height changes. In the interest of
physical interpretability, we will apply a thickness correction
to the budget in Eq. (A1) to account for this effect. Dropping
the angle brackets and following MacCready and Giddings
(2016), Eq. (A2) can be expanded as

salt_rate �
d
­s
­t

1 s
­d

­t
d

, (A3)

­s
­t

� salt_rate 2
s
d

­d

­t
: (A4)

The values of s and d are taken from the averages files,
while the derivative ­d/­t is calculated from the history files
at the start and end of the hour. The final term in Eq. (A4)
is the thickness correction that we apply to both sides of
Eq. (A1):

salt_rate 2
s
d

­d

­t

� salt_xavd 1 salt_yavd 1 salt_vavd 2
s
d

­d

­t

( )
1 salt_hdiff 1 salt_vdiff: (A5)

Now the left-hand side is equal to ­d/­t. We have grouped the
thickness correction with the vertical advection on the right-
hand side since the moving cell boundaries artificially change
the advection though the top and bottom of the cell. Similarly
to the development in section 2a, to create a salinity variance
budget we multiply both sides of the equation by 2s′:

2s′ salt_rate 2
s
d

­d

­t

[ ]

� 2s′ salt_xavd 1 salt_yavd 1 salt_vavd 2
s
d

­d

­t

( )[ ]
1 2s′[salt_hdiff 1 salt_vdiff]: (A6)

This equation balances exactly in every model cell. If we take
the volume integral over the same volume V used to calculate s,

�
V
2s′ salt_rate 2

s
d

­d

­t

[ ]
dV

�
�
V
2s′ salt_xavd 1 salt_yavd 1 salt_vavd 2

s
d

­d

­t

( )[ ]
dV

1

�
V
2s′[salt_hdiff 1 salt_vdiff]dV: (A7)

This is the salinity variance budget constructed from aver-
ages and diagnostics. Note that the integrand on the left-
hand side of Eq. (A7) is 2s′­s/­t. Similarly to section 2a, we
can expand s � s 1 s′:�

V
2s′

­s
­t

dV �
�
V
2s′

­s
­t

dV 1

�
V
2s′

­s′
­t

dV: (A8)

The first term on the right-hand side of Eq. (A8) can be
eliminated since s has no spatial gradients and the volume
integral of s′ is zero by definition. Therefore,�

V
2s′

­s
­t

dV �
�
V
2s′

­s′
­t

dV: (A9)

Using the inverse product rule, we can reformulate the
right-hand side of Eq. (A9):�

V
2s′

­s
­t

dV �
�
V

­

­t
(s′2)dV: (A10)

This means that
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�
V
2s′ salt_rate 2

s
d

­d

­t

[ ]
dV �

�
V

­

­t
(s′2)dV: (A11)

The diagnostic advection fields in each direction give the
change in the salt content of a cell due to the difference in salt
fluxes through opposite cell walls. Therefore, the integrand of
first term on the right-hand side of Eq. (A7) is a divergence:

2s′ salt_xavd 1 salt_yavd 1 salt_vavd 2
s
d

­d

­t

( )[ ]

� 22s′= · (us), (A12)

and if we assume incompressibility,

2s′ salt_xavd 1 salt_yavd 1 salt_vavd 2
s
d

­d

­t

( )[ ]

� 22s′u · =s: (A13)

Again using the inverse product rule, we obtain

2s′ salt_xavd 1 salt_yavd 1 salt_vavd 2
s
d

­d

­t

( )[ ]

� 2u · =(s′2), (A14)

and taking the volume integral produces

�
V
2s′ salt_xavd 1 salt_yavd 1 salt_vavd 2

s
d

­d

­t

( )[ ]
dV

� 2

�
V
u · =(s′)2dV: (A15)

Substituting Eq. (A11) and Eq. (A15) into the diagnostics
budget Eq. (A7) we find

�
V

­

­t
(s′2) 1 u · =(s′2)

]
dV

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
�
�
V
2s′[salt_hdiff 1 salt_vdiff]dV: (A16)

Using the same reasoning as presented in section 2a, we
can move the derivative on the right-hand side outside the
integral due to the Reynolds transport theorem:

d
dt

�
V
(s′2)dV � 2

�
A
s′2u · n̂ dA

1

�
V
2s′[salt_hdiff 1 salt_vdiff]dV: (A17)

Now we can see that Eq. (A7) is an exact salinity variance
budget constructed from the diagnostics with three terms:

Storage � Advection 1 Diffusion, (A18)

where

Storage :

�
V
2s′ salt_rate 2

s
d

­d

­t

[ ]
dV, (A19)

Advection :

�
V
2s′

[
salt_xavd 1 salt_yavd

1 salt_vavd 2
s
d

­d

­t

( )]
dV, (A20)

Mixing :

�
V
2s′[salt_hdiff 1 salt_vdiff]dV: (A21)
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