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Bosonic qubits encoded in continuous-
variable systems provide a promising alterna-
tive to two-level qubits for quantum compu-
tation and communication. So far, photon
loss has been the dominant source of errors
in bosonic qubits, but the significant reduc-
tion of photon loss in recent bosonic qubit
experiments suggests that dephasing errors
should also be considered. However, a de-
tailed understanding of the combined photon
loss and dephasing channel is lacking. Here,
we show that, unlike its constituent parts,
the combined loss-dephasing channel is non-
degradable, pointing towards a richer struc-
ture of this channel. We provide bounds for
the capacity of the loss-dephasing channel and
use numerical optimization to find optimal
single-mode codes for a wide range of error
rates.

1 Introduction

The presence of noise in quantum systems is one of
the main challenges towards realizing useful quantum
computation and communication. Indeed, qubit er-
rors severely limit the number of gates that a quan-
tum processor can run or the bandwidth at which a
quantum communication channel can operate.

The primary method at our disposal for dealing
with noise in quantum systems, apart from improving
the underlying hardware, is quantum error correction
[1]. This requires encoding the logical information re-
dundantly, making it resistant to the noise in the sys-
tem. As such, the optimal encoding depends heavily
on the noise structure, with the minimal overhead of
physical modes to reliably encode a single logical qubit
(or the maximal rate of communication) being deter-
mined by the quantum capacity of the noise channel
[2, 3].

Bosonic quantum error correction uses the infinite
number of levels in a single harmonic oscillator to en-
code quantum information redundantly. This pro-
vides a hardware-efficient alternative to traditional
schemes, which encode logical qubits in arrays of
physical qubits. In addition, the use of a single el-
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ement substantially simplifies the noise model [4-6].
The most common noise types in bosonic systems are
bosonic excitation loss (photon or phonon loss) and
bosonic dephasing. Bosonic loss results from energy
exchange with a cold environment, whereas bosonic
dephasing is often caused by frequency fluctuations
due to dispersive interactions with unaccounted for
degrees of freedom. Another noise mechanism in
bosonic systems is thermal excitation noise [7]. How-
ever, this error is less prevalent and will not be con-
sidered in this work.

Bosonic loss has often been a dominant source of
noise in experimental systems. This noise channel
is well understood, both in terms of its quantum
capacity and the study of specific codes that protect
against loss, such as the Gottesman-Kitaev-Preskill
(GKP) code [5, 6, 8, 9]. However, recent experi-
ments with superconducting cavities indicate that
photon loss rates can be substantially reduced [10].
Meanwhile, various physical processes (e.g., thermal
excitations of coupled superconducting qubits [11,
12| and stray microwave photons [13]) may lead to
dephasing of the superconducting cavities. Hence,
we expect that both loss and dephasing errors will
become practically relevant errors requiring active
quantum error correction. However, since photon
number and phase are complementary observables,
a tension exists between the ability to correct both
error types [14, 15]. This suggests a nontrivial error
structure, necessitating a thorough study of the joint
loss-dephasing channel.

In this work, we study the bosonic loss-dephasing
channel from two complementary perspectives —
through the lens of quantum information theory and
quantum capacity (section 3) and through the study
of numerically optimized single-mode codes (section
4). We show that, unlike pure dephasing or pure loss,
the combined loss-dephasing channel is not degrad-
able [2]. This suggests that the combined channel has
a more complex structure than its constituent parts,
complicating the derivation of its quantum capacity
[16]. Nonetheless, we explore the theoretical limits of
the loss-dephasing channel by providing upper and
lower bounds on its quantum capacity. In the second
effort, we use a biconvex optimization scheme [17] to
find single-mode encodings that produce an optimal
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encoding-decoding entanglement fidelity.  Earlier
work [18] showed that applying this method to pure
loss leads to codes similar to the hexagonal GKP
code. Our results indicate that some of the optimal
codes for the loss-dephasing channel are close to the
numerical codes presented in Ref. [19]. We also find
that some optimal codes possess rotational symmetry.
In the pure-loss and pure-dephasing channels, the
energy constraint in the optimization problem is
saturated. In contrast, the energy constraint is
not typically saturated for the combined channel.
Next, we compare the performance of the optimized
codes to other known codes, such as GKP codes
and cat codes [4, 20]. Finally, we combine the two
perspectives by comparing the hashing bound of
the numerically optimized codes with the quantum
capacity bounds (section 5).

2 Preliminaries

In this section, we provide definitions for quantum
channels following the notation of Ref. [7].

Let Hx be the Hilbert space of a system X,
L (Hx) the space of linear operators over Hx [2],
and D (Hx) the space of density matrices. A lin-
ear map Na,p: L(Ha) = L(Hp) is called a quan-
tum channel from a sender A to a receiver B if it is
completely positive and trace-preserving (CPTP), or
equivalently, if for any system W, the map

N ®T) ywpw : £L(Ha) © L(Hw)

1

—>£(HB)®£(HV{/), ()

defined by pa ® fw — N(pa) ® 7w, maps density
matrices to density matrices.

Any quantum channel N4_.p can be written as

a sum of Kraus operators, which are linear maps

K;: Ha — Hp such that

Nasp =) K;eK], (2)

where o is any operator in £ (H 4). Alternatively, ev-
ery quantum channel N4_. g can be represented using
an isometric extension U: H4 — HpRHE with E de-
noting the environment. The channel from A to B is
then obtained by tracing out the environment:

Naosg =Trg Uasspr), Usaspe =UeU'.  (3)

This isometric extension is called a Stinespring dila-
tion, and it is unique up to an isometry on the envi-
ronment.

The channel obtained by tracing over B is called
the complementary channel of Na_,p and is denoted
by Ni_ g =Trg (Ua-BE).

Finally, a channel is said to be degradable (anti-
degradable) if the receiver (environment) can simu-
late the information obtained by the environment (the

receiver). Formally, the channel N4, p is degrad-
able (anti-degradable) if there exists a degradation
(anti-degradation) channel Dp_,g ( D;_, 5) such that
N.Z*)E =DpspoNasn (NA—>B = D/EHB ONflaE)v
where o denotes channel composition. The property
of degradability (anti-degradability) is invariant to
the specific choice of Stinespring dilation.

2.1 Bosonic dephasing channel

We define the bosonic pure-dephasing channel as:

Nbp ] (P) =

o0 2 A~
S e 3 5 ) fm) (n, v > 0,

m,n=0

(4)

where v, characterizes the dephasing strength and |n)
is the Fock state with n excitations.

There are multiple other ways to represent the de-
phasing channel. It can be described by the Lindblad
master equation

Q) — D3] (1)) (5)

where k4 is the dephasing rate (v4 = n¢t) p(t) =
Nb [kot] (5(0)) is the state evolution, D[A] := Ae AT —
1 {ATA e} is the Lindbladian with jump operator A,
and 7 = a'a is the number operator of the bosonic
mode with annihilation operator a.

The dephasing channel can also be represented as
an integral over continuously many Kraus operators,
each representing a random phase rotation:

Nb [y (p) = s e'?" pe”""dg, (6)

W/

or as a sum over a discrete set of Kraus operators:

o R R ,Y _7n R
Nplwl=>_D 'DLDkZ\/kﬁe at.o(7)

k=0

These two Kraus representations correspond to differ-
ent Stinespring dilations. In particular, the discrete
representation is due to a conditional displacement
evolution [21]:

U— em?ﬁ&(iﬁ—z})

. . (8)
N o) (5) = Trgs (U (px @ 10)(01) UF)
where b is the annihilation operator of the environ-
ment mode. In this representation, the complemen-
tary channel can be written as:

o0

> _nlplm)Aen)(Aenl,  (9)

n=0

Np [s] (p) =
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with |,/7gn) a coherent state with amplitude ,/ysn.
The dephasing channel is degradable, since

Nb [l = Do Np [y
with Dy = 3 |v/An) (ol o [n) (yml.
n=0

The channel Np is diagonal in the operator basis
{|m){n||m,n > 0}. This implies the following covari-
ance property of Np with respect to any operator A
that is diagonal in the Fock basis:

In particular, this identity is satisfied for phase-space
rotations A = e 6 € R.
2.2 Bosonic loss channel

The bosonic loss or photon loss channel A7 [v] can be
defined using the master equation

] arany Ay 4(A())
e ™ (p(0)) = A1), =,

Ny [1- — kD [a] (p(1))

(12)
where v =1 — e~ "t v € [0,1]. Alternatively, we can
use the Kraus representation:

o0 R R . k 2
=Y Lokl L=/ -mFat. (13)
n=0 .

The Stinespring dilation of N, [v] takes the form of a
beam-splitter interaction:

U— es,irfl(\ﬁ)(iﬁaﬂi*z})7

R R (14
N[ (p) = Trg (U (px ® [0)(0|) UT) . )

Since for all coherent states |a) x

Ula,0)xg = |1 —ya, /ya), (15)
the complementary channel takes on a simple form
NE =N [1-1]. (16)

Because N7, [1 —mma] = N [1 —m] o N [1 — ], it
follows that N 1. [7] is degradable (anti-degradable) for
v<3 (v 3)

Fmally, using Eq. 15, it can be shown that the
bosonic loss channel is also covariant with respect to
rotations U = ¢

2.3 Joint loss and dephasing channel

The bosonic loss-dephasing channel N p [, v4] arises
from combining the previous two noise mechanisms.
It can be defined using the following master equation:

Nip [L= e rot] ((0)) = p(8)
a]) (

d(pt)
T_( kD [a] + koD [a'a]) (p

(17)

This expression can be greatly simplified by noting
that the two Lindbladians commute — D [a] D [afa] =
D [a'a] D [a], yielding

= N5 [7] o Np [vs] = Nb [v] o N1 [1].

(18)
We can use this identity to form a Stinespring dila-
tion for the combined channel using two environments
and the dilations of the pure-loss and pure-dephasing
channels. To do so, let &,El,f)d be the annihilation
operators corresponding to modes of the system X,
a first environment E; of the loss channel and a sec-
ond environment F; of the dephasing channel. The
isometric extension is

U = evsata)—ba) psin™" (v7)(bfa—a'b)

Nio [1,76] (7) = Tz, (U (x ©100)(00],) UF)
(19)

Nip [%%s]

Finally, the loss-dephasing channel inherits covariance
with respect to rotations from its constituent chan-
nels.

3  Quantum capacity

The quantum capacity Qs of a channel N is the high-
est rate at which one can reliably transmit quantum
information over many uses of the channel [2]. The
quantum capacity is an important metric for evaluat-
ing the usability of the channel for quantum commu-
nication and storage. It can be shown [2] that Qs is
identical to the regularized maximal coherent infor-
mation, which is a regularized limit over the coherent
information that one can transmit using asymptoti-
cally many copies of N:

= Lereg(N) =
L. (p,N®")

QNxy
. 1
lim — max
n—co N | peD(Hxn)
where I.(p, M) == H(M(p)) — H(M®(p)) denotes the
coherent information and H(p) = —Tr (plog, p) is
the von Neumann entropy.

Since Eq. 20 contains an optimization over all pos-
sible input states for asymptotically many blocks, it
is generally difficult to calculate the quantum capac-
ity. However, this calculation is greatly simplified for
degradable and anti-degradable channels. The capac-
ity of anti-degradable channels is zero, which can be
intuitively understood from the no-cloning theorem.
For degradable channels, the regularized maximal co-
herent information equals the single-shot coherent in-
formation maximized over all possible input states p

[2]:

(20)

max I.(p,N). (21)

@noy = pED(Hx)

Moreover, I.(p,N) is concave in p, allowing its calcu-
lation using convex optimization methods. In particu-
lar, if A is a rotationally covariant degradable channel
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on a single bosonic mode (such as pure dephasing or
pure loss), we have

v = max I.(p,N)

PED(Hx)

/27‘{‘ d9
pED(Hx) 2T

— max (ﬁ ( wﬁefieﬁ) ON)
2
/ ia[( zOnA —i0n N)

= 1max
PED(Hx) Jo 2T
27 de (22)
< max Ic(/ ezOnA —i0n N)
PED(Hx) 0o 27
= max I, n|p|n)|n){(n|, N
Somax ("2;0< |pln)|n)(n],N)
= max I (ﬁvN) < QN;

pED(HX) diagonal

where the inequality follows from the concavity of
I.(e, N) for degradable channels. Therefore, to cal-
culate Q s, it suffices to optimize only over diagonal
states (a similar observation was made in Ref. [21]).

When the bosonic mode has finite energy, which
is of practical interest, we can define the energy-
constrained channel capacity [22]:

lim — max I (p,N®™)
noO N | pED(Hxn),+ Y Tr(nip)<n
(23)

where n is the maximum allowed mean occupation
number per channel use.

3.1 Previous results

As mentioned earlier, pure-loss and pure-dephasing
channels are degradable, making their quantum ca-
pacities relatively easy to evaluate.

Indeed, photon loss — a prominent form of Gaus-
sian noise — is well understood from a quantum in-
formation theoretic viewpoint [18, 23|. Its quantum
capacity is given by [24]

|
QN [y] = max [Ing ( 5 ) ,0] (24)
and in the energy-constrained case [18, 25|,

QSn ) = max[g((1 — 1)) — (i) 0], (25)
where g(n) = H(7(n)) is the entropy of the thermal
state 7(n) with mean occupation number 7, namely
#(n) =>0", ﬁ“ﬁ (n|. This implies that ther-
mal states, which are diagonal in the Fock basis and
have a geometric photon number distribution, achieve
the upper bound on coherent information. It was also
shown in Ref. [18] that a multi-mode encoding using

GKP states [8] on a 2N-dimensional lattice achieves

the quantum capacity up to a constant offset of log, e
for all v < % in the limit N — oo.

Recently, the quantum capacity of the pure-
dephasing channel was shown by Lami et al. [26] to
be equal to

Qi) = D(pllu)
1= 2 (K*+k) (26)

1 - e*’“%) ’

2 o0

= log, p(e™ ) E Z

k=1

where D(pl||u) is the relative entropy between the

wrapped normal distribution p and the uniform dis-

tribution u, and ¢(q) = M, (1 — ¢*) is the Euler
function.

The energy-constrained capacity of the pure-
dephasing channel was numerically analyzed by Ar-
qand et al. [21]. In Appendix A, we show numeri-
cally that the coherent information of thermal states
approximates the energy-constrained capacity of the
pure-dephasing channel.

3.2 Quantum capacity of the loss-dephasing
channel

The quantum capacity of the loss-dephasing channel
Nip [7,7¢) is difficult to evaluate for 7,74 # 0. In-
deed, unlike its constituent parts, the combined chan-
nel is not degradable. Similar behavior also appears
in concatenated qubit channels [16, 27]. We can
nonetheless provide insight into the quantum capacity
by providing upper and lower bounds.

3.2.1 Non-degradability of the loss-dephasing channel

One of the main results of this work is a proof that
the loss-dephasing channel is non-degradable.

Theorem. For v, > 0 and 1 > v > 0, the loss-
dephasing channel Npp [y,7e) is not degradable. For
v > 1/2, the channel is anti-degradable.

Proof. We briefly outline the proof of the theorem. A
complete proof based on four lemmas is provided in
appendix B.

According to Lemma 1 and Lemma 2, for v < 1,
there is a Stinespring dilation of Nip [, 7, with a
unique degradation map D given by Eq. 42. For
v = 1, no such map exists. Since all dilations differ
by an isometry on the environment, the existence of
a degradation channel for one dilation implies its ex-
istence for all dilations. We prove in Lemma 4 that
the map D is not a quantum channel for 1 > v > 0,
74 > 0. This implies that N7.p [7y,74] is not degrad-
able for «,v4 > 0.

To prove the second part of the theorem, we rely on
the fact that for v > 1/2, the loss-dephasing channel is
a concatenation of an anti-degradable channel N7, [7]
with another channel. Therefore, the information lost
to the first environment (F;) is sufficient to simulate
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the entire channel, proving its anti-degradability. In
more detail, since N7, [7] is anti-degradable for vy > %,
there exists an anti-degradation channel D’ such that
N [7] = D' o N§ [y]. Concatenating both sides with
Nb [4)] yields

Nip [7,79] = Np [vgloNL [7] = Np [g]o D' o NT [4] -

Using the Stinespring dilation for Npp [v,74] from
|

Eq. 19, we can write the complementary channel as
Nip el (px) = Tex (U (px @ 100)(00],1,) 01)

with U = ev7aaa(b=ba)sin™" (vA)(Bla=a"s)  Note
that U is the product of two unitaries U = U4U!,
where U' acts only on X and E; and U? acts only on
X and Ey4, so that Trg, x o (Udo (Ud)t) = Trg,x.

Therefore,

(Trw, o Nip [, 76]) (9x) = (Treax o (U7 0 (U9)T)) (U (x @ 100)(00]5,5,) (U7))

=Trg,x (U (5x ©100)(00]m,5,) (U")') = NE 2] (px)

since U! is a Stinespring dilation of N7, [y]. Combining
the expressions above, we obtain

Nip [7,79] = Np [vg] o D' 0 Trg, o NEp [v, 78]

proving anti-degradability for v > % O

3.2.2 Data processing upper bound

Since the loss-dephasing channel can be written as the
composition of a loss channel and a dephasing chan-
nel, a data processing argument [2] implies that its
capacity is smaller than that of each of its two con-
stituent channels. This inequality allows the deriva-
tion of an upper bound:

<n
N > max
QNLD['Y»'Y¢] - pPED(Hx), Tr(pa)<n

2behermad(ﬁ)@ ’Y¢) = IC(’]A—({ﬁ‘)?NLD [’V’ 7¢])7

where Qdiagonal @1d Qthermal are lower bounds ob-
tained by calculating the one-shot coherent informa-
tion using the optimal diagonal state and the thermal
state 7(n), respectively.

Since the loss-dephasing channel is not degradable,
the one-shot coherent information is no longer con-
cave, and we are not guaranteed to obtain a single
maximum. As a result, a numerical optimization over
diagonal states might not converge to a global max-
imum. Furthermore, while the channel is covariant
to rotations, we cannot use a concavity argument to
show that a diagonal state achieves the optimal single-
mode coherent information. However, as we will show
later, Qaiagonal and Qthermal are tight lower bounds on

A <n
Ic(p,NLD [77 ’Y¢]) > Q(Ti:gonal('y’ ’7@5) = max

<n <n
NLD [vyve] < Qaata processing (’Y; ry¢)

- _ 27)
. <n <n
= min{Qy, 1)y Qa1

3.2.3 Single-mode lower bound

The coherent information of any single-mode input
state provides a lower bound on the capacity. A good
choice for a representative state is a thermal state that
saturates the energy bound, since the coherent infor-
mation of this state equals the capacity in the pure
loss case and approximates the capacity in the pure-
dephasing case (see appendix A). More generally, we
can optimize the coherent information over all diago-
nal states:

Ic(ﬁvNLD [77 ’Y¢])
peD(Hx)
Tr(pn)<n, p diagonal

(28)

the capacity for v < 1 or 74 < 1.

3.2.4  Comparison of bounds

Here, we compare the previously derived bounds on
the quantum capacity of the loss-dephasing channel
for several dephasing rates v, € {0.001,0.01,0.1},
mean energies n € {2,5}, and various loss rates
~v € [0.01,0.2]. The results of this comparison are
shown in Fig. 1. The lower bound Qthermal is al-
most as tight as the lower bound Qgiagonar Obtained
by optimizing over diagonal states, except for large ~
and g, i.e. 7,74 2 0.1. Both the lower bounds and
the upper bounds are tight when the joint channel is
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Figure 1: Bounds on the quantum capacity of the loss-dephasing channel. Panels (a) to (f) depict the bounds as a function
of the loss rate « for various dephasing rates v, (columns) and energy constraints 7 (rows). The red lines show the data
processing upper bounds. The green lines are the lower bounds derived from the coherent information of thermal states. The
blue lines represent optimizations over the coherent information of diagonal states.

dominated by either loss or dephasing, i.e., v — 0 or
v¢ — 0. However, the bounds become looser when
both 7 and ~, are large, as the joint channel deviates
further from a degradable channel. Overall, both the
lower and upper bounds increase as more energy is
allowed for the bosonic mode. Another feature of the
data processing upper bound Qgata processing 1S that,
given ¥g, Qdata processing first increases as 7y decreases
and then saturates when v < 4. This feature appears
because Qdata processing 1S, by definition, the minimum
of the separate pure-loss and pure-dephasing channel
capacities (see Eq. 27), which equals the latter (as a
constant) when dephasing is dominant.

4 Numerically optimized error correc-
tion codes

Tailored encoding and decoding operations are re-
quired to faithfully transmit quantum information
over a noisy channel N4_, 5. We use the entanglement
fidelity [2] of the composite encoding-noise-decoding
channel &y, m, = Rpomy © Nasp © Smusa
(M4, Mp are identical message spaces available to A
and B, respectively) as the figure of merit character-
izing how well the information is preserved through £.
The optimal encoding and decoding strategy is thus
given by

(S, R)opt = argmax Fg, (29)

(S;R)
where Ff¢ is the entanglement fidelity of the composite
channel, defined as the overlap between a maximally
entangled state |I'), and the state pg obtained after

one part of |T') is transmitted through &:

Fe =(T| pe|T) = W;@I&WI) )

1
(dim Har,)

pe = (€@ T)(IDNT)), |T) = JdmeMZm,

(30)

where {|i)} is a basis of M4 = Mp and Tr€ is the
trace of a matrix representation of £.

If A is a bosonic system, we can modify this defini-
tion to handle energy-constrained encodings by defin-
ing B

(S,R)Ep’; = argmax Iy, (31)
(8,R), Tr (AS(7)) <A
where 7 is a maximally mixed state in M 4.

Optimizing over either of the channels S or R while
keeping the other fixed is a convex optimization prob-
lem. As such, this problem has a unique solution that
is efficient to compute using semidefinite program-
ming [17]. This insight leads to an intuitive biconvex
optimization algorithm in which we iteratively find
the optimal decoding given an updated encoding, and
vice versa. However, the biconvex problem itself is not
guaranteed to be convex. As a result, there might be
cases where the algorithm does not converge or where
the converged encoding depends on the chosen initial
encoding.

Our numerical procedure optimizes the entangle-
ment fidelity, but does not consider other important
figures of merit. These include the performance of
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the encoding and decoding procedures themselves, or
the difficulty in their experimental realization. In ad-
dition, the constraint on the average photon number
fails to take into account the spread of the codes in
Fock space. For example, the geometric distribution
of GKP codes occupies a much larger number of en-
ergy levels than Poissonian-distributed cat codes with
the same 7. Finally, increasing the entanglement fi-
delity of a code might not always increase its capacity
to transmit information, as we will show in section
5.2,

For further details and results on the pure-loss
channel, we refer to section 5 in Ref. [18]. In the
next section, we expand on these results by adding
dephasing noise. We find that the optimization algo-
rithm consistently converges to unique encodings for
various loss and dephasing rates.

4.1 Discussion of optimization results

To gain insight into the structure of numerically opti-
mized qubit codes, we perform the optimization for
various loss and dephasing rates. Since the loss-
dephasing channel is covariant under rotations, ro-
tating a code does not alter its performance. For the
pure-dephasing channel, the optimized codes are also
covariant under diagonal unitaries. Therefore, we reg-
ularize the codes accordingly after the optimization
process (see Appendix C.1).

As long as the error rates are sufficiently high and
the energy constraint sufficiently low, we consistently
converge to the same optimal codes for a given triplet
v,%4,n. The optimization results are shown in Fig.
2. Each plot represents an optimization result for a
specific pair of loss and dephasing rates — that is, a
local maximum of the entanglement fidelity. These lo-
cal maxima are most likely also global maxima, since
we observe that optimization runs with different ran-
domly chosen initial codes converge to the same opti-
mal code.

As we allow for higher n or lower v, 74, the optimal
value of the entanglement fidelity approaches one and
the landscape becomes shallower, allowing for more
local maxima with similar entanglement fidelities to
appear. This causes the optimization result to depend
on the initial state. Such parameter ranges are not
considered and are represented in Fig. 2 by a shaded
region.

A key takeaway from these results is that while
numerically optimized codes for pure-loss or pure-
dephasing channels saturate the mean energy con-
straint, this is not generally the case. Indeed, for the
combined loss-dephasing channel with 7,4 > 0, the
numerically optimized codes have a particular mean
energy that does not vary when allowing higher ener-
gies.

0.21m . Lo ]
@ (b) © (d) (e)

011 ® 3 - Lo
(f) (9) (h) 0] )]
0.03 &8 <
k)~ 0]
0.01 R
(m) (n)
0 B 0
)"+ (p)
0 001 0.3 01 02
y

Figure 2: Wigner plots of the maximally mixed states for
optimal codes. The codes are obtained using a biconvex
optimization process for different rates of loss and dephas-
ing under the energy constraint 7 < 9. The plotted codes
are consistently obtained from various randomly chosen ini-
tial codes. The shaded region represents a low-error range
for which multiple local optima exist with entanglement fi-
delity approaching unity. The energy constraint is saturated
when either the dephasing or loss rates are zero, namely for
(a).(f).(0), and (p). The remaining codes have optimal mean
energies, which we specify in Appendix C.

5 Comparison with known codes

Various quantum error-correcting codes have been
previously developed to protect against bosonic noise.
For a short overview of GKP codes (which protect well
against loss) [8], rotation codes [14] and numerical
codes [19], see appendix D. Here, we show how these
codes compare to the numerically optimized codes
from this work.

The optimization results depicted in Fig. 2 demon-
strate the interplay between loss and dephasing and
indicate the ranges of v, v, in which each of the GKP,
cat and numerical codes excel [28]. The optimal codes
for pure-loss noise (Figs. 2(o) and 2(p)) closely re-
semble hexagonal GKP codes, as previously observed
by Noh et al. [6]. The optimal codes saturate the
energy constraint, suggesting that GKP codes with
more photons are better suited for dealing with loss.

In the case of pure-dephasing noise (Figs. 2(a)
and 2(f)), we observe that two-legged cat codes and
squeezed two-legged cat codes [29] provide optimal
protection. Similarly to the GKP codes in the pure
loss case, these codes saturate the energy constraint.
This agrees with the known fact that the performance
of two-legged cat codes improves as their mean energy
increases [20, 30-32|. Squeezed two-legged cat codes
have also been found to provide limited protection
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Figure 3: Entanglement fidelities Fr versus loss rate « for various dephasing rates 7, (columns) and energy constraints 7
(rows). The plots compare the performance of biconvex optimized qubit codes (blue) with optimal members of known qubit
encoding families: four-legged cat qubit codes (orange), hexagonal GKP qubit codes (green) and numerical codes (red). In
panel (d), the lines corresponding to GKP codes and the optimized codes nearly overlap.

against photon loss in addition to dephasing [29].

Figs. 2(g) and 2(h) correspond to an encoding in
which the code words are two-legged cats with op-
posite parities and orthogonal orientations in phase
space. This encoding differs from the regular two-
legged cat code, in which the orientation of the code
words is identical. The separation of the code words
in phase space offers protection against single-photon
loss, besides the code’s suppression of dephasing er-
rors (a similar observation was made in Ref. [33]).
The modified two-legged cat code is also superior to
the four-legged cat code [4] in that it also makes use
of odd Fock states.

For all codes with nonzero dephasing and loss (i.e.,
v = 0.01,7¢ > 0.1 or 74 > 0.01,7 > 0.1), we ob-
serve that the energy constraint n < 9 is not saturated
(see Table 1 in Appendix C). Instead, these codes are
characterized by varying optimal mean energies for
different error rates. This situation is similar to the
family of numerical codes [19], which consists of five
different codes categorized by mean occupation num-
ber. However, unlike the numerical codes, our opti-
mization process considers the error rates, resulting
in different optimal codes for different ~y,vs. Out of
those, (i),(k),(1) and (n) appear to be similar to some
of the numerical codes (see Fig. 10 in the Appendix).

We also observe that certain codes have explicit
rotational symmetry. For example, Figs. 2(k) and
2(1) are symmetric with respect to rotations by 27 /3.
However, these codes are not rotation codes [14]. In-
deed, whereas the Fock-state distribution of the code
words obeys 2/N-modularity, the remainders are not
restricted to 0 and N as is the case for rotation codes
(see Appendix D.2).

5.1 Entanglement fidelity

To evaluate the performance of the numerically op-
timized qubit codes, we compare their entanglement
fidelities to those of the other major code families.
Specifically, we use the following codes: hexagonal
GKP codes as representatives of GKP codes, four-
legged cat codes as representatives of rotation codes
and finally, the five numerical codes presented in Ref.
[5].

Within each of the code families, we choose the par-
ticular instance of the family that maximizes the en-
tanglement fidelity, i.e.,

arg‘rsnax{FR*oNLD[’y,’y(p]oS}? (32)
where S is a four-legged cat, hexagonal GKP or nu-
merical code qubit encoding with Tr(nS(7)) < n, and
R* = argmaxyg Fron, ply,y,]0s 18 an optimal decoding
channel. The results of this comparison are shown in
Fig. 3. In all cases, we find that the numerically op-
timized codes have the highest entanglement fidelity,
as expected. For low dephasing rates (v, = 0.001),
hexagonal GKP codes offer the highest fidelity among
the considered code families, while for high dephasing
rates (4 = 0.1) cat codes perform better. The nu-
merical codes offer good results for intermediate de-
phasing 74 = 0.01 and sufficiently large n.

5.2

The bosonic codes derived in the previous section can
be used to reliably communicate information over the
loss-dephasing channel. In this section, we study how
close the communication rate of each code comes to

Hashing bound
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Figure 4: Comparison of the optimal hashing bounds D¢ versus loss rate « for various dephasing rates 4 (columns) and
energy constraints 7 (rows). The blue lines correspond to biconvex optimized qudit codes, the orange lines to the 2d-legged
cat qudit codes, and the green lines to the hexagonal GKP qudit codes. The gray region corresponds to the capacity bounds
presented in Eqgs. 27, 28. Due to limitations in numerical convergence, this figure uses qudit dimension d < 8 and 7 = 3.5 as

the higher energy constraint (instead of 7 =5 as in the other figures).

the quantum capacity of the channel Q. While the
achievable communication rate Q¢ of an encoding-
noise-decoding channel £ is difficult to determine, it
is bounded from below by the information-theoretic
quantity known as the hashing bound Dg, which we
define below (see also corollary 21.2.1 and theorem
24.9.1 in [2] and theorem 3.1 in [34]).

Let Sprysa, Reonp, (With M4 and Mp isomor-
phic) be an encoding-decoding pair for the channel
Na_p, and let M’ be a shared system isomorphic
to MA,MB. If |F>MAJ\4’ = ﬁ Z7|Z’L> is a max-
imally entangled state and pg = (€ @ Z)(IT)(T']) €
D(MpM'), then the hashing bound Dg of the com-
bined channel Eps, s nrp = Re—mp oNasBoSh,—a
is defined as

Tr (S (7)) < n, and R* = argmaxg FRronyplyvelos
are the optimal decodings.

The results indicate that the biconvex optimized
codes and the GKP codes have very similar hashing
bounds for all the considered parameter regimes. In
addition, the hashing bounds are close to the pre-
viously derived lower bounds on the capacity of the
loss-dephasing channel (Fig. 1). In some cases, we ob-
serve that the hashing bound of the hexagonal GKP
code surpasses that of the biconvex optimized code.
As previously observed in Ref. [5], optimizing the
code for entanglement fidelity, as in our biconvex op-
timization scheme, does not necessarily imply an op-
timal hashing bound [35]. For example, introducing

De = H(Trpe (pe)) — H(pe)- (33) noise structure (e.g., biased noise) to £ at the cost of
slightly reduced entanglement fidelity after decoding
From the definition, we see that Dg < the inner bosonic code may result in a more efficient

log, dim H . Therefore, to meaningfully compare
the communication rates of the codes to the theo-
retical limit Qxr, we generalize the qubit codes used
earlier to qudit codes with dimension d = dim H s >
20~ Specifically, we use qudit codes obtained
through biconvex optimization of the entanglement
fidelity and known qudit code families, such as hexag-
onal GKP qudits (Eq. 48 in the Appendix) and 2d-
legged cat qudits (Eq. 50).
In Fig. 4, we plot the optimal hashing bounds
mgX{DR*ONLD [’Y7’Y¢]08}v (34)
where S are the qudit encodings for the respective
code families with 8 > d > 2 and mean energy

outer code using multiple copies of £. This procedure
might lead to a better hashing bound than the one
associated with the bosonic code achieving maximal
entanglement fidelity.

Finally, the relatively low hashing bound of the cat
qudit code is due to the fact that for K =0,...,d—1
the code word |k)cat has support on Fock states 2k
modulo 2d (see section D.2 in the Appendix). There-
fore, the mean energy of the code is greater than d—1,
limiting the hashing bound to log,n. This implies
that rotation codes are less compressed than other
codes and require higher mean energy to provide the
same capacity.

Accepted in {Yuantum 2022-09-05, click title to verify. Published under CC-BY 4.0. 9



6  Conclusion

We presented a study of the bosonic loss-dephasing
channel from multiple perspectives. We showed that,
unlike the pure-loss (for v < %) and pure-dephasing
channels, the loss-dephasing channel is not degrad-
able, complicating the calculation of its capacity. To
that end, we provided upper and lower bounds that
prove to be tight for realistic values of v, v4. Next, we
used a biconvex optimization scheme with an energy
constraint to find numerically optimized codes for var-
ious loss and dephasing rates. We observed that two-
legged cat codes are well suited for dephasing errors,
while hexagonal GKP codes handle loss errors well.
These two edge cases saturate the energy constraint.
In contrast, when both loss and dephasing are present,
the energy constraint is not saturated, and codes re-
sembling numerical codes emerge. The optimization
procedure reveals a phase space of codes that vary
non-smoothly from GKP codes to cat codes. Finally,
we connected the two perspectives using the hashing
bound and showed that the single-mode biconvex op-
timized codes give rise to a satisfactory lower bound
on the capacity. This implies that the optimized codes
can be used for quantum communication schemes over
the loss-dephasing channel with a relatively high com-
munication rate.

The remaining open questions include a study of
whether or not the channel is anti-degradable in a

nontrivial error range (not just for v > %) We con-
jecture that the channel is not anti-degradable for
v < % and suggest that this may be proven using
similar methods to the ones used here. Furthermore,
good analytical bounds on the capacity remain to be
found. One may also attempt to prove or contradict
that for any v, vy, > 0, there exists a code with finite
energy that maximizes the entanglement fidelity of
Nip [7,70] and, if so, estimate its energy. Finally,
this work does not consider the implementation of
encoding, error correction, and decoding procedures.
However, our results may be a good starting point for
finding codes that are both experimentally feasible
and perform well under realistic loss-dephasing noise.
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A Quantum capacity of the pure-dephasing channel

The energy-constrained quantum capacity of the dephasing channel can be evaluated using a numerical convex
optimization procedure. The optimization can be limited to diagonal states due to the covariance of this channel
with respect to phase-space rotations. We observe that the photon number distribution of the optimal input
state resembles the Poissonian distribution of coherent states in shape, although it may have a different variance
(see Fig. 5). Interestingly, for a large range of parameters, the coherent information of thermal states 7(n)
yields an excellent approximation to the quantum capacity (see Fig. 6).
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Figure 5: Photon number distribution of an optimal
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Figure 6: Relative difference (in %) in coherent informa-

diagonal state for pure-dephasing noise with 4 = 0.1 tion of thermal and optimal states as a function of dephas-

and energy constraint 1 = 4.

ing rate 74 and energy constraint n.
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B Non-degradability of the joint bosonic loss and dephasing channel

The aim of this appendix is to give a rigorous proof of the non-degradability of the loss-dephasing channel
(Theorem 3.2.1) through a number of lemmas.

Lemma 1. Let U = V770 a(bi=ba) gsin ™' (V7)(bla=a'si) pe 45 Stinespring dilation of a loss-dephasing channel
Nip [v,7¢). The channel Nip [v,7¢) is then given by

Vn,m >0, Nip [v,7s) (Jn) (m]) = e~ 27e(n=m)* Z (Z) (7) (1 —y)fitlyntm=k=lik)({I|  (35)

k,l1=0
n—m==k—l

and the complementary channel N§p [v,v4] is given by

min(n,m)

o 0, N Bl (m)m) = 3 ( )( >7"+’“’“(1v)“"“lnk,mkﬂmk,\/ﬁkl- (36)

Proof. We start by calculating the state U|n00) x g, g, for any n > 0. We can combine the two identities

esin”t (v7)(bla=a'd) 0y — Z < ) ) kyn=k |k, n — k) (37)

eV 4D n0) = |n, /Tgn) (38)

to determine that Vn > 0,

U|Tl00 XEE; = Z ( ) 17 nik‘kan*k,w/7¢k>XElEd~ (39)

We can now calculate the isometry on an arbitrary operator basis element |n)(m/:

U |n00) (m00|UT = Z ( >( ) (1 — y)ktlyntm—k=l|k n — k. /ygk) (L, m — 1, /gl (40)

k=0
Finally, tracing over the system X forces k = [, which yields the desired result for the complementary channel:

NEp [yl (In) (ml) = Trx (U[n00)(m00|U)

min(n,m)

- X <Z><Z)”W%<lv)%nk,\/%wmk,mm. )

Similarly, tracing over the2 systems Eq, E; forces n —m = k —1. Using the overlap between the coherent states
(VYok | \/Tal) = e~ 27" "we obtain the expression for Nop [v, Yol O

Next, if we assume by contradiction that the loss-dephasing channel is degradable, then the degrading channel
must assume the form presented in the following lemma.

Lemma 2. Ify <1 and D is a degrading super-operator s.t. DoNpp [v,74] = N§p [V,7e) then D must be the
super-operator defined by

Vn,m =0, D (|n)(m|) =

» n m)2 min(n,m) ¢ n m ~y n+m—21 , l (42)
PRCAU 7 4 y .
’ Z (ntl)(mt,l) (17> In —t, Ael)(m — t, sl

If v =1, no such super-operator exists.
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Proof. We start by considering maximum photon loss, i.e., v = 1. In this case, the channel N7 p [7,74] maps all
states to the vacuum state. Since the complementary channel Ny [v,74] = Zx— g, ® |0)(0|g, is not a constant
channel, the degrading map D does not exist.

Now, assume that v < 1. Then, for all integer A,n > 0,

Nip [ 7] (In){n + Af) = Do Nip [y, 6] (In)(n + AJ). (43)

Using the previous lemma, we obtain

Nep ool () (n+ A =3 ()(” A) A2k (1 = )| — b, TR+ A — ks YA
k=0

+
k
2 n n—l—A
e~ #7108 Z (k> (,H A) — )2 B20=2kD ([k) 4 Al)

=DoNLp [7 WJ (In){n+ Al).
Using the abbreviated notation

(1—y)kts

Xpa =e 3787
e Kk + A)lyk

D (|k){k + Al)

YA:kZ:o k;!2(n—k:)!(1n+A—k:) VAR =PRI = s Aok i+ A = b Th,

the previous equation simplifies to Zk 0 (f’“ kA), = Y, a. This allows one to invert the expression and obtain

XA =D reo % by induction on n. Using the definition of X o we can rewrite D(|n)(n + A|) as

-1
1— n+A/2
(1-7) "

_ e%’wﬁz
D(m)n+ A1 = ( nl(n 4+ A)ly»

n k n k
Z%ZZ (n—Fk \/Z!Q(k—l)!(erA—l) A2 — )Mk — Ly Fal) (b + A = 1 gl] =

L A2 n k . n n+ A ~y 2n—21+A
3¢ E E —1\*— — - \/ - V =

k=0 1=0
(taket=n—k+1) =

- ¢ n n+A v 2n—2l1+A
2'Y¢A2 e B B
ZZ (n—t,l)<n+A_t,z> (1_7) =t Al (n + A —t, /3l

t=0 l=

(44)

Taking the adjoint of both sides of the equation gives us an expression for D (Jn + A)(n|), so that Eq. 42 holds,
as required. m

To prove that the channel is not degradable, we will evaluate the degradation super-operator on coherent
states and show that it can map them to non-positive operators. We start with the following lemma:

Lemma 3. For v <1 and o € C, the map D satisfies

Dla)(al) ==, ([T 750l ) 95, (45)

where 6 = Y2, e=lol® ‘al |Vl (sl is a density matriz and N_,, = exp (=74 (R en — 5{n? e})) is a

dephasing super-operator wzth negative dephasing rate, i.e., it is not a channel.

n=m

Proof. Plugging in the expression for D from the previous lemma and using |a)(a| = e~l°l’ > =0 W) n)(m|,

Accepted in {Yuantum 2022-09-05, click title to verify. Published under CC-BY 4.0. 12



we obtain

min(n,m) ¢ n+m—21
D (|a){al) Z Z o376 (n—m)* Z IZ; (\/(n —nt,l) (m Tt,l) (137) X

n=0m=0

aam

\/W\n —t,\/Yel)(m —t, \/'Td,l|>

n—t m—t
oo 0o min(n,m) ot ( /1%00 ( %@)
:Z Z e3Ve(n—m)?—lal? Z <|0‘| ! ! In —t)(m —t|®

n=0m=0 t=0

~lal?

xXe

®§ ()" (§)|W¢Z><m1>.

Taking r=n—t,s =m —t,q =t — [ we obtain,

D (ja) (al) = _f;“'gq( )]
(Y5e) (yi=e)

« Z e37e(r—s) Ir)(s|
r,s=0 \/77' \/Q

0 2 |l 21
S et loh

=0

2 q
Finally, note that Z;’io l"‘qll ! (ﬁ) = exp (—%\042), yielding the required result. O

The last lemma, which concludes the proof, shows that « can be chosen s.t. D (|a){a]) is not a state. Hence
D is not a quantum channel.

Lemma 4. If0 <y <1 and v4 > 0 then D is not a quantum channel.

n
Proof. 1t is sufficient to show that D is not a positive map. Let n € N;a € C s.t. ( ﬁa) = —1, then for
lp) = % (|00) + |n0)) we have

e W sal Lo
<¢|D<|a><a\>|¢>=%e*ﬁ'“‘ 1+1++26wme M (0]610)

Vil (46)

1 1 1
=—e 510’ (1+n,—2em"2 0]6]0) — —o0,

1
2 m) n—»00

since (0]6]0) > 0. This shows that D (|a)(«|) # 0. Therefore, D is not a positive map and in particular, not a
quantum channel. O
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Mean energies

Index ¥ Yo n

a 0.0 0.2 9.00
b 0.01 0.2 1.70
c 0.03 0.2 1.13
d 0.1 0.2 0.50
e 0.2 0.2 0.50
f 0.0 0.1 8.81
g 0.01 0.1 5.33
h 0.03 0.1 3.52
i 0.1 0.1 1.38
j 0.2 0.1 0.50
k 0.1 0.03 3.17
1 0.2 0.03 2.30
m 0.1 0.01 4.28
n 0.2 0.01 3.34
0 0.1 0.0 8.38
p 0.2 0.0 9.00

Table 1: Mean energies of the optimized codes from Fig.
2 with energy constraint 7 < 9. The energy constraint is
saturated or nearly saturated when either the dephasing or
loss rates are zero, namely for (a),(f),(0), and (p).

C Biconvex optimization of QEC
codes for the loss-dephasing channel

We use biconvex optimization to find a local maxi-
mum in a complicated landscape defined by the en-
tanglement fidelity. For the process to converge, it
must run for many iterations. Moreover, the point to
which it converges depends on the starting point.

For Fig. 2, we ran the optimization process for
around 3000 iterations per plot. This process was
repeated ten times with different randomized start-
ing codes in each repetition. We then selected the
optimal results for each pair of 7,74, while ensuring
that the results from other repetitions yield similar
codes. This consistency criterion indicates that the
local optimum might also be a global optimum. This
procedure works well when either «y or ~4 are large.
However, when both parameters are small, the land-
scape becomes shallow. This makes it hard to con-
verge to a single global maximum, leading to different
optimization results for different starting codes. For
this reason, we chose not to include the cases where
both 4 and «y are below 0.1.

As presented in the main text, the optimal codes
do not always saturate the energy constraint (see Ta-
ble 1). In some of the cases where either v = 0 or
v¢ = 0, the mean energy n comes close to the con-
straint but does not saturate it. This is most likely
due to numerical limitations of the optimization and
the fact that we used a limited number of energy levels
(dimHyx = 22).

C.1 Regularization process for comparison of
numerically optimal codes

The loss-dephasing channel is invariant under phase-
space rotations, which causes optimization results
with different starting points to be similar up to ro-
tations. To tackle this, we regularize the codes by
concatenating them with e’?” o e=*" and imposing
a condition that a particular off-diagonal element in
the density matrix of the maximally mixed state of
the resulting code is positive. Similarly, the pure-loss
channel is invariant under rotations, and the same
regularization is applied there. The pure-dephasing
channel, however, is also invariant under diagonal uni-
taries. Therefore, in that case we regularize the code
by concatenating it with e’? e~ where D is a diag-
onal matrix with real entries. These entries are chosen
such that a single off-diagonal element in each row of
the density matrix of the maximally mixed state be-
comes positive. This results in codes with plots such
as (a) and (f) in Fig. 2.

C.2  Optimization results for the pure-loss
channel with low energy constraints.

Hexagonal GKP codes emerge as optimal codes for the
pure-loss channel if the energy constraint is chosen to
be sufficiently high. However, if the energy constraint
is low (e.g., n = 6 or n = 7), and if the loss rate is suf-
ficiently high (e.g., v = 0.2), the optimization result
is a code with five-fold rotation symmetry (see Fig.
7). A potential insight as to why this might be the
case is that, like the GKP code, we can use a tiling
to protect against random shifts. However, due to
the energy constraint, the tiling is not shift-invariant
and distorts as we move away from the origin. A
hyperbolic plane may be a good model for this phe-
nomenon, and this plane can be tiled by pentagrams,
as we observe here.
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Figure 7: Wigner plots of codes with five-fold symmetry that
are numerically optimized to handle pure loss. The codes are
not translationally invariant and, therefore, do not qualify as
GKP codes. The energy constraints are n = 6 (left plot) and
n =7 (right plot).
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D Overview of bosonic error correction
codes

D.1 GKP codes

GKP codes [8] are lattice codes that are particularly
well suited for handling phase-space displacements
and bosonic loss noise [5]. GKP codes can be either
single-mode (as used in this work) or defined using N
modes. If they are 2/N-dimensional, the code words
can be seen as superpositions of infinitely many N-
mode coherent states centered around points of a non-

A —AZ||(dna )i+ N v )2
|Nv,d> X E € 21:2

n=(n,...,nan)€L2N

where lA)(qu___’qmph___pn) are N-mode displacements.
In particular, for the hexagonal GKP qudits Gg a
(lugya) = \uﬁd>) referred to in the main text, the

lattice is given by
T 2 .
Vg =4[ =4 | —=i.
2 Va\ VB
(48)

N1,u1\/j\/£(ﬁ21)

GKP codes can be seen as stabilizer codes over 2N
commuting displacements ﬁdvl , ﬁvz, e ﬁv There-
fore, not any lattice can be used to define a valid GKP
code. In the single-mode case, for example, this re-
quirement translates to [det(V')| = 7, so that a GKP

)
and

code with square lattice will have v1 = /5 {0

vy = \/g [ﬂ . The condition on V for N > 1 is more

involved and is discussed, for example, in section 2.4.3
of Ref. [7].

The performance of a GKP code depends on the lat-
tice that defines it, with lattices that have a higher ra-
tio of sphere packing (ratio between the volume of the
largest 2N-sphere that can inhabit the Voronoi cell
and the volume of the cell itself) performing better.
This means, for example, that a single-mode GKP
code defined by a hexagonal lattice will perform bet-
ter than a code defined by a square lattice (see section
4 in Ref. [18]). Both codes are presented in Fig. 8.

Ref. [18] also shows that GKP codes perform well
for bosonic loss in two crucial ways. The first is
that infinite-energy multi-mode GKP codes achieve
a quantum communication rate that is offset by up
to log, e from the capacity of the channel in the limit
where the number of modes goes to infinity. This
feature holds for any loss rate v between 0 and %
The second advantage of GKP codes is that the bi-
convex optimization process described earlier usually
converges to a state resembling a hexagonal GKP
state with finite energy if only loss is present. How-

X Danytpyon Dngos - - - Drgyuan0...0), 1 =0, ...

degenerate 2N-dimensional lattice in phase space. As
such, they have infinite energy. A common way to
modify the code to have finite energy, is to multiply
the coherent states by weights from a Gaussian enve-
lope, with narrower envelopes corresponding to lower
mean energy of the code.

For example, if V € Myy(C) is a matrix
with columns wvq,...,von that span a lattice L
in a 2N-dimensional phase space with coordinates
(G1y---y4N,---P1,...,DN), we can define the code
words of a finite-energy GKP qudit based on V as

[5]

4 4
s ) s -
EO - EC -
4 4
4 0 4 4 0 4
Re(a) Re(a)

Figure 8: Wigner plots of the maximally mixed states for
hexagonal (left panel) and square (right panel) lattice single-
mode GKP codes.

ever, as discussed in appendix C, for certain energy
constraints it can also converge consistently to other
codes. For example, a code with five-fold symmetry
can emerge, probably due to a requirement to tile a
bounded section of phase space.

D.2 Rotation codes

A single-mode bosonic qudit encoding with code
words |k)¢,k =0,...,d—1is a called a rotation code
[14] with symmetry N if the code words are invariant
under the rotation RN = " and if the rotation
]:IdN — e acts as a logical Z on the qudit:

Vk=0,...d— 1,Ry|k)e = ke,

EdN|k>C _ €2i7rk

49
N k). ()

Cat codes and binomial codes are examples of rota-
tion codes (Fig. 9). Ref. [14] provides a scheme
for performing encoding, decoding and gates on such
codes based on controlled rotation gates and phase
measurements.

The logical code words of a 2d-legged cat qudit, as
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referred to in the main text, are defined by

2d—1

27rlkL/\
> e T Rhyla) (50)

=0

‘k>cd,a S

where |a) is a coherent state with a # 0.

Since the code word |k)¢ of a rotation code is sup-
ported by Fock states that are kN modulo dN, rota-
tion codes provide protection (or at least detection)
against up to N photon loss events. If the code is also
a number-phase code, that is, the phases of the code
words in the conjugate basis are well localized (mod-
ulo a rotation), then the phases of the code words
are also well separated. This property protects the
code against dephasing errors. Number-phase codes
are similar to GKP codes in that, whereas the former
use photon number-phase duality to define the code,
the latter rely on position-momentum duality.

4 - 4 5 4 \ S
S0l o0 > zo H||>':‘ ==
£ Z 5 Z 5 I =
> -4 4 e
@ ®) 0/
4 0 4 4 0 4 4 0 4
Re(a) Re(a) Re(a)

Figure 9: Examples of rotation codes with symmetry N = 3.
We show the Wigner distributions of the maximally mixed
state for the cat code (left plot), the binomial code (middle
plot), and the Pegg-Barnett code (right plot).

In our numerical optimizations, we found that for
pure dephasing (v = 0), we converge to N = 1 ro-
tation codes with code words that resemble squeezed
coherent states. However, when adding loss, we some-
times converge to codes that are invariant under ro-
tations but are not rotation codes. Indeed, the condi-
tion for the logical Z operator to be a rotation may be
too restrictive. Examples of such codes include GKP
codes and the numerically optimized codes plotted in
Fig. 7 and in Figs. 2(k) and 2(1). More precisely,
a qudit code C has rotation symmetry (as opposed
to being a rotation code) N if its maximally mixed

state pc = 3 E
tion RN =1,
Alternatively, the code words can be chosen to have

a defined modularity mod N:

\k><k|c commutes with the rota-

Claim 1. If a qudit code C has rotation symmetry N
and there exist integers ly, ..., lq_1 that are all differ-
ent modulo N s.t. (I; | pe |1;) > O for all i, then we
can choose different code words |k)p, k =0,...d —1
s.t. |k)p is supported on span{|l)|l = l;(modN)}.

Proof. The operators p¢ and Rn commute, and both
are diagonalizable. Therefore, they are simultane-
ously diagonalizable and we can find eigenstates of
pc that are also eigenstates of Ry. Since the eigen-
values of p¢ are 57...,(11,0 ., we obtain d eigen-

states |k); of pc with eigenvalue . Because the

states k). are also eigenstates of Ry, they each lie
in Vi, = span{|l)|l = sg(modN)} for some inte-
ger s,. However, since p¢ overlaps with |I;) for all
1 =0,...,d — 1 and they are all different modulo NV,
the si’s must be different. Therefore, |k); can be
chosen to lie in V;, . O

D.3  Numerical codes

Numerical codes, first introduced in Ref. [19], emerge
from a different numerical optimization scheme than
the one used here. For example, these codes include

the v/17 code

= (V- Vi Vi)
— = (Vo-vImm + VT -310).

S\ S\

The cost function of the optimization process is a
function of coefficients of the quantum error correc-
tion matrix, which is constructed from a finite set of
noise operators. In the original article [19] and in Ref.
[5], the noise operators were taken to be {I,a,a?}.
The codes are obtained from local minima of the cost
function with a penalty on average energy. Five codes
were identified in this manner. We plot the Wigner
distributions of their maximally mixed states in Fig.
10. Note that a different set of noise operators would
result in different numerically optimal codes. In par-
ticular, the errors are given the same weights, which is
not necessarily desired when considering specific error
rates. For example, if the loss rate is low, we should
assign a larger weight to I, a. If the loss rate is high,
we should assign a larger weight to a, 4% , and perhaps
even consider higher powers of a.

Since the quantum error correction matrix con-
sists of elements of the form (u | ]\AIZTNj | v) with
Ni =4, i = 0,1,2 in our case, numerical codes are
expected to perform well under loss (of up to two
photons) and dephasing (with its first Kraus oper-
ator ~ 7). Indeed, there is a large parameter range
for which our biconvex optimization scheme outputs
codes similar to numerical codes (e.g., Fig. 2(f)).
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Figure 10: Wigner plots of the five numerical codes from
Ref. [5] and their mean energies. The top left plot depicts
the /17 code.
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