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ABSTRACT time-series forecasting solutions are built by experts and require

In this work, we develop techniques for fast automatic selection
of the best forecasting model for a new unseen time-series dataset,
without having to first train (or evaluate) all the models on the new
time-series data to select the best one. In particular, we develop
a forecasting meta-learning approach called AUTOFORECAST that
allows for the quick inference of the best time-series forecasting
model for an unseen dataset. Our approach learns both forecasting
models performances over time horizon of same dataset and task
similarity across different datasets. The experiments demonstrate
the effectiveness of the approach over state-of-the-art (SOTA) single
and ensemble methods and several SOTA meta-learners (adapted
to our problem) in terms of selecting better forecasting models (i.e.,
2X gain) for unseen tasks for univariate and multivariate testbeds.
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1 INTRODUCTION

Accurate time-series forecasting at scale is critical for a wide
range of industrial domains such as cloud computing [37], supply
chain [1], energy [11], and finance [33]. Most of the current
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significant manual effort in model construction, feature engineering,
and hyper-parameter tuning [6]. Hence, they do not scale to
generate high-quality forecasts for a wide variety of applications.
Moreover, there is no learning scheme that is uniformly better than
all other learning schemes for all problem instances. For example,
from our experiments (see Figure 2), we find empirically that no
single forecasting model triumphs in more than 0.7% of the datasets
in our two training testbeds comprising 625 time series (details
in Section 6), i.e., there is no unique single model that works well
on all datasets. A naive approach would be, given a new dataset,
we evaluate the performance of thousands of available models on
the dataset to select the best forecasting model for the problem at
hand. However, this approach is practically infeasible due to the
untenable time burden for every new problem.

In this work, we formulate the problem of automatic and
fast selection of the best time-series forecasting model as a
meta-learning problem. Our solution avoids the infeasible burden
of first training each of the models and then evaluating each one
to select the best model for a new unseen time-series dataset,
or even a new time window within a non-stationary dataset. A
practically important desideratum for any solution to this problem
is that once the meta-learner £ is trained in an offline manner
using a large corpus of time-series data, then we can use it to
quickly infer the best forecasting model. The quick inference
requirement of this new problem, makes it challenging to solve,
yet practically important. Our meta-learner £ is trained on the
models’ performances on historical datasets and the time-series
meta-features of these datasets.

We emphasize that our time-series forecasting model selection
meta-learning problem has several unique characteristics and
challenges compared to previous related meta-learning problems,
e.g., [16, 40, 54]. First, existing time-series forecasting models
have different designs and different assumptions around the
characteristics of time-series (e.g., probabilistic, seasonal,
traditional, etc.). Therefore, different models perform differently
depending on the characteristics that each dataset exhibits. Thus,
capturing the similarity among different datasets needs careful
selection of representative time-series meta-features. Second,
the new meta-learning approach should capture the temporal
variations of the models’ performances over different time
windows of the dataset. This is borne out of our observation that
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the best time-series forecasting model for time window w; is not
necessarily the best model for a subsequent time window w; . (see
Figure 3 in Section5.3). Third, the number of available time-series
forecasting models is large (in thousands) and thus training each
forecasting model and then evaluating the suitability of each in
inference leads to an unacceptable time burden for most real-world
scenarios. These challenges motivate the need for our approach.
Our solution. To solve the problem of automatic time-series
forecasting model selection, we propose a temporal meta-learning
approach, called AUTOFORECAST that selects the best time-series
forecasting model without a heavy evaluation burden. The
schematic of AuToFoRrecasT with the main components and
their interactions is shown in Figure 1. There are two key
intuitions behind our approach. First, we learn the similarity across
datasets through meta-features that capture key characteristics
of the datasets and then developing our “general meta-learner”
that learns to predict the performance of a model for a time
window within a dataset. Second, we learn a model’s performance
evolution over successive time windows for the same dataset via
our “temporal meta-learner”. We train our meta-learner using
a large model space which has over 320 forecasting models
(Section 5.1). We also generate more than 800 meta-features that
represent five different types of meta-features (simple, statistical,
information theoretic, spectral-based, and landmarker), which
reflect various characteristics of the time-series datasets (Section 3).
We also consider diverse datasets so our meta-learning model
becomes generalizable to new time series datasets (Section 5.1).
To stimulate reproducible research on this topic, we publicly
release the corpus of datasets, along with their meta-features and
the performances across hundreds of models, plus our source
codes for training and evaluation!. Given a new (unseen) dataset,
AUTOFORECAST automatically determines, using the meta-features
and the meta-learners, the best forecasting model among a large
space of models, without the need to train and evaluate any of the
different forecasting models on this new dataset.

The experiments demonstrate the effectiveness of our proposed
approach where we validate our meta-learning approach on
both univariate and multivariate testbeds. In particular, we
show the superiority of our approach over the state-of-the-art
(SOTA) time series forecasting models [27, 30, 41, 48, 52]
(including DeepAR [41], DeepFactors [52], and Prophet [48])
and different meta-learning approaches [20, 32, 56] (including
simple and optimization-based meta-learners). Across all datasets,
AUTOFORECAST is at least 2X better in selecting the best forecasting
model, compared to the closest baseline. Moreover, AUTOFORECAST
yields a significant reduction in inference time over the naive
approach — AUTOFORECAST has a 42X median inference time
reduction averaged across all datasets.

Summary of Main Contributions. The key contributions of this

work are as follows:

(1) Problem Formulation: We formulate time-series forecasting
model selection in a novel light, as a meta-learning problem.

1The URL for our database and source codes is:
https://drive.google.com/drive/folders/1K1w1Ida5Cr15b5Fhidax-i-fNpWZjvet.
The Adobe traces are available from:
https://github.com/adobe-research/AutoForecast_ResourceUsageData.

Mustafa Abdallah et al.

Performance Tensor
P={P,P, .. P}
(Txnxm)

Time Windows
w

Training Datasets
Derain = {D1, Dz, ..., Dn}

Model Space
£

Meta-features
Tensor
F

(Offline) Meta-learner(s) Training

(Online) Forecasting Model Selection 1

Testing Dataset
Dest

selected
Model
n

Figure 1: An overview of AUTOFORECAST; components that
transfer from offline to online (model selection) phase are
shown in blue. Given the two main inputs, the performance
tensor P and the meta-features tensor F, the meta-learner £
learns two main components: general meta-learner (®) and
time-series meta-learner (0). These are then used online to
quickly predict the performance of available models on the
new test dataset and pick the expected best model.

(2) Temporal Learning of Performances: We propose a
meta-learner that learns the models’ performances evolution
over time windows of the datasets. Our meta-learner has two
sub-learners — the time-series meta-learner and the general
meta-learner that are designed for different data types with
different time dependencies.

(3) Specialized Meta-features for Time-series Forecasting: We
design novel time-series landmarker meta-features to capture
the unique characteristics of a time-series dataset toward
effectively capturing task similarity.

(4) Efficiency and Effectiveness: Given a new time-series
dataset, AUTOFORECAST selects the best performing forecasting
algorithm and its associated hyperparameters without requiring
any model evaluations, incurring negligible run-time overhead.
Through extensive experiments on our benchmark testbeds, we
show that selecting a model by AUTOFORECAST outperforms
SOTA meta-learners and popular forecasting models.

(5) Benchmark Data: We release our meta-learning database
corpus (348 datasets), performances of the 322 forecasting
models, meta-features, and source codes for the community
to access it for forecasting model selection and to build on it
with new datasets and models. As part of this, we are unveiling
new traces of Adobe’s computing cluster usage for production
workloads.

2 RELATED WORK

Meta-learning in Time-series Forecasting: There are few works
that considered meta-learning for time-series analysis [19, 24, 35, 39,
51]. Among these, a few works considered simple ranking-based [24,
29] and rule-based [4, 51] meta-learners. The works [19, 39] applied
a neural network time-series forecasting model trained on a source
(energy) dataset and fine-tuned it on the target (energy) dataset.
However, these works did not consider using meta-learning for the
general problem of forecasting model selection that we consider in
our current work. There also exist few works that have explored
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model selection problem using ensemble learning [15, 46, 49].
However, their problem domain of ensemble learning is different
from our problem of model selection. This is due to the fact that
ensemble learning constitutes building multiple models for the same
task and does not in itself involve learning from prior experience
on other tasks. In contrast to those works, AUTOFORECAST can
select among any (heterogeneous) set of methods. Finally, there is
a line of work that considered empirical analysis for performance
estimation [5, 9, 43] and model selection [10, 47] in time-series
forecasting. However, these works have several distinctions from
our work: (i) the need for evaluating all forecasting models in
inference and (ii) providing an analysis of the ranking ability of
performance estimators without having a meta-learner. In contrast,
our meta-learner learns how to automatically select the best model
and can capture the dependence within the same dataset.
Few-shot Learning & Transfer Learning: Few-shot learning
has been recently leveraged for automating machine learning
pipeline [33, 38, 45, 57]. In particular, the works [38, 45, 57]
investigated different problems outside the domain of time-series
forecasting. The work [33] applied meta-learning for zero-shot
univariate time series forecasting. However, that work has the
limitations of focusing on solving the cold start problem (learning
model parameter initialization that generalizes better to similar
tasks) which is different from our forecasting model selection
problem, considering different models from the same N-BEATS
architecture [34], and tackling only univariate time-series datasets.
We emphasize that our framework can use N-BEATS as one
forecasting algorithm in our model space. Finally, there exist few
works that applied transfer learning for time series classification
(TSC) [2, 13, 31, 53]. These works however have two distinctions
from our work. First, they transfer the learned network’s weights
to another network that is also trained on a target dataset. Second,
the TSC problem is different from our forecasting problem.
Hyperparameter Optimization: Automated hyperparameter
optimization (HPO) has received a surge of attention in the
machine learning domain in the last decade [14]. In particular,
decision-theoretic [7], bandit-based [26], meta-heuristic [28] and
Bayesian optimization (BO) techniques [44] are various SOTA
approaches for doing HPO. We emphasize that all of these
approaches rely on multiple model evaluations (i.e., performance
queries) which are computationally expensive and typically start
from scratch for every new dataset and hence lead to huge
overhead when applied to the time-series forecasting model
selection problem.

3 PROBLEM FORMULATION

We address the problem of model selection for time-series
forecasting via the meta-learning approach.

Meta-learning Components: Our proposed meta-learner
AuTOFORECAST depends on:

o A collection of historical time-series forecasting datasets Dirgin =
{D1,Da,- -, Dy}, namely, a training database, where n is the
number of the historical datasets in Dy, q4in. Note that D; € R™¥%
where n; is the number of observations of the dataset D; and v; is
the number of variables in D;.
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o The forecasting models that define the model space (set), denoted
as M = {My, M, - - - , My, }, where m is the size of the model space.
e For each dataset D; € Dyrgin, we sample random T windows
from D;, where each sample window w; from dataset D; has length
|wt| (smaller than the dataset length).

Window Notation: Time window represents a sequence of time
observations in the time series. In particular, w; denotes the ¢-th
time window, and |w¢| is the length of that time window (e.g.,
|[wi0] = 16 means that the 10th time window of the dataset has a
length of 16 observations).

Model Design: Now, we explain the model space design in our
solution (AUTOFORECAST). For our forecasting model selection
problem, we define our model as follows.

DEFINITION 1. A model M; € M is given by the tuple
M; = (aj,hi,gi(-)), where a; is the forecasting algorithm, h; is
the hyperparameter vector for the forecasting algorithm a;, and
gi(+) : R">% — RM"X% js the time-series data representation.

We emphasize that h; consists of hyper-parameters of the
forecasting algorithm (e.g., number of RNN layers in DeepAR [41])
and that g; () represents optional transformations of the original
time-series data (e.g., exponential smoothing [22]; see Table 1).
Performance Tensor: Now we introduce the performance tensor:

DEFINITION 2. Given a training database Dyrqin and a model

space M, we define the performance tensor P € RTX"™X™ g5
P={P,P, - Pr}

where Py = (pli’j) € R™™ gnd the element p;c’j = M;(wi(D;))
denotes the j*" model M;’s performance on the time window wy. of
i1 im
. pp | as
the performance vector of all models in M on time window wy. of D;.

the it" training dataset D;. We denote p,ic = [p.’

Note that we denote the performance of a model on a time
window by the forecasting error (e.g., MSE) of that model on that
window. The performance tensor represents the prior experience
that the meta-learner will leverage to perform efficiently on the new
unseen task (time-series). This motivates us to define our problem.

DEFINITION 3. Time-series forecasting model selection
problem. Given a new input task (dataset) Dies; (i.e., unseen
time-series forecasting task), the time-series forecasting model
selection problem is then stated as follows: for each time window
wy in Dyest, select the best model My € M to employ on that window.
Formally, such selection problem is given by

M € argmax M;(ws(Dgest)), t € {1,2,...,T}. (1)
MjeM

Our problem can be described as follows. We are given a new
time series dataset and we have to select the best model to perform
forecasting on it. We have a prior bag of models from which we have
to select the best candidate for the forecasting task. An additional
subtlety is that within the new time series, we may have to select
different best models for different time windows.

Time-series Meta-Features: A key component of AUTOFORECAST
is the extraction of meta-features that aims to capture the important
characteristics of a time-series dataset. To achieve such a goal, we
extract meta-features (defined below) for each time-series dataset.
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Definition 4. Given a time-series dataset D;, we define the
meta-features tensor F; = {F[,--- ,Fr} € RT*dX0i \where the

meta-features matrix F. € R9<% denotes the set of the meta
features for the time window wy of the dataset D;, given by

F{ & wi(Dp) o s R — Ry, @

where y/(-) : RIWilX2i 5 RAX¥i defines feature extraction module
in AUTOFORECAST and d denotes the number of the meta-features.?
Meta-Features Categories: The set of meta features in our
work that capture the main characteristics of a dataset can be
organized into five categories [50]: simple (general task properties),
statistical (properties of the underlying dataset distributions),
information-theoretic (entropy measures), spectral (frequency
domain properties), and landmarker (forecasting models’ attributes
on the task) features. The idea of our proposed landmarker
features is to apply a few of the fast, easy-to-construct time-series
forecasting models on a dataset and extract features from (i)
the structure of the estimated forecasting model, and (ii) its
output performance scores. The complete meta-features list in
AUTOFORECAST are explained in Section 5.1.

4 AUTOFORECAST

AUTOFORECAST consists of two-phases: offline training of the
meta-learner and online inference that aims at selecting the
appropriate model at test time. We argue that running time of
the offline training phase is not critical since it is done only once.
On the contrary, forecasting model selection for a new time-series
dataset should incur small run-time overhead since it is critical
for quick selection of the forecasting model. We now explain our
meta-learning approach and its components.

4.1 Meta-Learning Objective and Training

We show the overview of the major components of AUTOFORECAST
in Figure 1. We highlight the components transferred from offline
to online stage (model selection) in blue; namely, meta-feature
extractors i/, feature embedding, time-series meta-learner ©, and
general meta-learner ®. The meta-learner £ has three main inputs;
the performance tensor P, the meta-features tensor F, and the loss
function. In the offline training of the meta-learner £, it learns two
components © and ®. The time-series meta-learner © captures the
temporal relationship between the meta-features of the consecutive
time windows within the same dataset and the evolution of the
performances of the models on these windows. On the other hand,
the general meta-learner ® predicts the best model for each task
(window) without taking into account the temporal relationship
among different time windows within the same dataset.

Rationale for Having both General and Time-series
Meta-learners: The rationale of having both meta-learners is the
fact that the temporal dependency among different time windows
depends on the dataset type. Some datasets have strong temporal
dependency which would be predicted efficiently by the time-series
meta-learner © while others datasets would have weak temporal
dependence among different windows performances in which the
general meta-learner ® is expected to perform better. We show the

?Note that we do feature embedding (PCA), shown in Figure 1, to get the final
meta-features tensor F;. Such embedding eliminates redundancy among features.
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results of such different datasets for our two testbeds in performance
benchmark folder within our anynomized link (in Section 1).
General Meta-learner ®: We propose multi-output regression
model for training our general meta-learner ®. From running all
the models in M on different time windows w; with t € {1,...,T}
for all datasets in the training database D;ygqin, we collect a set of
N = T X n distinct training samples of the meta-features matrix
and the performance vector (F",pi), witht € [1,T] and i € [1,n].
Thus, the multi-output regression model is given by

13£:q>(pti,ﬁ);te[1,T],ie[1,n], 3

where ® denotes the regression function (e.g., linear, NN) and
P are the unknown regression parameters. Thus, the general
meta-learner’s objective, denoted by loss function L, is given by

T n o
Lo = > L} ph), ()

=1 i=1
where L is the loss metric (e.g., MSE, MAPE, etc). Therefore, ®
learns the mapping between the meta-features of a time window
in a dataset and the corresponding best model in the model space.
LSTM-based Time-series Meta-learner ©: The goal of
the time-series meta-learner © is to learn how the models’
performances evolve with the time-series meta-feature matrices
over time. For this purpose, we propose time-series multi-regression
model to learn such performance evolution. For any dataset D;,
given the time-series meta-feature matrices Fli, in, el Fti and the
history of the performance vectors pi, s pi_l, we aim to predict
performance vector p; of current time window w;. The time-series
regression equation would be

pi=0(F... . Flpl...pl,) i [Lnlte [LT], ()

where © denotes the time-series regression function.

We adapt long-short term memory (LSTM) inputs
for our time-series meta-learner ©. We denote X; as
the input at the time window w; which is given by
X; = [Fllp’le’pé . ,Ft"_l,pi_l,Fti]. The predicted LSTM’s
output denoted by p} is a function of X;. We now provide the
detailed equations of such relation between p; and X;. The LSTM
cell at time t has two recurrent features, denoted by h’; and ci,
called the hidden state and the cell state, respectively. The LSTM
cell consists of three layers (forget gate layer, input gate layer, and
output gate layer). The activation of those layers is given by

fi=o(Wp- h_.X:1+by),
= (W by X +By)

o = (Wo - [h_y, X1 +bo)

where Wf, W, W, and bf, by, b, € R™ denote the weights matrices
and the biases of the three layers, respectively. These are the
parameters to be learned during the training of the time-series
meta-learner. Moreover, the cell update ui is constructed with a
tanh activation function as follows.

ul = tanh (Wu hE_ X +bu),
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where Wy, and b, € R™ are further weight and bias parameters to
be learned. Thus, the new cell and hidden states at time ¢ are
c=fic g+l
hi = ol - tanh(c!)
Finally, the output equations of the LSTM cell are given by
Vi =W hL + b,
pr=0(Vp),
with W, and b, € R™ are learned weight and bias parameters.
This gives the relationship between the input X; and the predicted
performance output vector p;.

During training, (S] learns the parameters
Wf, bf, Wi, b;, Wy, bo, Wy, by, Wy, b, which are the weights
and biases of the forget, input, and output layers and cell
updates, respectively. Thus, the objective of the LSTM time-series
meta-learner ©, is to minimize the loss denoted by Lg, given by

T n
Lo =) > L(p} ph). ©)
=1 i=1
We emphasize that © learns the appropriate current model (from
the model space) given both the history of the meta-features and
performance vectors over time windows.
Meta-learner Objective: Having established the two main
components, the general meta-learner ® and the time-series
meta-learner ©, we now define the objective of our meta-learner £,
given by a linear combination of the two components as follows:
B Wi W bymbe Wb W, -2 (PP ¥ (1 = @)Le(F.P). (1)
The parameter a defines the relative weight of the two
meta-learners. In our experiments, we chose a = 0.5 for training
our meta-learner. The meta-learner £ learns jointly general
meta-learner ® (Equation 4) and time-series meta-learner ©
(Equation 6) given meta-learner inputs, the performance tensor
P and the meta-features tensor F. By definition, this meta-learner
L optimizes the loss over all datasets and all time windows.

4.2 Online Inference And Model Selection

In the online mode of AUTOFORECAST, we aim to make use of the
trained meta-leaner £ to quickly infer the best model for the current
task. Given a new time-series dataset Dyes;, AUTOFORECAST first
computes the corresponding meta-features tensor Frest = V(Drest)-
Those time-series meta-features are then embedded (using PCA)
to obtain the final meta-features tensor Fyeg;. Then, in the model
inference, as shown in Figure 1, the model set performances are
predicted for each available model in M. The model M; with the
lowest predicted error score by £ on the time window w; of Dyest
is chosen as the selected model for that window w;. Such a process

is repeated for all time windows wo, w1, ..., wr of Dyeg.
Now, we explain such model selection process for each
time window across the time windows wg,wi,...,wr of

Dyesy as follows. For the first window (wg), the inference
is given by My € argming . ng L(F{®"). For any other
window wy (¢ > 0), the time-series meta-learner ©
inference depends on the history of the meta-features
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and the history of the models’ performances as follows
“r® . A A~

M € argmingc n O(F; ¢, .. FLEE Ffet, phest, . piest). On

the other hand, the general meta-learner ® inference depends on

the predicted (regression) output on the meta-features of current

time window where M;I) € arg miny; o ®(F}est). Thus, the final

selected model is given by

M; € argmin pieSt(M). (8)
Me{M2.M®}

We emphasize that tie between models can happen in online
inference (i.e., two or more models can have an identical predicted
performance). We built upon the several tie breaking techniques
that have been examined in the literature [8, 23], but usually such
a choice does not have a strong influence on the performance
of AuToFoRrecasT. For making the decision between the model
selected by the general meta-learner ® and that selected by the
time-series meta-learner ®, we choose the model with the best
performance (i.e., least predicted error score) (Equation 8).
Inference Time Complexity: Recall that the number of
meta-features is d and the number of models in our model space
M is m. The time complexity for the inference part of the general
meta-learner ® is O(d). On the other hand, the time complexity of
the time-series LSTM meta-learner O is given by O(d X |X;|), where
|X¢| is the length of the input sequence. Therefore, AUTOFORECAST’s
inference time is given by O(d X |X;|). We emphasize that the
inference times of the naive method is much larger since it is
given by O(X 2, I;) (summation of inference time of all algorithms),
where I; is the inference times of forecasting algorithm a;.

5 EXPERIMENTS

We evaluate AUTOFORECAST by designing experiments to answer

the following research questions:

(1) Does employing AUTOFORECAST for time-series forecasting
model selection yield improved performance, as compared to
no model selection, as well as other selection techniques (such
as meta-learners adapted from the AutoML domain)?

(2) How much reduction in inference time does AUTOFORECAST
give over the naive method?

(3) How does performance change with different datasets with
different temporal dependencies?

5.1 Experimental Setup

Models and Performance Collection: By pairing seven SOTA
time-series forecasting algorithms (which are DeepAR [41],
Deep Factors [52], Prophet [48], Seasonal Naive [30], Gaussian
Process [55], Vector Auto Regression [25], and Random Forest
Regressor [27]) and their corresponding hyperparameters, and
using different data representation methods, we compose a model
set M with 322 unique models (see Table 1 for the complete list).
For our testbeds, we first generate the performance tensor P, by
evaluating the models from M against the benchmark datasets
in each testbed. For consistency, all models are built using the
GluonTS [3], Scikit-learn [36], and Statsmodels [42] Python libraries
on an Intel i7 @2.60 GHz, 16GB RAM, 8-core workstation.

Time-series Meta Features: There are prior works that
generated standard time-series features [17], tsfresh [12] (that we
used for generating part of our meta-features).
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Table 1: Time-Series Forecasting Model Space. See hyperparameter definitions for various algorithms from GluonTS [3] and
statsmodels [42]. The number of models (last column) is all possible combinations of hyperparameters and data representations.

Forecasting Algorithm HyperParameter 1 HyperParameter 2 Data Representation | Total
DeepAR num_cells = [10,20,30,40,50] num_rnn_layers = [1,2,3,4,5] {Exp_smoothing, Raw} 50
DeepFactor num_hidden_global = [10,20,30,40,50] num_global_factors = [1,5,10,15,20] {Exp_smoothing, Raw} 50
Prophet changepoint_prior_scale = [0.001, 0.01, 0.1, 0.2, 0.5] | seasonality_prior_scale = [0.01, 0.1, 1.0, 5.0, 10.0] | {Exp_smoothing, Raw} 50

Seasonal Naive season_length = [1,5,7,10,30]

N/A {Exp_smoothing, Raw} 10

Gaussian Process cardinality = [2,4,6,8,10]

max_iter_jitter = [5,10,15,20,25] {Exp_smoothing, Raw} 50

Vector Auto Regression | cov_type={*HC0”HC1”HC2”’HC3”,'nonrobust”}

trend = {'n’, ’¢’, °t’, ‘ct’ } {Exp_smoothing, Raw} 40

Random Forest Regressor n_estimators = [10,50,100,250,500,1000]

max_depth = [2,5,10,25,50,None’] {Exp_smoothing, Raw} 72
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Table 2: Hit-at-k Accuracy (the higher the better) comparison of AuUTOFORECAST against the different baseline meta-learners for
both univariate and multivariate testbeds. AUTOFORECAST outperforms all baselines for both testbeds.

Dataset Testbed  k  Global Best AS ISAC  MLP  AUTOFORECAST-TSL ~ AUTOFORECAST

Univariate 1 2.46 2.15 0.82 0.62 2.67 3.95

5 7.18 4.92 2.67 1.13 9.04 14.57

10 11.97 7.89 4.10 4.51 14.15 21.45

50 37.40 28.00 1145 22.25 35.28 52.05

Multivariate 1 6.78 2.26 4.19 0.43 5.16 5.87
5 12.18 4.73 5.69 1.51 9.03 13.86

10 16.21 9.03 7.31 4.06 11.39 20.91

50 41.72 2473  14.64  20.86 35.06 51.67

We now provide details of our meta-features (shared with our
database and source codes in the link provided in Section 1). For
each dataset, we generate a meta-feature vector that consists
of more than 800 meta-features where some of them are based
on [50]. Specifically, our meta-features can be categorized into (1)
simple features, (2) statistical features, (3) information-theoretic
features, (4) Spectral features, and (5) landmarker features. Broadly
speaking, the statistical features captures statistical properties
of the underlying data distributions; e.g., min, max, variance,
skewness, covariance, etc. of the features and feature combinations.
The information-theoretic features capture information-theoretic
underlying characteristics in the time-series; e.g., entropy, trend,
non-linearity, change statistics, etc. Most of those meta-features
have been commonly used in the AutoML literature [50]. Our
meta-features vector also includes landmarker features, which are
problem-specific, and aim to capture the unique characteristics of
a dataset. The idea is to apply a few of the fast, easy-to-construct
time-series forecasting models on a dataset and extract features
from (i) the structure of the estimated forecasting model, and (ii)
its output performance scores. We emphasize that our landmarker
meta-features are novel and that some components of the spectral
meta-features have not been used in any related work.

Training Testbed Sources: Meta-learning works if the new task
can leverage prior knowledge. Our testbeds are built to simulate the
case when meta-train comes from many different distributions. This
diversity enhancing the training of the meta-learning model. Model
selection on test data can thus benefit from the prior experience on
the train set. We thus have created a repository of 348 forecasting
datasets including two hitherto unreleased ones from Adobe’s
production compute clusters. In particular, most of the datasets
are from different application domains (e.g., finance, IoT, energy,
storage, etc.) where we use benchmark datasets from Kaggle [21],
Adobe real traces, and other open source repositories. The Adobe
trace datasets records CPU and Memory usage for 50 different
services running in Adobe production clusters collected for 15 days
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from May 1 to May 15 in 2021. Such traces are shared for the first
time in our current work.

Dataset Types in AUTOFORECAST: We consider two general
types of time-series datasets depending on the number of the
variables v; in the time-series dataset. (1) Univariate Datasets with
single time-series (v; = 1) and (2) Multivariate Datasets with several
time-series (variables) (i.e., v; > 1) that need to be predicted. In
particular, we collect 308 univariate time-series datasets for the first
testbed and 40 multivariate datasets with 317 time-series for the
second testbed. In total, we have 625 time-series in our testbeds. For
each dataset in the testbeds, we use different time windows selected
randomly from the dataset, where each time window has a length
of 16 (i.e,, |w;| = 16 Vt € {1,..., T}). Note that our approach has no
restriction on the length of the time window nor any assumption
of the homogeneity of windows duration.

Evaluation: For evaluating AUTOFORECAST, for robustness, we
split each testbed into 5 folds for cross-validation. We build the
train/test testbed by each time selecting four folds from the datasets
for training and the remaining fifth fold for testing (i.e., after
training the meta-learning approach, we use it to infer the best
forecasting model for the new unseen test datasets of that fifth
fold). Finally, we take the average performance of these five folds.
We mainly compare the Hit-at-k accuracy of AUTOFORECAST against
different meta-learners baselines. This metric indicates whether the
selected model fits within the top-k models from ground truth data.
We also compare using the metric, mean square error (MSE) and the
average rank. For each testbed, the meta-learners are first ranked
by the corresponding forecasting MSE under the selected model
for each dataset and then the rank is averaged across all datasets.

Time-series Meta-learner Setup: For our time-series
meta-learner © explained in Section 4, we used LSTM with 4 layers
where each layer has 50 units. The training was with 50 epochs
with the Adam optimizer with a batch size of 25 and dropout rate
of 0.2 to prevent over-fitting. A detailed evaluation of the effect of
such parameters on ©’s performance is available and is omitted
here due to space constraints.
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Table 3: Average rank (the lower the better) comparison of AUTOFORECAST against the different baseline meta-learners for both

testbeds. AUTOFORECAST outperforms all baselines.

Dataset Testbed ~ Global Best AS ISAC MLP  AUTOFORECAST-TSL ~ AUTOFORECAST
Univariate 2.5161 2.7965 29096  3.7072 2.5202 2.0571
Multivariate 2.3191 3.0851 23191 3.8723 2.3404 1.3191

5.2 Baselines

We adapt recent meta-learning approaches to our specific problem
setting, and also include a few methods that do not perform model
selection.

No model selection: This category always employs either the
same single model or the ensemble of all the models:

e Random Forest (RF) [27]: is a SOTA tree ensemble that
combines the predictions made by many decision trees into a
single model. In prediction, the RF regression model takes the
average of all the individual decision tree estimates.

o SOTA Forecasting Algorithms: We selected seven popular
time series forecasting models, including the recent works
DeepAR [41], DeepFactors [52], and Prophet [48]. For each
model, we generated multiple variants by varying the values
of hyperparameters and data representations (10-72 variants,
details in Table 1) and we chose the model variant with the best
average performance across all training datasets.

Simple meta-learners: Meta-learners in this category pick the
generally well-performing forecasting model, globally or locally:

e Global Best (GB): It selects the forecasting model with the
largest average performance across all train datasets (across all
time windows), without using any meta-features.

o ISAC [20]: clusters the training datasets based on meta-features.
Given a new test time-series dataset, it identifies its closest cluster
and selects the best model with largest average performance on
the cluster’s datasets.

o ARGOSMART (AS) [32]: finds the closest training time-series
dataset to a given test time-series dataset, based on meta-feature
similarity, and selects the model with the best performance on
that nearest neighbor training dataset.

Optimization-based meta-learners: Meta-learners in this
category learn meta-feature by task similarities toward optimizing
performance estimates:

e Multi-layer Perceptron (MLP): Given the training datasets
and selected time window, the MLP regressor directly maps the
meta-features onto model performances by regression. However,
this does not learn temporal dependence within datasets.

o AUTOFORECAST-TSL: is a variant of our solution in which
the meta-learner £ consists only of the time-series learner ©.

5.3 Results

5.3.1 Variation of Best Model across Time. Figure 2 shows that
no single forecasting model triumphs in more than 0.7% of the
datasets. Figure 3 shows the aggregate statistics on all datasets of the
univariate testbed. This contradicts the claims that one forecasting
algorithm can work best for different datasets and motivates the
need for an effective approach for learning such both dimensions,
which we propose in our current work.

1
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Figure 2: A histogram of the best forecasting model’s
probability distribution across datasets of our two training
testbeds. Different datasets have different best models and
no single model triumphs in more than 0.7% of the datasets.
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Figure 3: The aggregate statistics for similarity in the best
forecasting model across three consecutive time windows
for univariate testbed. Most different time windows have
different (best) models.

5.3.2  Univariate Testbed Results. To investigate the impact of the
train/test similarity on meta-learning performance, we build the
univariate testbed that consists of 308 diverse datasets.

Superiority of AuTOFORECAST compared to all baseline
methods w.r.t. the Hit-at-k, average rank, and MSE: The
different results are provided in Tables 2-4 where the best result for
every testbed is highlighted in bold. We observe that AUTOFORECAST
outperforms previous SOTA meta-learning methods adapted to our
problem. For example, AUTOFORECAST has 79.20%, 171.86%, 423.17%,
375.61%, and 51.59% higher Hit-at-10 accuracy than GB, AS , ISAC,
MLP, and AuToFoRECAST-TSL, respectively.

Statistical Significance of AuToFoRECAST: To compare two
methods statistically, we use the pairwise Wilcoxon rank test
on performances (i.e., MSE of selected models) across datasets
(significance level p < 0.05). Table 5 shows that AUTOFORECAST
is significantly better than most of the baseline meta-learners, i.e.,
including GB (9.07x107°), AS (1.07x10737) and AUTOFORECAST-TSL
(8.16 x 10719,



CIKM ’22, October 17-21, 2022, Atlanta, GA, USA

Mustafa Abdallah et al.

Table 4: Results for one-step ahead forecasting (MSE; the lower the better) for both testbeds. The selected model by AUTOFORECAST
yields better performance compared to baseline meta-learners and SOTA methods. For each SOTA, we choose the model with

the best average performance from all its model variants.

Dataset Testbed ~ Seasonal Naive DeepAR Deep Factors Random Forest Prophet Gaussian Process VAR
Univariate 0.0345 +0.0382  0.0164 + 0.0506  0.0217 +0.0415  0.0199 £ 0.0398 0.0155 + 0.0295 0.1661 + 0.2104 0.0602 + 0.1260
Global Best AS ISAC MLP AUTOFORECAST-TSL AUTOFORECAST
0.0065 + 0.0199  0.0158 + 0.0556  0.0071 +0.0145  0.0351 £ 0.1186 0.00463 + 0.0138 0.00256 + 0.0090
Multivariate Seasonal Naive DeepAR Deep Factors Random Forest Prophet Gaussian Process VAR

0.0149 +0.0408  0.0085 £ 0.0197  0.0135 £ 0.0232

0.0071 + 0.0365

0.0065 + 0.0153 0.2576 + 0.1344 0.9865 + 0.2988

Global Best AS ISAC

MLP AuTOFORECAST-TSL AUTOFORECAST

0.0046 + 0.0099  0.0139 +0.0563  0.0046 + 0.0099

0.0121 + 0.2462

0.00541 + 0.0186 0.00124 + 0.0051

Table 5: Pairwise statistical test results between every pair of methods by Wilcoxon signed rank test. Statistically better method
(p = 0.05) shown in bold (both marked bold if no significance). In the left, Univariate testbed is shown. In the right, Multivariate
testbed is shown. For both testbeds, AUTOFORECAST is statistically better than most of the baseline meta-learners.

Method 1 Method 2 p-value Method 1 Method 2 p-value
AutoForecast GB 9.0712 x 107° AutoForecast GB 1.0
AutoForecast AS 1.0726 x 10737 AutoForecast AS 3.9399 x 1077
AutoForecast ISAC 0.1349 AutoForecast ISAC 0.8240
AutoForecast MLP 0.0657 AutoForecast MLP 0.0004
AutoForecast AUTOFORECAST-TSL ~ 8.1683 X 1071% AutoForecast AUTOFORECAST-TSL  0.0025
AutoForecast-TSL ~ GB 2.2611x 1078 AutoForecast-TSL  GB 0.00254
AutoForecast-TSL ~ AS 1.5760 x 1071 AutoForecast-TSL ~ AS 5.8013 x 1077
AutoForecast-TSL  ISAC 2.3843 x 10716 AutoForecast-TSL  ISAC 1.5598 X 10~°
AutoForecast-TSL  MLP 1.1658 X 1072 AutoForecast-TSL ~ MLP 3.4572x 1078
GB AS 9.4952 x 1073 GB AS 3.9399 x 1077
GB ISAC 0.0322 GB ISAC 0.8240

GB MLP 4.5489 x 107° GB MLP 0.0004

AS ISAC 1.7842 x 1077 AS ISAC 1.4217 x 1077
AS MLP 4.4658 x 107°* AS MLP 6.6612 % 1078
ISAC MLP 2.2062 x 107! ISAC MLP 3.7789 x 1078

Meta-learners perform better than methods without model
selection: Table 4 shows that meta-learners outperform almost
all models with no model selection. In particular, three
meta-learners (AuTOoFORECAST, Global Best, ISAC) significantly
outperform baseline time-series forecasting models. For instance,
AUTOFORECAST has 92.58%, 84.39%, 88.20%, 87.14%, 83.48%, 98.45%,
and 95.75% lower MSE over Seasonal Naive, DeepAR, Deep Factors,

Random Forest, Prophet, Gaussian Process, and VAR, respectively.

These results signify the benefits of using meta-learning for model
selection, specifically using AUTOFORECAST.

Optimization-based meta learners generally perform better
than simple meta learners: Two of the top-3 meta learners by
average rank and MSE (AUTOFORECAST and AUTOFORECAST-TSL)
are all optimization-based and significantly outperform simple

meta-learners such as ISAC and AS as shown in Table 2 and Table 4.

The interpretation is that simple meta-learners weigh meta-features
equally for task similarity, whereas optimization-based methods
learn which meta-features matter (e.g., time-series regression on
meta-features in AUTOFORECAST-TSL), leading to better results.

Dataset-wise Performance: We present the detailed
performances for each dataset by comparing AUTOFORECAST
with all baseline methods in our anonymized link (provided
in the Introduction as footnote). It is noted these results are

averaged across the different time windows for each dataset.

The results shows that AUTOFORECAST achieves the best average
MSE and average rank among all meta-learners. We note that
AuToFORECAST and AUTOFORECAST-TSL have same performance
for datasets with higher temporal dependency.

5.3.3  Multivariate Testbed Results. In this testbed, we choose some
time series within one dataset for training and a disjoint set of time
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series within the same dataset for testing. Our multivariate testbed
consists of 40 datasets.

For the Multivariate testbed, AuToFoREcasT still
outperforms all baseline methods w.r.t. average rank,
MSE, and Hit-at-k accuracy as shown in Tables 2-4. Moreover,
Figure 4 shows that for the pool of multivariate datasets (across
all time windows), AUTOFORECAST gives a gain of 2X and
higher compared to other meta-learning baselines. Dataset-wise
benchmark performance for the datasets in the multivariate testbed
is shown in our anonymized link. AUTOFORECAST has the lowest
average MSE on most of the multivariate datasets.

Statistical Significance of AUTOFORECAST: Table 5 shows that
for Multivariate testbed, AUTOFORECAST is also significantly better
than most of the baseline meta-learners, i.e., including AS and MLP
while there is no significant statistical difference from GB and ISAC.

5.3.4 Runtime Analysis. Inference run time statistics of
AUTOFORECAST: Table 6 shows that AUTOFORECAST (meta-feature
generation and model selection) takes 1.7 seconds on most time
series datasets. Moreover, Figure 5 shows that AUTOFORECAST
has significant reduction in inference time compared to the naive
approach (i.e., doing inference using all possible models and then
selecting the model with the best performance), median is 42x
across the two testbeds (i.e., 41X on univariate testbed and 45X on
multivariate testbed).

Comparing AuTOFORECAST with baselines: In terms of inference,
Table 6 shows that most of the meta-learners are fast, taking
less than 2 seconds to infer the best forecasting model. Finally,
we compare the training cost of AUTOFORECAST against the
baseline meta-learners. Table 6 also shows that AUTOFORECAST
has comparable computational training cost. While the training
process is offline and done only once and hence is less critical, this
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Figure 4: The number of best model selections by each
meta-learning approach. AuToFoRECAST has 2X gain in
the selection of best model compared to the closest
baselines (ISAC and GB).
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Figure 5: The inference time reduction
of AuTOFORECAST over the mnaive approach.

AUTOFORECAST gives a median reduction of 42X over
naive approach for both testbeds.

Table 6: Average and standard deviation inference and training runtime performance (in seconds) for both dataset testbeds.

Phase Dataset Testbed Naive Global Best AS ISAC MLP AUTOFORECAST-TSL AUTOFORECAST
Inference Univariate 70.9500 + 1.7801  0.6259 + 0.0964 0.8537 +0.1438 10.2480 + 2.7182 1.2745 + 0.5198 0.7962 + 0.0436 1.6508 + 0.0401
Multivariate 48.6287 £5.4051  0.4151 + 0.0403 1.3055 £+ 0.2610 7.037 + 1.6239 1.1461 + 0.2176 0.682 + 0.0372 1.1309 £ 0.1257
Training Univariate N/A N/A 308.9301 + 46.1968  278.8083 +£57.9900  705.2908 + 123.3715  334.8091 + 31.6808  670.5855 + 31.5465
Multivariate N/A N/A 194.3877 +39.7441  182.4753 + 34.3238 411.9337 + 41.7406 178.1978 + 18.0098  376.3956 + 40.0195

experiment emphasizes that our better model selection performance
does not entail a prohibitive training cost.

6 DISCUSSION

(1) Reproducibility of AuToForecasT: To further research into
the important problem introduced in our work, we have publicly
released our source codes and benchmark data to enable others
reproduce our work. In particular, we are publicly releasing, with
this submission, our meta-learning database corpus of 348 datasets,
containing 625 time series in all, performances of the 322 forecasting
models, and meta-features for the datasets. This resource will
hopefully encourage the community to standardize efforts at
benchmarking time series forecasting model selection. We also
encourage the community to expand this resource by contributing
their new datasets and models. The anonymized website with
our database and source codes is: https://drive.google.com/drive/
folders/1K1w1Ida5Cr15b5Fhidax-i-fNpWZjvet. The details of each
dataset in the two testbeds and the different categories of
meta-features are presented in Section 5.1. This serves as the
training data and ground truth evaluation data for AUTOFORECAST.
(2) Usage of Meta-Learning in AUTOFORECAST: We emphasize
that we use the term “meta-learning” in the context of traditional
principle of meta-learning which is building upon prior experience
on a set of historical tasks to “do better” on a new task. We
build the experience across different datasets using our general
meta-learner and build experience on the sequential temporal
dependence within the same dataset using the LSTM time-series
meta-learner. We also capture task similarity between a new input
task (dataset) and historical datasets using the “meta-features”.
We also emphasize that our proposed method is faster compared
to gradient descent-based meta-learners, equivalently pure Deep
Learning-based meta-learners, [18, 34], e.g., on our univariate
testbed, N-Beats [34] has significantly slower training (average
= 3600 seconds) and inference time (average = 101 sec) compared
to AUTOFORECAST (average = 670 seconds for training and 1.13 sec
for inference). Integrating our meta-learning approach with a deep
learning approach is a potential area of future work.
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(3) Diversity of Datasets: We acknowledge that diversity of
sources makes the meta-learning model learn from such diversity
since model selection on test data would benefit from the prior
experience on that diverse train set. For that purpose, we use
benchmark datasets from Kaggle, Adobe real traces, and other
open-source repositories, where the datasets are from different
application domains (e.g., finance, IoT, energy, storage, etc.). We
have released these benchmark datasets (anonymized link provided
earlier in this Section) to help the community build on our work.

7 CONCLUSION

We introduced a meta-learning approach to automate the process
of time-series forecasting by automatically inferring the best
time-series model on an unseen dataset, without needing exhaustive
evaluation of all existing models on this dataset. The problem
arises because there are many possible forecasting models with
their associated hyperparameters, and different choices are optimal
for different datasets. Our proposed solution AUTOFORECAST is a
meta-learner, trained on an extensive pool of historical time-series
forecasting datasets and models. To effectively capture dataset
similarity, we designed novel problem-specific meta-features.
AUTOFORECAST generalizes to new datasets since it learns two
models from the training corpus: first, the mapping between the
meta-features vector and the corresponding best-model via the
general meta-learner (®); and second, the evolution of the models’
performances in time with the meta-features and previous models’
performances via the time-series meta-learner (®). Thus, for a
new different dataset, we extract its meta-features vector and
then determine the best model using the pre-trained (®) and
(©). Extensive experiments on two large testbeds, univariate and
multivariate, showed that AUTOFORECAST significantly improves
time-series forecasting model selection over directly using some
of the most popular models as well as several SOTA meta-learners.
We showed that AUTOFORECAST gives a significant improvement in
the inference time compared to naive approaches. We release the
benchmark data for the community to contribute new datasets and
models to further advance automating time-series forecasting.
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