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We present a new enriched Galerkin (EG) scheme for the Stokes equations based on piecewise linear elements for 
the velocity unknowns and piecewise constant elements for the pressure. The proposed EG method augments the 
conforming piecewise linear space for velocity by adding an additional degree of freedom which corresponds 
to one discontinuous linear basis function per element. Thus, the total number of degrees of freedom is 
significantly reduced in comparison with standard conforming, non-conforming, and discontinuous Galerkin 
schemes for the Stokes equation. We show the well-posedness of the new EG approach and prove that the 
scheme converges optimally. For the solution of the resulting large-scale indefinite linear systems we propose 
robust block preconditioners, yielding scalable results independent of the discretization and physical parameters. 
Numerical results confirm the convergence rates of the discretization and also the robustness of the linear solvers 
for a variety of test problems.

1. Introduction

We consider the Stokes equations in a bounded polyhedral domain, Ω ⊂ ℝ𝑑 (𝑑 = 2, 3), with Lipschitz boundary Γ = 𝜕Ω. Let 𝐮 ∶ Ω → ℝ𝑑 be the 
velocity field of a fluid occupying Ω and 𝑝 ∶ Ω → ℝ denote the kinematic pressure. Given 𝒇 ∈ [𝐿2(Ω)]𝑑 , 𝒈 ∈ [𝐻

1
2 (Γ𝐷)]𝑑 , and 𝒔 ∈ [𝐻− 1

2 (Γ𝑁 )]𝑑 , the 
Stokes system for the velocity and the pressure of an incompressible viscous fluid within Ω is

−∇ ⋅ (2𝜇𝜖(𝐮) − 𝑝𝐈) = 𝐟 in Ω, (1.1a)

∇ ⋅ 𝐮 = 0 in Ω, (1.1b)

𝐮 = 𝐠 on Γ𝐷, (1.1c)

(2𝜇𝜖(𝐮) − 𝑝𝐈)𝐧 = 𝐬 on Γ𝑁. (1.1d)

Here, 𝝐(𝐮) = 1
2 (∇𝐮 + (∇𝐮)𝑇 ) is the symmetric part of the gradient of 𝐮, 𝐈 is the identity tensor on ℝ𝑑 , and 𝜇 > 0 is the fluid viscosity. We impose a 

Dirichlet boundary condition on Γ𝐷 , where |Γ𝐷| > 0, and a Neumann boundary condition on Γ𝑁 = 𝜕Ω ⧵Γ𝐷 with 𝐧 as the unit outward normal vector 
on Γ𝑁 . If Γ𝑁 = ∅, the following condition is enforced:

∫
𝜕Ω

𝐠 ⋅ 𝐧𝑑𝑠 = 0. (1.2)

It is well-known that when solving the Stokes equations, finite-element spaces for the velocity and pressure have to satisfy an inf-sup stability 
condition (LBB condition) [1–3] in order to provide a stable and convergent solution. Roughly speaking, this inf-sup condition requires the proper 
balance between the velocity and pressure spaces; if the velocity space is not sufficiently large compared to the pressure space, the pressure 
approximation presents spurious oscillations. For a detailed study and comprehensive review of inf-sup stable finite elements for the Stokes system, 
we refer to [4–6] and research cited therein.
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Another difficulty that arises when designing finite-element methods for the Stokes equations stems from the numerical treatment of the incom-
pressibility constraint (mass conservation); its importance is emphasized in several works (see, e.g. [7], [8] and a review article [9]). Indeed, one can 
construct conforming finite elements that satisfy the incompressibility constraint point-wise. However, this leads us to a velocity space consisting of 
high-order or complex elements with limited applicability. One example in two-dimensions (2D) is the Scott-Vogelius element (ℙ𝑘-ℙ𝑘−1, 𝑘 ≥ 4) [10]. 
In three dimensions (3D), the situation is more subtle, and the error and stability analysis of the Scott-Vogelius element is yet to be completed. On 
the other hand, one can resort to conforming finite-element methods that use lower-order elements but satisfy the incompressibility condition only 
weakly. Some classical examples of such finite elements include Taylor-Hood, Bernardi-Raugel, and MINI elements. An approach based on analogues 
of the Bernardi-Raugel element, which satisfy the incompressibility constraint pointwise and use rational basis functions, was proposed and studied 
in [11,12].

A primary goal of our study is to develop inf-sup stable finite-element spaces with minimal number of degrees of freedom for the Stokes system 
with mixed boundary conditions on simplicial meshes. In addition, we aim to equip this solution framework with an optimal linear solver. For the 
pressure variable, we choose the piecewise constant space as it is the lowest-order element. Then, a continuous linear space would seem like an 
attractive choice for the velocity. However, the continuous linear velocity and piecewise constant pressure (ℙ1-ℙ0) pair has long been known to 
be unstable. In order to make the velocity space sufficiently large to pair with the piecewise constant pressure space, Fortin [13] used continuous 
quadratic elements for the velocity in 2D. Later, Bernardi and Raugel [14] proposed a slightly smaller velocity space by enriching the continuous 
linear space with quadratic edge bubble functions on each edge of the mesh elements in 2D. The straightforward extension of Bernardi-Raugel 
element in 3D is a subspace of the continuous cubic space. To reduce the number of degrees of freedom even further, another approach is to utilize 
nonconforming elements for the velocity. For example, Crouzeix and Raviart [15] showed that the nonconforming linear space with continuity at the 
midpoints of element edges for the velocity and the piecewise constant space for pressure provide a stable pair for the Stokes system with Dirichlet 
boundary conditions (𝜕Ω = Γ𝐷). However, this approach does not work for the Stokes system if Γ𝑁 ≠ ∅. Kouhia and Stenberg [16] circumvented this 
problem by using a velocity space consisting of conforming linear elements for one component and nonconforming linear elements for the other 
component in 2D, producing the lowest-order stable finite-element method for the two-dimensional Stokes system with mixed boundary conditions 
to date. However, a straightforward generalization of Kouhia and Stenberg’s approach to three dimensions does not yield a stable pair with a discrete 
Korn’s inequality, as shown by Hu and Schedensack [17]. More recently, in [18], the authors used a continuous, piecewise-linear space enriched by 
the Raviart-Thomas element for the velocity, and piecewise constants for the pressure. It has been shown that such discretization is well-posed and 
achieves optimal convergence order. However, this usually leads to a large linear system due to the extra degrees of freedom of the Raviart-Thomas 
element.

In this present work, we consider an Enriched Galerkin (EG) method based on simplicial grids to construct inf-sup stable finite elements for the 
Stokes system with mixed boundary conditions in both two and three dimensions. EG methods are a special type of finite-element method, whose 
solution spaces consist of continuous Lagrange finite elements enriched with some discontinuous functions. To compensate the inconsistency of the 
bilinear forms, EG methods utilize DG-like variational formulations.

Thus, EG methods can be easily implemented by modifying standard FEM codes. Most existing EG methods enrich linear Lagrange elements with 
piecewise constant functions [19–26]. They have been employed to study various problems, such as modeling flow and transport in porous media 
[21,27–30], the shallow water equations [31], and poroelasticity problems [23,32–34], and, in particular, the Stokes equations [22].

Here, we propose a new EG method, in which the velocity space is the linear Lagrange elements enriched with certain piecewise linear, mean-
zero vector functions and whose weak form is the standard weak form used in the interior penalty DG method for the Stokes problem. On the 
other hand, the EG method developed in [22] uses the linear Lagrange elements enriched with piecewise constants for the velocity and employs 
a non-standard weak form. Our velocity space has nontrivial divergence-free functions and provides inf-sup stable elements when paired with the 
piecewise constant pressure space for the Stokes equations. Indeed, this EG space was also utilized to provide locking-free displacement solutions for 
linear elasticity [35]. With our new approach, we substantially reduce the number of degrees of freedom compared to existing inf-sup stable finite 
elements for the Stokes equations. In this paper, we prove the LBB stability and optimal-order error estimates for our new EG method.

Finally, we develop and analyze a class of optimal preconditioners for the resulting discrete linear system. There have been several works recently 
that provide efficient solvers for the Stokes system. These include multigrid methods on structured or semistructured grids based on distributive 
relaxation [36], Uzawa, Vanka, and Braess-Sarazin relaxation [37–39], and auxiliary space preconditioning [40]. Such multilevel preconditioners 
require a sequence of grids and a corresponding hierarchy of spaces. To avoid issues related to systems discretized on fully unstructured grids, we 
follow an operator preconditioning framework described in [45,46]. We obtain similar results as those reported in [41], leading to uniform block 
diagonal, lower, and upper triangular preconditioners. Moreover, the action of each of these preconditioners is readily computed using algebraic 
multigrid methods as they only require the solution of symmetric positive definite systems.

The presentation of our results traces the following virtual landscape. The notation and some definitions are reviewed in Section 2. The EG 
scheme is described in Section 3 and the well-posedness of the discrete problem is shown in Section 4. The error analysis follows in Section 5, with 
an introduction and analysis of the block preconditioners in Section 6. Numerical results are reported in Section 7, and concluding remarks and a 
discussion of future work are given in Section 8.

2. Notation and preliminaries

We introduce the notation and preliminary results needed throughout the rest of the paper. Following [42], we use the standard notation for 
Sobolev spaces 𝐻𝑠(𝐸) for a domain 𝐸 ⊂ℝ𝑑 , and integer 𝑠, corresponding to spaces of functions with square integrable derivatives up to order 𝑠. We 
also define the space 𝐿2

0(Ω) of functions from 𝐿2(Ω) with zero mean. The Sobolev norm and seminorm associated with 𝐻𝑠(𝐸) are denoted by ‖ ⋅ ‖𝑠,𝐸
and | ⋅ |𝑠,𝐸 , respectively. These definitions extend in an obvious fashion to vector and tensor-valued functions. We note the standard convention 
𝐻0(𝐸) =𝐿2(𝐸). When we would like to emphasize the role of the domain 𝐸, we denote by (⋅, ⋅)𝐸 the 𝐿2(𝐸)-inner product on 𝐸.

We consider a shape regular, simplicial partition of the computational domain, Ω = ∪𝑇∈ℎ𝑇 where 𝑇 ∈ ℎ are triangles when 𝑑 = 2 and tetrahe-
drons when 𝑑 = 3. The so called “broken” Sobolev spaces 𝐻𝑠(ℎ) are the natural spaces to work with when analyzing DG and EG methods: these are 
the spaces of square integrable functions on Ω whose restrictions on 𝑇 ∈ ℎ are in 𝐻𝑠(𝑇 ). Next, we denote by 𝐧𝑇 the unit outward normal vector to 
𝜕𝑇 , 𝑇 ∈ ℎ and introduce the characteristic mesh size

ℎ = max ℎ𝑇 , ℎ𝑇 = diam(𝑇 ), 𝑇 ∈ ℎ.

𝑇∈ℎ
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The collection of all interior edges or faces is denoted by 𝐼
ℎ
, and 𝜕

ℎ
represents the collection of all boundary edges or faces. Then, ℎ = 𝐼

ℎ
∪𝜕

ℎ
is the 

collection of all edges or faces in ℎ . Moreover, 𝜕
ℎ
is decomposed into two subsets: 𝜕,𝐷

ℎ
and 𝜕,𝑁

ℎ
, which are the collections of the boundary edges 

or faces belonging to Γ𝐷 and Γ𝑁 , respectively. For any 𝑒 ∈ 𝐼
ℎ
, there are two neighboring elements 𝑇 + and 𝑇 − such that 𝑒 = 𝜕𝑇 + ∩ 𝜕𝑇 −. We associate 

one unit normal vector 𝐧𝑒 with 𝑒, which is assumed to be oriented from 𝑇 + to 𝑇 −. If 𝑒 ∈ 𝜕
ℎ
, then 𝐧𝑒 is taken to be the unit outward normal vector 

to 𝜕Ω. For 𝑒 ∈ 𝐼
ℎ
, in general, there will be two traces of a function 𝜁 on 𝑒, i.e., 𝜁 is not single-valued on 𝑒. Thus, for 𝜁 ∈𝐻1(ℎ) and 𝑒 = 𝜕𝑇 + ∩ 𝜕𝑇 −, 

𝜁± are the traces of 𝜁 on 𝑒. We then define the average and jump operators, {⋅} and [[⋅]] as follows:

{𝜁} ∶= 1
2
(
𝜁+ + 𝜁−

)
, [[𝜁 ]] = 𝜁+ − 𝜁−, for 𝑒 ∈ 𝐼

ℎ
.

{𝜁} = [[𝜁 ]] ∶= 𝜁, for 𝑒 ∈ 𝜕
ℎ
.

Finally, let |𝑇 | denote the volume of a simplex 𝑇 in ℝ𝑑 , let |𝑒| denote the area/length of face 𝑒 ∈ 𝜕𝑇 , and define ℙ𝑘(𝑇 ) to be the space 
of polynomials of total degree at most 𝑘 ≥ 0. In the analysis that follows, we also use the well-known trace inequalities which hold for any 
𝑣 ∈𝐻𝑠(𝑇 ), 𝑠 ≥ 1, 𝑞 ∈ ℙ𝑘(𝑇 ), and for every 𝑒 ⊂ 𝜕𝑇 and 𝑇 ∈ ℎ,

‖𝑣‖0,𝑒 ≤ 𝐶𝑡|𝑒|1∕2|𝑇 |−1∕2 (‖𝑣‖0,𝑇 + ℎ𝑇 ‖∇𝑣‖0,𝑇 ) , (2.1)

‖𝑞‖0,𝑒 ≤ 𝐶𝑡(𝑘)|𝑒|1∕2|𝑇 |−1∕2‖𝑞‖0,𝑇 . (2.2)

Here, 𝐶𝑡 is independent of ℎ𝑇 and 𝐶𝑡(𝑘) depends on the polynomial degree 𝑘. We note that the definitions of [[⋅]] and {⋅} given earlier as well as the 
trace inequalities above are easily shown to hold also for vector and tensor-valued functions.

3. Weak form and enriched Galerkin scheme

In this section, we present a weak form of the model problem (1.1) and propose an enriched Galerkin method for discretization. If |Γ𝑁 | = 0, 
the pressure 𝑝 is uniquely defined up to an additive constant. Therefore, we assume that 𝑝 is mean-zero in that case. Then, a weak solution to the 
problem (1.1) is the pair (𝐮, 𝑝) ∈ [𝐻1(Ω)]𝑑 ×𝐿2

0(Ω) if |Γ𝑁 | = 0 or (𝐮, 𝑝) ∈ [𝐻1(Ω)]𝑑 ×𝐿2(Ω) if |Γ𝑁 | > 0 such that 𝐮|Γ𝐷 = 𝐠 and

2𝜇(𝜖(𝐮), 𝜖(𝐯)) − (𝑝,∇ ⋅ 𝐯) = (𝐟 ,𝐯) + (𝐬,𝐯)Γ𝑁 , ∀𝐯 ∈ [𝐻1
0,𝐷(Ω)]

𝑑 , (3.1a)

−(∇ ⋅ 𝐮,𝑤) = 0, ∀𝑤 ∈𝐿2
0(Ω) if |Γ𝑁 | = 0 or 𝐿2(Ω) if |Γ𝑁 | > 0. (3.1b)

Here, [𝐻1
0,𝐷(Ω)]

𝑑 is the space of vector valued functions from [𝐻1(Ω)]𝑑 whose traces on Γ𝐷 vanish.

To introduce the EG finite-element space for the velocity variables, we start by considering the vector-valued linear CG finite-element space:

1 ∶= {
𝜓 ∈ [𝐻1(Ω)]𝑑 | 𝜓|𝑇 ∈ [ℙ1(𝑇 )]𝑑 , ∀𝑇 ∈ ℎ} .

Then, the EG space for velocity, defined as ℎ, is obtained by extending 1 with the space,
1 = {

𝜓 ∈ [𝐿2(Ω)]𝑑 | 𝜓|𝑇 = 𝑐𝑇 (𝐱 − 𝐱𝑇 ), 𝑐𝑇 ∈ℝ, ∀𝑇 ∈ ℎ} ,
where 𝐱 = [𝑥1, ⋯ , 𝑥𝑑 ]𝑇 and 𝐱𝑇 is the centroid of 𝑇 ∈ ℎ. Since 1 and 1 are disjoint spaces, we have that

ℎ ∶= 1 ⊕1 ⊂ [𝐿2(Ω)]𝑑 .

For the pressure 𝑝, we simply use the piecewise constant function space:

ℎ ∶=

{
{𝜙 ∈𝐿2(Ω) | 𝜙|𝑇 ∈ ℙ0(𝑇 ), ∀𝑇 ∈ ℎ} ∩𝐿2

0(Ω) if |Γ𝑁 | = 0,
{𝜙 ∈𝐿2(Ω) | 𝜙|𝑇 ∈ ℙ0(𝑇 ), ∀𝑇 ∈ ℎ} if |Γ𝑁 | > 0.

With these spaces, we define the following bilinear and linear forms to discretize (3.1):

𝐚𝜃(𝐮,𝐯) ∶= 2𝜇
∑
𝑇∈ℎ

(𝜖(𝐮), 𝜖(𝐯))𝑇 − 2𝜇
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

({𝜖(𝐮)}𝐧𝑒, [[𝐯]])𝑒

+ 2𝜇𝜃
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

([[𝐮]] ,{𝜖(𝐯)}𝐧𝑒)𝑒 + 2𝜇
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
([[𝐮]] , [[𝐯]])𝑒,

𝐛(𝐯,𝑤) ∶= −
∑
𝑇∈ℎ

(𝑤,∇ ⋅ 𝐯)𝑇 +
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

({𝑤} , [[𝐯]] ⋅ 𝐧𝑒)𝑒,

𝐅𝜃(𝐯) =
∑
𝑇∈ℎ

(𝐟 ,𝐯)𝑇 +
∑

𝑒∈𝜕,𝑁
ℎ

(𝐬,𝐯)𝑒 + 2𝜇𝜃
∑

𝑒∈𝜕,𝐷
ℎ

(
[[
𝐠
]]
,{𝜖(𝐯)}𝐧𝑒)𝑒 + 2𝜇

∑
𝑒∈𝜕,𝐷

ℎ

𝛼

ℎ𝑒
(
[[
𝐠
]]
, [[𝐯]])𝑒,

where ℎ𝑒 = |𝑒| 1
𝑑−1 , 𝜃 is a symmetrization parameter chosen from {−1, 0, 1}, and 𝛼 > 0 is called the penalty parameter. In general, 𝛼 may vary over 

each edge in the domain, but for simplicity we assume that it is constant in this paper. With the above definitions, the EG method for solving the 
Stokes equations reads: Find (𝐮ℎ, 𝑝ℎ) ∈ ℎ ×ℎ such that

𝐚𝜃(𝐮ℎ,𝐯) + 𝐛(𝐯, 𝑝ℎ) = 𝐅𝜃(𝐯), ∀𝐯 ∈ ℎ, (3.2a)

𝐛(𝐮ℎ,𝑤) =
∑

𝑒∈𝜕,𝐷
ℎ

({𝑤} ,
[[
𝐠
]]
⋅ 𝐧𝑒)𝑒, ∀𝑤 ∈ℎ. (3.2b)

Here, the choice of 𝜃 yields three different methods: NIPG if 𝜃 = 1, SIPG if 𝜃 = −1, and IIPG if 𝜃 = 0.
To conclude this section, we prove that the discrete weak form is consistent.
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Lemma 3.1 (Consistency). Assume that the weak solution, (𝐮, 𝑝), belongs to [𝐻𝑡(Ω)]𝑑 ×𝐻𝑠(Ω), 𝑡 > 1.5 and 𝑠 > 0.5, and that the discrete EG problem, (3.2), 
has a solution, (𝐮ℎ, 𝑝ℎ). Then, (3.2) is consistent with the weak problem, (3.1), in the sense that

𝐚𝜃(𝐮− 𝐮ℎ,𝐯) + 𝐛(𝐯, 𝑝− 𝑝ℎ) = 𝟎, 𝐯 ∈ ℎ, (3.3a)

𝐛(𝐮− 𝐮ℎ,𝑤) = 0, 𝑤 ∈ℎ. (3.3b)

Proof. If we multiply (1.1a) by any test function 𝐯 ∈ ℎ, use integration by parts on each mesh element 𝑇 ∈ ℎ, and then sum over 𝑇 ∈ ℎ, we have 
on the left side

−
∑
𝑇∈ℎ

(∇ ⋅ (2𝜇𝜖(𝐮) − 𝑝𝐈),𝐯)𝑇

= −
∑
𝑇∈ℎ

((2𝜇𝜖(𝐮) − 𝑝𝐈)𝐧𝑇 ,𝐯)𝜕𝑇 +
∑
𝑇∈ℎ

(2𝜇𝜖(𝐮) − 𝑝𝐈,∇𝐯)𝑇

= −
∑
𝑒∈ℎ

(
{
(2𝜇𝜖(𝐮) − 𝑝𝐈)𝐧𝑒

}
, [[𝐯]])𝑒 −

∑
𝑒∈𝐼

ℎ

(
[[
(2𝜇𝜖(𝐮) − 𝑝𝐈)𝐧𝑒

]]
,{𝐯})𝑒

+ 2𝜇
∑
𝑇∈ℎ

(𝜖(𝐮), 𝜖(𝐯))𝑇 −
∑
𝑇∈ℎ

(𝑝,∇ ⋅ 𝐯)𝑇 .

(3.4)

Then, using the Neumann boundary condition (1.1d) and noting that the second term on the right is zero when 𝒖 and 𝑝 are solutions to (1.1a)–(1.1d)
we obtain

−
∑
𝑇∈ℎ

(∇ ⋅ (2𝜇𝜖(𝐮) − 𝑝𝐈),𝐯)𝑇

= −
∑

𝑒∈𝜕,𝑁
ℎ

(𝐬,𝐯)𝑒 − 2𝜇
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

({𝜖(𝐮)} , [[𝐯]])𝑒 +
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

({𝑝} , [[𝐯]] ⋅ 𝐧𝑒)𝑒

+ 2𝜇
∑
𝑇∈ℎ

(𝜖(𝐮), 𝜖(𝐯))𝑇 −
∑
𝑇∈ℎ

(𝑝,∇ ⋅ 𝐯)𝑇

+ 2𝜇𝜃
∑
𝑒∈𝐼

ℎ

([[𝐮]] ,{𝜖(𝐯)}𝐧𝑒)𝑒 + 2𝜇
∑
𝑒∈𝐼

ℎ

𝛼

ℎ𝑒
([[𝐮]] , [[𝐯]])𝑒,

where the last two terms were added without changing the above bilinear form since [[𝐮]] = 0 on any 𝑒 ∈ 𝐼
ℎ
. On the other hand, we have ∑𝑇∈ℎ (𝐟 , 𝐯)𝑇

on the right side. Next, by adding 2𝜇𝜃
∑

𝑒∈𝜕,𝐷
ℎ

([[𝐮]] , {𝜖(𝐯)}𝐧𝑒)𝑒 +2𝜇
∑

𝑒∈𝜕,𝐷
ℎ

𝛼

ℎ𝑒
([[𝐮]] , [[𝐯]])𝑒 to both sides and using the Dirichlet boundary condition on Γ𝐷, 

we obtain

𝐚𝜃(𝐮,𝐯) + 𝐛(𝐯, 𝑝) = 𝐅𝜃(𝐯) ∀𝐯 ∈ ℎ. (3.5a)

Similar calculations yield

𝐛(𝐮,𝑤) =
∑

𝑒∈𝜕,𝐷
ℎ

({𝑤} ,
[[
𝐠
]]
⋅ 𝐧𝑒)𝑒 ∀𝑤 ∈ℎ. (3.5b)

Hence, the consistency equations (3.3) follow by subtracting (3.2) from (3.5). □

4. Well-posedness

The well-posedness of the proposed EG scheme, (3.2), for solving the Stokes equations follows from Brezzi theory [3] by verifying the appropriate 
continuity/coercivity conditions on the bilinear forms 𝐚𝜃 and 𝐛. We also follow the Babuska theory [2], which will be useful later for designing 
parameter-robust preconditioners.

4.1. Coercivity and continuity of 𝐚𝜃

We introduce the following inner product for 𝛼 > 0:

(𝐮,𝐯) ∶= 2𝜇
⎛⎜⎜⎜⎝
∑
𝑇∈ℎ

(𝜖(𝐮), 𝜖(𝐯))𝑇 +
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
([[𝐮]] , [[𝐯]])𝑒

⎞⎟⎟⎟⎠ ,
which induces the energy norm

‖𝐯‖ ∶=
√
(𝐯,𝐯) .

We first show the coercivity and continuity of the bilinear 𝐚𝜃 on ℎ. Assuming that |Γ𝐷| > 0, the generalized Korn’s inequality in the broken Sobolev 
space 𝐻1(ℎ) states that there is a constant 𝐶𝐾 > 0 such that

∑
𝑇∈ℎ

‖𝐯‖21,𝑇 ≤ 𝐶𝐾

⎛⎜⎜⎜
∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 +
∑

𝑒∈𝐼∪𝜕,𝐷
1
ℎ𝑒

‖ [[𝐯]]‖20,𝑒
⎞⎟⎟⎟ .
⎝ ℎ ℎ ⎠
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Lemma 4.1 (Coercivity of 𝐚𝜃). Assume that 𝛼 is sufficiently large for the cases of 𝜃 = −1 or 𝜃 = 0, and any value for 𝜃 = 1. Then, there exists a constant 
𝜒 > 0 independent of ℎ such that

𝐚𝜃(𝐯,𝐯) ≥ 𝜒‖𝐯‖2 , ∀𝐯 ∈ ℎ. (4.1)

Proof. For any 𝐯 ∈ ℎ,

𝐚𝜃(𝐯,𝐯) = 2𝜇
⎛⎜⎜⎜⎝
∑
𝑇∈ℎ

(𝜖(𝐯), 𝜖(𝐯))𝑇 − (1 − 𝜃)
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

([[𝐯]] ,{𝜖(𝐯)}𝐧𝑒)𝑒 +
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
([[𝐯]] , [[𝐯]])𝑒

⎞⎟⎟⎟⎠ . (4.2)

If 𝜃 = 1, 𝐚𝜃(𝐯, 𝐯) reduces to

𝐚𝜃(𝐯,𝐯) = 2𝜇
⎛⎜⎜⎜⎝
∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 +
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖2𝑒

⎞⎟⎟⎟⎠ .
Therefore, (4.1) holds true with 𝜒 = 1. On the other hand, if 𝜃 = 0 or 𝜃 = −1, we first estimate the second term in the parentheses in (4.2) by

|− (1 − 𝜃)
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

([[𝐯]] ,{𝜖(𝐯)}𝐧𝑒)𝑒|

≤ (1 − 𝜃)
⎛⎜⎜⎜⎝

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖2𝑒

⎞⎟⎟⎟⎠
1
2 ⎛⎜⎜⎜⎝

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

ℎ𝑒

𝛼
‖{𝜖(𝐯)}𝐧𝑒‖2𝑒

⎞⎟⎟⎟⎠
1
2

≤ (1 − 𝜃)
√
𝐶√
𝛼

⎛⎜⎜⎜⎝
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖2𝑒

⎞⎟⎟⎟⎠
1
2 ⎛⎜⎜⎝

∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 ⎞⎟⎟⎠
1
2

≤ 1
2

∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 + 1
2
(1 − 𝜃)2 𝐶

𝛼

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖2𝑒 , (4.3)

where 𝐶 is a generic constant depending on 𝐶𝑡 from (2.2). Then, using (4.2) and (4.3) together, we obtain

𝐚𝜃(𝐯,𝐯) = 2𝜇
⎛⎜⎜⎜⎝
∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 − (1 − 𝜃)
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

([[𝐯]] ,{𝜖(𝐯)}𝐧𝑒)𝑒 +
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠
≥ 2𝜇

⎛⎜⎜⎜⎝
1
2

∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 +
(
1 − 1

2
(1 − 𝜃)2 𝐶

𝛼

) ∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠ .
If we take 𝛼 ≥ (1 − 𝜃)2𝐶 , then the coefficient of the second term is no less than 1∕2. As a result, we have

𝐚𝜃(𝐯,𝐯) ≥ 2𝜇
⎛⎜⎜⎜⎝
1
2

∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 + 1
2

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠ ≥
1
2
‖𝐯‖2 ,

from which (4.1) follows with 𝜒 = 1
2 . □

Lemma 4.2 (Continuity of 𝐚𝜃). Assume that 𝛼 is sufficient large, then we have

|𝐚𝜃(𝐮,𝐯)| ≤ 2‖𝐮‖‖𝐯‖ , ∀𝐮, 𝐯 ∈ ℎ. (4.4)

Proof. For any 𝐮, 𝐯 ∈ ℎ and following the similar steps in the proof of Lemma 4.1, we have

|𝐚𝜃(𝐮,𝐯)| = 2𝜇
⎛⎜⎜⎜⎝
∑
𝑇∈ℎ

(𝜖(𝐮), 𝜖(𝐯))𝑇 −
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

({𝜖(𝐯)}𝐧𝑒. [[𝐯]])𝑒

+𝜃
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

([[𝐮]] ,{𝜖(𝐯)}𝐧𝑒)𝑒 +
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
([[𝐮]] , [[𝐯]])𝑒

⎞⎟⎟⎟⎠
≤ 2𝜇

⎧⎪⎨⎪
⎛⎜⎜⎝
∑
𝑇∈ℎ

‖𝜖(𝐮)‖20,𝑇 ⎞⎟⎟⎠
1
2 ⎛⎜⎜⎝

∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 ⎞⎟⎟⎠
1
2

⎩
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+
⎛⎜⎜⎜⎝

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

ℎ𝑒
𝛼

‖{𝜖(𝐮)}𝐧𝑒‖20,𝑒
⎞⎟⎟⎟⎠
1
2 ⎛⎜⎜⎜⎝

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠
1
2

+ |𝜃| ⎛⎜⎜⎜⎝
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐮]]‖20,𝑒

⎞⎟⎟⎟⎠
1
2 ⎛⎜⎜⎜⎝

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

ℎ𝑒
𝛼

‖{𝜖(𝐯)}𝐧𝑒‖20,𝑒
⎞⎟⎟⎟⎠
1
2

+
⎛⎜⎜⎜⎝

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐮]]‖20,𝑒

⎞⎟⎟⎟⎠
1
2 ⎛⎜⎜⎜⎝

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠
1
2
⎫⎪⎪⎬⎪⎪⎭
.

Using Cauchy-Schwarz inequality then shows that

|𝐚𝜃(𝐮,𝐯)| ≤ 2𝜇
⎛⎜⎜⎜⎝
∑
𝑇∈ℎ

‖𝜖(𝐮)‖20,𝑇 +
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

ℎ𝑒
𝛼

‖{𝜖(𝐮)}𝐧𝑒‖20,𝑒 + (1 + |𝜃|) ∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐮]]‖20,𝑒

⎞⎟⎟⎟⎠
1
2

⋅

⎛⎜⎜⎜⎝
∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 + |𝜃| ∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

ℎ𝑒
𝛼

‖{𝜖(𝐯)}𝐧𝑒‖20,𝑒 + 2
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠
1
2

.

The trace inequality, (2.2) and the fact that |𝜃| ≤ 1 then lead to

|𝐚𝜃(𝐮,𝐯)| ≤ 2𝜇
⎡⎢⎢⎢⎣
(
1 + 𝐶

𝛼

) ∑
𝑇∈ℎ

‖𝜖(𝐮)‖20,𝑇 + 2
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐮]]‖20,𝑒

⎤⎥⎥⎥⎦
1∕2

⋅

⎡⎢⎢⎢⎣
(
1 + 𝐶

𝛼

) ∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 + 2
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎤⎥⎥⎥⎦
1∕2

.

Then, (4.4) follows directly when we choose 𝛼 > 𝐶 and we note that, as in the proof of Lemma 4.1, the constant 𝐶 may depend on 𝐶𝑡 from (2.2) but 
is otherwise independent of the mesh size ℎ and 𝜇. □

4.2. Discrete inf-sup condition and continuity of 𝐛

Next, we prove the discrete inf-sup condition for the pair of ℎ and ℎ. In order to prove the inf-sup condition, and later the error estimates, we 
need an interpolation operator from [𝐻1(Ω)]𝑑 to the EG finite-element space, ℎ, with a commutativity property. Such an interpolation operator, 
Πℎ, was introduced in [35], and we state some useful properties of Πℎ here.

Proposition 4.3. There exists an interpolation operator Πℎ ∶ [𝐻1(Ω)]𝑑 → ℎ that satisfies the following properties.

|𝐯−Πℎ𝐯|𝑗 ≤ 𝐶ℎ𝑚−𝑗 |𝐯|𝑚, 0 ≤ 𝑗 ≤𝑚 ≤ 2, ∀𝐯 ∈ [𝐻2(Ω)]𝑑 , (4.5a)

|∇ ⋅ (𝐯−Πℎ𝐯)|𝑗 ≤ 𝐶ℎ1−𝑗 |∇ ⋅ 𝐯|1, 𝑗 = 0,1, ∀𝐯 ∈ [𝐻2(Ω)]𝑑 , (4.5b)

(∇ ⋅ (𝐯−Πℎ𝐯),1)𝑇 = 0, ∀𝑇 ∈ ℎ, (4.5c)

0(∇ ⋅ 𝐯) = ∇ ⋅ (Πℎ𝐯), ∀𝑇 ∈ ℎ, (4.5d)

where 0 ∶𝐻1(Ω) →ℎ is the local 𝐿2-projection and satisfies

|𝑤−0𝑤|𝑗 ≤ 𝐶ℎ1−𝑗 |𝑤|1, 𝑗 = 0,1, ∀𝑤 ∈𝐻1(Ω).

Lemma 4.4. For any 𝐯 ∈ [𝐻1
0,𝐷(Ω)]

𝑑 ,

‖𝐯−Πℎ𝐯‖ ≤√
2𝜇𝐶|𝐯|1, (4.6a)

‖Πℎ𝐯‖ ≤√
2𝜇𝐶∗|𝐯|1. (4.6b)
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Proof. The first inequality, (4.6a), is a direct consequence of (4.5a) and (2.1):

‖𝐯−Πℎ𝐯‖2 = 2𝜇
⎡⎢⎢⎢⎣
∑
𝑇∈ℎ

‖𝜖(𝐯−Πℎ𝐯)‖20,𝑇 +
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯−Πℎ𝐯

]] ‖20,𝑒
⎤⎥⎥⎥⎦ .

To prove (4.6b), we first recall that [[𝐯]] = 0 on every 𝑒 ∈ 𝐼
ℎ
∪ 𝜕,𝐷

ℎ
. Therefore,

‖𝐯‖ =
√
2𝜇‖𝜖(𝐯)‖0, ∀𝐯 ∈ [𝐻1

0,𝐷(Ω)]
𝑑 .

Then, the bound in (4.6a) and the triangle inequality give the desired result. □

Using the result above, we now prove the inf-sup condition.

Lemma 4.5. For a sufficiently large 𝛼, there exists a constant 𝛽 > 0, independent of ℎ and 𝜇, such that

inf
𝑞∈ℎ

sup
𝐯∈ℎ

𝐛(𝐯, 𝑞)‖𝐯‖‖𝑞‖0 ≥ 𝛽√
2𝜇

. (4.7)

Proof. For any 𝑞 ∈ℎ ⊆ 𝐿2(Ω), there exists a vector 𝐯 ∈ [𝐻1
0,𝐷(Ω)]

𝑑 and a constant 𝐶∗∗ > 0 such that [43,44]

∇ ⋅ 𝐯 = −𝑞 and |𝐯|1 ≤ 𝐶∗∗‖𝑞‖0. (4.8)

Then, using (4.5c), (4.6b), (4.8), followed by the trace inequality, we have

𝐛(Πℎ𝐯, 𝑞)‖Πℎ𝐯‖ =
−
∑

𝑇∈ℎ (𝑞,∇ ⋅Πℎ𝐯)𝑇‖Πℎ𝐯‖ +

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

({𝑞} ,
[[
Πℎ𝐯

]]
⋅ 𝐧𝑒)𝑒‖Πℎ𝐯‖

=
−
∑

𝑇∈ℎ (𝑞,∇ ⋅ 𝐯)𝑇‖Πℎ𝐯‖ +

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

({𝑞}𝐧𝑒,
[[
Πℎ𝐯

]]
)𝑒‖Πℎ𝐯‖

≥ ‖𝑞‖20√
2𝜇𝐶∗𝐶∗∗‖𝑞‖0 −

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

‖{𝑞}𝐧𝑒‖0,𝑒‖ [[Πℎ𝐯
]] ‖0,𝑒‖Πℎ𝐯‖

≥ ‖𝑞‖20√
2𝜇𝐶∗𝐶∗∗‖𝑞‖0 − 1‖Πℎ𝐯‖

⎛⎜⎜⎜⎝
1
2𝜇

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

ℎ𝑒
𝛼

‖{𝑞}𝐧𝑒‖20,𝑒
⎞⎟⎟⎟⎠
1
2 ⎛⎜⎜⎜⎝2𝜇

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[Πℎ𝐯

]] ‖20,𝑒
⎞⎟⎟⎟⎠
1
2

≥ ‖𝑞‖20√
2𝜇𝐶∗𝐶∗∗‖𝑞‖0 −

√
𝐶√

2𝜇
√
𝛼

‖𝑞‖0‖Πℎ𝐯‖‖Πℎ𝐯‖
= 1√

2𝜇

(
1

𝐶∗𝐶∗∗ −
√
𝐶√
𝛼

)‖𝑞‖0,
where 𝐶 depends on 𝐶𝑡 from (2.2). If 𝛼 is sufficiently large, then ( 1

𝐶∗𝐶∗∗ −
√
𝐶√
𝛼
) is positive, and the inf-sup condition (4.7) holds true with 𝛽 =

( 1
𝐶∗𝐶∗∗ −

√
𝐶√
𝛼
). □

In the next lemma, we show the continuity of the bilinear form 𝐛(⋅, ⋅).

Lemma 4.6. For any 𝐯 ∈ ℎ and 𝑞 ∈ℎ, for sufficiently large 𝛼, the bilinear form 𝐛(⋅, ⋅) is continuous:

|𝐛(𝐯, 𝑞)| ≤ √
𝑑√
2𝜇

‖𝑞‖0‖𝐯‖ .
Proof. By the Cauchy-Schwarz inequality,||||||

∑
𝑇∈ℎ

(𝑞,∇ ⋅ 𝐯)𝑇
||||||
2

≤
⎛⎜⎜⎝
∑
𝑇∈ℎ

‖𝑞‖20,𝑇 ⎞⎟⎟⎠
⎛⎜⎜⎝
∑
𝑇∈ℎ

‖∇ ⋅ 𝐯‖20,𝑇 ⎞⎟⎟⎠ = ‖𝑞‖20 ∑
𝑇∈ℎ

‖∇ ⋅ 𝐯‖20,𝑇 .
Using this bound,

|𝐛(𝐯, 𝑞)| = |||||||−
∑
𝑇∈ℎ

(𝑞,∇ ⋅ 𝐯) +
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

({𝑞} , [[𝐯]] ⋅ 𝐧𝑒)𝑒

|||||||
≤ 1√

2𝜇
‖𝑞‖0√2𝜇

⎛⎜⎜ ∑
𝑇∈

‖∇ ⋅ 𝐯‖20,𝑇 ⎞⎟⎟
1
2

⎝ ℎ ⎠
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+
⎛⎜⎜⎜⎝
1
2𝜇

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

ℎ𝑒
𝛼

‖{𝑞}𝐧𝑒‖20,𝑒
⎞⎟⎟⎟⎠
1
2 ⎛⎜⎜⎜⎝2𝜇

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠
1
2

.

Then, the trace inequality (2.2) leads to

|𝐛(𝐯, 𝑞)| ≤ 1√
2𝜇

‖𝑞‖0 ⎛⎜⎜⎝2𝜇
∑
𝑇∈ℎ

‖∇ ⋅ 𝐯‖20,𝑇 ⎞⎟⎟⎠
1
2

+ 1√
2𝜇

√
𝐶√
𝛼
‖𝑞‖0 ⎛⎜⎜⎜⎝2𝜇

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠
1
2

≤ 1√
2𝜇

‖𝑞‖0 ⎛⎜⎜⎝2𝜇 𝑑
∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 ⎞⎟⎟⎠
1
2

+ 1√
2𝜇

√
𝐶√
𝛼
‖𝑞‖0 ⎛⎜⎜⎜⎝2𝜇

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠
1
2

≤
√
𝑑√
2𝜇

‖𝑞‖0‖𝐯‖
provided 𝛼 > 𝐶 , which completes the proof. □

4.3. Babuska’s theory

In the previous two subsections, we verified the assumptions on the bilinear forms 𝐚𝜃 and 𝐛 via Brezzi’s theory [3], which naturally implies the 
well-posedness of the EG scheme (3.2). In order to simplify the convergence analysis as well as develop the parameter-robust preconditioners, we 
also present the well-posedness following Babuska theory [2]. Let 𝒙 = (𝐮, 𝑝) ∈𝑿ℎ and 𝒚 = (𝐯, 𝑞) ∈𝑿ℎ, where 𝑿ℎ = ℎ ×ℎ is fixed.1 We first define 
the following composite bilinear form corresponding to the EG scheme, (3.2).

(𝒙,𝒚) ∶= 𝐚𝜃(𝐮,𝐯) + 𝐛(𝒗, 𝑝) + 𝐛(𝐮, 𝑞).

In addition, we also define a weighted norm on the space 𝑿ℎ as follows, for 𝒙 ∈𝑿ℎ,

‖𝒙‖2
𝑿ℎ

∶= ‖𝐮‖2 + 1
2𝜇

‖𝑝‖20.
In the following well-posedness result, the constants Γ and 𝛾 only depend on the spatial dimension 𝑑, the coercivity constant 𝜒 in (4.1), and the 

inf-sup constant 𝛽 in (4.7). The estimates are robust with respect to other parameters in the problem including 𝜇 and ℎ, which also implies that the 
EG scheme (3.2) is well-posed.

Theorem 4.7. For a sufficiently large 𝛼, the bilinear form  is continuous and satisfies the inf-sup condition. That is, there exist positive constants Υ and 𝛾 , 
independent of ℎ, such that

|(𝒙,𝒚)| ≤Υ‖𝒙‖𝑿ℎ
‖𝒚‖𝑿ℎ

, ∀𝒙,𝒚 ∈𝑿ℎ, (4.9)

inf
𝒙∈𝑿ℎ

sup
𝒚∈𝑿ℎ

|(𝒙,𝒚)|‖𝒙‖𝑿ℎ
‖𝒚‖𝑿ℎ

≥ 𝛾. (4.10)

Proof. For the continuity of , using Lemmas 4.2 and 4.6, we have

|(𝒙,𝒚)| = |𝐚𝜃(𝐮,𝐯) + 𝐛(𝒗, 𝑝) + 𝐛(𝐮, 𝑞)|
≤ 2‖𝐮‖‖𝐯‖ +

√
𝑑√
2𝜇

‖𝑝‖0‖𝐯‖ +
√
𝑑√
2𝜇

‖𝑞‖0‖𝐮‖
=
(‖𝐯‖ 1√

2𝜇
‖𝑞‖0 )(

2
√
𝑑√

𝑑 0

)( ‖𝐮‖
1√
2𝜇

‖𝑝‖0
)

≤ (
1 +

√
𝑑 + 1

)‖𝒙‖𝑿ℎ
‖𝒚‖𝑿ℎ

.

This implies the continuity of  (4.9) with Υ =
(
1 +

√
𝑑 + 1

)
.

To show the inf-sup condition, (4.10), for any given 𝒙 = (𝐮, 𝑝) ∈𝑿ℎ, we take 𝐯 = 𝐮 + 𝑡
𝛽√
2𝜇
𝐰 and 𝑞 = −𝑝, where 𝐰 is chosen based on the inf-sup 

condition (4.7) such that 𝐛(𝐰, 𝑝) ≥ 𝛽√
2𝜇

‖𝑝‖0‖𝐰‖ . Since this inequality is invariant with respect to any scaling of 𝐰, we may choose 𝐰 such that ‖𝐰‖ = ‖𝑝‖0. Then, using Lemmas 4.2 and 4.6,
1 To avoid unnecessary complications in the notation, in this subsection, the pair (𝐮, 𝑝) denotes a generic element from 𝑿ℎ instead of the solution to (1.1a)–(1.1d).
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(𝒙,𝒚) = 𝐚𝜃(𝐮,𝐮+ 𝑡
𝛽√
2𝜇

𝐰) + 𝐛(𝐮+ 𝑡
𝛽√
2𝜇

𝐰, 𝑝) − 𝐛(𝐮, 𝑝)

= 𝐚𝜃(𝐮,𝐮) + 𝑡
𝛽√
2𝜇

𝐚𝜃(𝐮,𝐰) + 𝑡
𝛽√
2𝜇

𝐛(𝐰, 𝑝)

≥ 𝜒‖𝐮‖2 − 2𝑡 𝛽√
2𝜇

‖𝐮‖‖𝐰‖ + 𝑡
𝛽2

2𝜇
‖𝑝‖0‖𝐰‖

= 𝜒‖𝐮‖2 − 2𝑡‖𝐮‖ (
𝛽√
2𝜇

‖𝑝‖0)+ 𝑡

(
𝛽2

2𝜇
‖𝑝‖20)

=
(‖𝐮‖ 𝛽√

2𝜇
‖𝑝‖0 )(

𝜒 −𝑡
−𝑡 𝑡

)( ‖𝐮‖
𝛽√
2𝜇

‖𝑝‖0
)
.

If 0 < 𝑡 < 𝜒 , the matrix is symmetric positive and definite and, therefore, there exists 𝛾0 such that

(𝒙,𝒚) ≥ 𝛾0

(‖𝐮‖2 + 𝛽2

2𝜇
‖𝑝‖20) ≥ 𝛾̃‖𝒙‖2

𝑿ℎ
,

where 𝛾̃ = 𝛾0 min{1, 𝛽2}. In addition, it is straightforward to show that ‖𝒚‖𝑿ℎ
= ‖(𝒗, 𝑞)‖𝑿ℎ

≤ 𝛾̄‖𝒙‖𝑿ℎ
for some constant 𝛾̄ > 0. Therefore,  satis-

fies (4.10) with 𝛾 = 𝛾̃∕𝛾̄ . □

5. Convergence analysis

Now that we have established the well-posedness of the EG scheme, we next prove optimal error estimates for the velocity 𝐮ℎ and the pressure 
𝑝ℎ. To facilitate the analysis, we introduce the following variables:

𝜂𝐮 = 𝐮−Πℎ𝐮, 𝜉𝐮 =Πℎ𝐮− 𝐮ℎ,

𝜂𝑝 = 𝑝−0𝑝, 𝜉𝑝 = 0𝑝− 𝑝ℎ.

The interpolation error estimates for 𝜂𝐮 and 𝜂𝑝 are well-known, so we need only to prove the error estimates for the auxiliary variables, 𝜉𝐮 and 𝜉𝑝. 
From the consistency equations, (3.3), we derive the following error equations:

𝐚𝜃(𝜉𝐮,𝐯) + 𝐛(𝐯, 𝜉𝑝) = −𝐚𝜃(𝜂𝐮,𝐯) − 𝐛(𝐯, 𝜂𝑝), ∀𝐯 ∈ ℎ, (5.1a)

𝐛(𝜉𝐮, 𝑞) = −𝐛(𝜂𝐮, 𝑞), ∀𝑞 ∈ℎ. (5.1b)

By summing (5.1a) and (5.1b), we rewrite the error equations in terms of the composite bilinear form, , as follows:
(𝜉𝒙,𝐲) = −(𝜂𝒙,𝐲), ∀𝐲 = (𝐯, 𝑞) ∈𝑿ℎ,

where 𝜉𝒙 = (𝜉𝐮, 𝜉𝑝) ∈𝑿ℎ and 𝜂𝒙 = (𝜂𝐮, 𝜂𝑝). Note that this also implies the consistency of .

Lemma 5.1. Assume that the exact solution, (𝐮, 𝑝), belongs to [𝐻2(Ω)]𝑑 ×𝐻1(Ω). If 𝛼 is large enough, we have(‖𝜉𝐮‖2 + 1
2𝜇

‖𝜉𝑝‖20) 1
2
= ‖𝜉𝒙‖𝑿ℎ

≤ 𝐶𝛾−1ℎ

(√
𝜇(𝑑 + 1)‖𝐮‖2 +√

𝑑

𝜇
‖𝑝‖1) ,

where 𝐶 > 0 is independent of 𝜇 and ℎ.

Proof. By (4.10), we have(‖𝜉𝐮‖2 + 1
2𝜇

‖𝜉𝑝‖20) 1
2
= ‖𝜉𝒙‖𝑿ℎ

≤ 𝛾−1 sup
𝐲∈𝑿ℎ

|(𝜉𝒙,𝐲)|‖𝐲‖𝑿ℎ

= 𝛾−1 sup
𝐲∈𝑿ℎ

|(𝜂𝒙,𝐲)|‖𝐲‖𝑿ℎ

. (5.2)

Note that

|(𝜂𝒙,𝐲)| ≤ |𝐚𝜃(𝜂𝐮,𝐯)|+ |𝑏(𝐯, 𝜂𝑝)|+ |𝑏(𝜂𝐮, 𝑞)|.
To bound the first term, |𝐚𝜃(𝜂𝐮, 𝐯)|, we follow the same steps shown in the proof of Lemma 4.2 and use the trace inequality (2.1):

|𝐚𝜃(𝜂𝐮,𝐯)| ≤ 2𝜇
⎛⎜⎜⎜⎝
∑
𝑇∈ℎ

‖𝜖(𝜂𝐮)‖20,𝑇 +
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

ℎ𝑒
𝛼

‖{𝜖(𝜂𝐮)}𝐧𝑒‖20,𝑒 + (1 + |𝜃|) ∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝜂𝐮]] ‖20,𝑒

⎞⎟⎟⎟⎠
1
2

⋅

⎛⎜⎜⎜
∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 + |𝜃| ∑
𝑒∈𝐼∪𝜕,𝐷

ℎ𝑒

𝛼
‖{𝜖(𝐯)}𝐧𝑒‖20,𝑒 + 2

∑
𝑒∈𝐼∪𝜕,𝐷

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟
1
2

⎝ ℎ ℎ ℎ ℎ ⎠
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≤ 2𝜇
⎛⎜⎜⎝
∑
𝑇∈ℎ

‖𝜂𝐮‖21,𝑇 + 𝐶

𝛼

∑
𝑇∈ℎ

(‖𝜂𝐮‖21,𝑇 + ℎ2
𝑇
‖𝜂𝐮‖22,𝑇)+𝐶𝛼

∑
𝑇∈ℎ

1
ℎ2
𝑇

(‖𝜂𝐮‖20,𝑇 + ℎ2
𝑇
‖𝜂𝐮‖21,𝑇)⎞⎟⎟⎠

1
2

⋅

⎛⎜⎜⎜⎝
(
1 + 𝐶

𝛼

) ∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 + 2
∑

𝑒∈𝐼
ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠
1∕2

≤ 𝐶ℎ
√
𝜇‖𝐮‖2‖𝐯‖ .

For the second term, mimicking the steps in the proof of Lemma 4.6, we have

|𝐛(𝐯, 𝜂𝑝)|
≤ 1√

2𝜇
‖𝜂𝑝‖0√2𝜇

⎛⎜⎜⎝
∑
𝑇∈ℎ

‖∇ ⋅ 𝐯‖20,𝑇 ⎞⎟⎟⎠
1
2

+
⎛⎜⎜⎜⎝
1
2𝜇

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

ℎ𝑒

𝛼
‖{𝜂𝑝}𝐧𝑒‖20,𝑒

⎞⎟⎟⎟⎠
1
2 ⎛⎜⎜⎜⎝2𝜇

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠
1
2

≤ 1√
2𝜇

‖𝜂𝑝‖0 ⎛⎜⎜⎝2𝜇 𝑑
∑
𝑇∈ℎ

‖𝜖(𝐯)‖20,𝑇 ⎞⎟⎟⎠
1
2

+ 1√
2𝜇

√
𝐶√
𝛼

⎛⎜⎜⎝
∑
𝑇∈ℎ

(‖𝜂𝑝‖20,𝑇 + ℎ2
𝑇
‖𝜂𝑝‖1,𝑇 )⎞⎟⎟⎠

1
2 ⎛⎜⎜⎜⎝2𝜇

∑
𝑒∈𝐼

ℎ
∪𝜕,𝐷

ℎ

𝛼

ℎ𝑒
‖ [[𝐯]]‖20,𝑒

⎞⎟⎟⎟⎠
1
2

≤ 𝐶ℎ

(√
𝑑√
𝜇
‖𝑝‖1)‖𝐯‖ .

Similarly, we obtain the following estimate for the third term,

|𝐛(𝜂𝐮, 𝑞)| ≤ 𝐶ℎ
(√

𝜇𝑑‖𝐮‖2)(
1√
𝜇
‖𝑞‖0) .

Therefore,

|(𝜂𝒙,𝐲)| ≤ 𝐶ℎ

[(√
𝜇‖𝐮‖2)‖𝐯‖ +

(√
𝑑√
𝜇
‖𝑝‖1)‖𝐯‖ +

(√
𝜇𝑑‖𝐮‖2)(

1√
𝜇
‖𝑞‖0)]

≤ 𝐶ℎ

(
𝜇‖𝐮‖22 + 𝑑

𝜇
‖𝑝‖21 + 𝜇𝑑‖𝐮‖22) 1

2
(‖𝐯‖2 + ‖𝐯‖2 + 1

𝜇
‖𝑞‖20) 1

2

≤ 𝐶ℎ

(
𝜇(𝑑 + 1)‖𝐮‖22 + 𝑑

𝜇
‖𝑝‖21) 1

2 ‖𝐲‖𝑿ℎ
.

Substituting the above inequality back into (5.2) completes the proof. □

Now, based on the interpolation error estimates for 𝜂𝐮 and 𝜂𝑝, we immediately have the following convergence results of the EG scheme, (3.2).

Theorem 5.2. Let (𝐮, 𝑝) be the solution to (1.1) and (𝐮ℎ, 𝑝ℎ) be the solution to the EG scheme in (3.2). If we assume that (𝐮, 𝑝) belongs to [𝐻2(Ω)]𝑑 ×𝐻1(Ω), 
then we have the following error estimates:

‖𝐮− 𝐮ℎ‖ ≤ 𝐶ℎ

(√
𝜇(𝑑 + 1)‖𝐮‖2 +√

𝑑

𝜇
‖𝑝‖1) , (5.3)

‖𝑝− 𝑝ℎ‖0 ≤ 𝐶ℎ
(
𝜇
√
(𝑑 + 1)‖𝐮‖2 + (1 +

√
𝑑)‖𝑝‖1) , (5.4)

where 𝐶 > 0 is independent of ℎ and 𝜇.

Proof. Error estimates (5.3) and (5.4) are direct consequences of Lemma 5.1, interpolation error estimates of 𝜂𝐮 and 𝜂𝑝, and the triangle inequal-
ity. □

6. Block preconditioners

When discretizing the Stokes equations, we obtain a large-scale, ill-conditioned linear system. We consider iterative solution techniques and 
use Krylov subspace methods to solve the system of equations. In order to accelerate the convergence of Krylov subspace methods, following the 
general framework developed in [45–47], we develop robust block preconditioners by taking advantage of the well-posedness of the proposed EG 
discretization.

The linear system resulting from the EG method for solving (3.2) can be written in the following two-by-two block form:

𝒙 = 𝒃,  =
(
𝑨 𝑩𝑇

𝑩 𝟎

)
, 𝒙 =

(
𝐮ℎ
𝑝ℎ

)
, and 𝒃 =

(
𝒇

𝒈

)
, (6.1)

where 𝐚𝜃(𝐮, 𝐯) →𝑨, 𝐛(𝐯, 𝑝) →𝑩, 𝐅𝜃(𝐯) → 𝒇 , and ∑
𝑒∈𝜕,𝑑 ({𝑤}, 

[[
𝐠
]]
⋅ 𝐧𝑒)𝑒 → 𝒈 represent the discrete version of the weak formulation.
ℎ
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6.1. Block diagonal preconditioner

Based on the well-posedness result (Theorem 4.7) and the framework proposed in [45,46], a natural choice for a norm-equivalent preconditioner 
is the Riesz operator with respect to the inner product corresponding to the weighted norm ‖ ⋅ ‖𝑿ℎ

. This leads to the following block diagonal 
preconditioner in matrix form:

𝐷 =

(
𝑨 0
0 1

2𝜇𝑴𝑝

)−1

,

where (𝐮ℎ, 𝐯ℎ) →𝑨 and (𝑝ℎ, 𝑞ℎ) →𝑴𝑝. Note that, even for different choices of 𝜃, 𝑨 is SPD since it corresponds to the energy norm. In practice, 
applying the preconditioner 𝐷 involves inverting the diagonal blocks, which could be expensive and sometimes infeasible for large-scale ill-
conditioned problems. Therefore, we replace the inverse of the diagonal blocks of 𝐷 by their spectral equivalent SPD approximations and define 
an inexact block diagonal preconditioner,

𝐷 =
(
𝑯 0
0 𝑯𝑝

)
,

where

𝑐1,𝐮(𝑯𝐮,𝐮) ≤ (𝑨−1 𝐮,𝐮) ≤ 𝑐2,𝐮(𝑯𝐮,𝐮), (6.2)

𝑐1,𝑝(𝑯𝑝𝑝, 𝑝) ≤ (2𝜇𝑴−1
𝑝 𝑝, 𝑝) ≤ 𝑐2,𝑝(𝑯𝑝𝑝, 𝑝), (6.3)

for some constants 𝑐1,𝐮, 𝑐2,𝐮, 𝑐1,𝑝, 𝑐2,𝑝 > 0 that are independent of ℎ and 𝜇. For example, we can use the method developed in [35] or a multigrid 
method to define 𝑯 and solve 𝑨 . Since 𝑴𝑝 is diagonal, it can be inverted exactly and, therefore, we use 𝑯𝑝 = 2𝜇𝑴−1

𝑝 . Both 𝐷 and 𝐷 can be 
applied to the minimal residual (MINRes) method or the generalized MINRes (GMRes) method and the resulting iterative method is parameter-robust 
based on the general framework in [45,46]. We summarize the results in the following theorem.

Theorem 6.1. If 𝛼 is sufficiently large and (6.2) and (6.3) hold with constants independent of parameters 𝜇 and ℎ, then,

𝜅(𝐷) =(1) and 𝜅(𝐷) =(1),
where 𝜅(⋅) is the condition number of a matrix.

6.2. Block triangular preconditioner

Similarly, following the framework presented in [45,48,49], we can also develop block triangular preconditioners (field-of-value-equivalent 
preconditioners). Based on the well-posedness, Theorem 4.7, and the Riesz operator, 𝐷, we consider the following block lower triangular precon-
ditioner,

𝐿 =

(
𝑨 0
𝑩

1
2𝜇𝑴𝑝

)−1

and upper triangular preconditioner,

𝑈 =

(
𝑨 𝑩𝑇

0 1
2𝜇𝑴𝑝

)−1

.

Again, in practice, the inversion of 𝑨 can be defined by the method proposed in [35] or a multigrid method, while 𝑴−1
𝑝 is computed exactly. These 

approaches provide spectral equivalent symmetric and positive definite approximations as shown in (6.2) and (6.3), and they define the following 
inexact block triangular preconditioners:

𝐿 =
(
𝑯−1 0
𝑩 𝑯−1

𝑝

)−1

and 𝑈 =
(
𝑯−1 𝑩𝑇

0 𝑯−1
𝑝

)−1

.

Following [45,48,49], we show that the block triangular preconditioners are field-of-value-equivalent with . Due to the length constraint of 
this paper and the fact the proofs are similar to those in [48,49], we only state the results here.

Theorem 6.2. Assume 𝛼 is sufficiently large and (6.2) and (6.3) hold with constants independent of parameters 𝜇 and ℎ. Furthermore, assume that ‖𝑰 −𝑯𝑨‖ ≤ 𝜌, 0 ≤ 𝜌 < 1. Then, there exist constants Υ1 and Υ2, independent of discretization or physical parameters, such that, for 𝟎 ≠ 𝒙 ∈ 𝐗ℎ or 
𝟎 ≠ 𝐱′ ∈𝑿′

ℎ
,

Υ1 ≤
(𝐿𝐱,𝐱)−1

𝐷

(𝐱,𝐱)−1
𝐷

,
‖𝐿𝐱‖−1

𝐷‖𝐱‖−1
𝐷

≤Υ2,

Υ1 ≤
(𝐿𝐱,𝐱)−1

𝐷

(𝐱,𝐱)−1
𝐷

,
‖𝐿𝐱‖−1

𝐷‖𝐱‖−1
𝐷

≤Υ2,

Υ1 ≤
(𝑈𝐱′,𝐱′)𝐷

(𝐱′,𝐱′)𝐷

,
‖𝑈𝐱‖𝐷‖𝐱′‖𝐷

≤Υ2,

Υ1 ≤
(𝑈𝐱′,𝐱′)𝐷

(𝐱′,𝐱′)𝐷

,
‖𝑈𝐱‖𝐷‖𝐱′‖𝐷

≤Υ2.
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Table 1

Example 7.1: Convergence study for the IIPG-EG method (𝜃 = 0). The penalty parameter is set to 
𝛼 = 1. Here, DoFs refers to the total number of degrees of freedom for each space.
ℎ DoFs ‖𝑢−𝑈‖ Rate DoFs ‖𝑝− 𝑃‖0 Rate

1/4 82 1.3624 0.00 32 1.1553 0.00

1/8 290 0.6706 1.12 128 0.4991 1.21

1/16 1090 0.3206 1.11 512 0.1914 1.38

1/32 4226 0.1545 1.07 2048 0.0726 1.39

1/64 16642 0.0756 1.04 8192 0.0286 1.34

Table 2

Example 7.1. Iteration counts for the block preconditioners.
ℎ 𝐷 𝐿 𝑈 𝐷 𝐿 𝑈

1/8 22 11 11 22 14 17

1/16 24 12 12 24 15 18

1/32 24 11 11 24 15 18

1/64 22 11 10 24 14 20

Here, given a symmetric positive definite matrix , (𝐱, 𝐲) ∶= (𝐱, 𝐲) denotes its induced inner product and the corresponding norm is defined as ‖𝐱‖ ∶=√
(𝐱,𝐱).

Such block triangular preconditioners are applied to GMRes and, following the framework in [45,48], provide parameter-robust iterative methods 
for solving the proposed EG discretizations.

7. Numerical results

We now present several numerical examples in order to validate the convergence analysis and the performance of the proposed linear solver 
with the preconditioner. In addition, mixed boundary conditions and different viscosities are tested to investigate the capability of our method. For 
all examples in this section, we focus on the IIPG method (𝜃 = 0) because it exposes the difficulties in approximating the solution to the Stokes 
equations and in preconditiong the resulting non-symmetric linear system robustly. All numerical experiments, including the implementation of EG 
discretization and the preconditioned linear solvers, were implemented using the finite-element and solver library HAZmath [50].

For testing the performance of the block preconditioners, flexible GMRes is used to solve the linear systems (6.1) obtained by the EG discretiza-
tion (3.2a)-(3.2b). A stopping tolerance of 10−6 is used for the relative residual ( ‖𝒃−𝒙𝑘‖‖𝒃‖ ) of the linear system (6.1), where 𝒙𝑘 is the 𝑘-th iteration 
of the flexible GMRes method. For the implementation of 𝐷 , 𝐿, and 𝑈 , we use 𝑨 instead of 𝑨 as the first diagonal block in order to make our 
preconditioner more user-friendly (note that 𝑨 needs to be assembled separately) and then solve it exactly by using the UMFPACK library [51]. 
Based on Lemma 4.1 and 4.2 and Theorem 6.1 and 6.2, this still gives robust preconditioners which will be confirmed by our numerical experiments. 
For the implementation of 𝐷 , 𝐿, and 𝑈 , the action of 𝑨−1 is approximated by the GMRes method with the preconditioner proposed in [35], 
which was specially designed for the EG scheme. To be more precise, we use a multiplicative version preconditioner in which the continuous 
linear element part is solved by one step of a V-cycle-smoothed aggregation algebraic multigrid method, and the Jaocbi method is used as a global 
smoother. Since we only need to solve the diagonal block 𝑨 approximately, a relative residual tolerance of 10−3 is used for the preconditioned 
GMRes method. On the other hand, since we use a piecewise constant space for the pressure, 𝑴𝑝 is a diagonal matrix which can be inverted easily. 
Therefore, we just invert the second diagonal block 1

2𝜇𝑴𝑝 exactly in all the block preconditioners.

7.1. Example 1: homogeneous Dirichlet boundary conditions

First, we consider the Stokes system (1.1), with homogeneous Dirichlet boundary conditions defined on a computational domain, Ω = [0, 1]2. The 
divergence-free (∇ ⋅ 𝐮 = 0), exact solutions are given as

𝐮 =
(
𝑢1
𝑢2

)
=
(

sin(𝜋𝑥) sin(𝜋𝑦)
cos(𝜋𝑥) cos(𝜋𝑦)

)
, 𝑝 = sin(𝜋𝑥) cos(𝜋𝑦)

with 𝜇 = 1.
The error is measured in the energy norm for the velocity and in the 𝐿2-norm for the pressure on uniform meshes with various mesh sizes 

ℎ = 2−𝐿, 𝐿 = 2, … , 6. The penalty parameter is set to 𝛼 = 1. The results of error computations are summarized in Table 1, where we observe optimal 
convergence rates in the both velocity and pressure. Next, Table 2 shows iterations counts for the block preconditioners with different mesh sizes. 
The number of iterations are relatively consistent for all cases, which shows that the proposed block preconditioners are robust with respect to the 
discretization parameters. The block lower and upper triangular preconditioners perform slightly better than the block diagonal preconditioners as 
expected, since they contain more coupling information of the original system.

7.2. Example 2: mixed boundary conditions

Next, we consider an example with mixed boundary conditions. Dirichlet boundary conditions are imposed on the left and the right side of the 
boundary, 𝜕Ω (i.e., 𝐮 = 𝐠 on 𝑥 = 0 and 𝑥 = 1), and Neumann boundary conditions are applied on the top and the bottom of the boundary, 𝜕Ω (i.e., 
(2𝜇𝜖(𝐮) − 𝑝𝐈)𝐧 = 𝐬 on 𝑦 = 0 and 𝑦 = 1). The rest of the setup is the same as in Example 1, and 𝐠 and 𝐬 are computed from the given exact solutions.

The computed results are presented in Table 3, and we observe that the EG method yields optimal convergence rates in both the velocity and 
the pressure. In addition, Table 4 results for the block preconditioners yield similar results to the previous example. Thus, the proposed block 
preconditioners are robust for this example as well.
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Table 3

Example 7.2: Convergence study for the IIPG-EG method (𝜃 = 0) with mixed boundary conditions. 
The penalty parameter is set to 𝛼 = 1. Here, DoFs refers to the total number of degrees of freedom 
for each space.
ℎ DoFs ‖𝑢−𝑈‖ Rate DoFs ‖𝑝− 𝑃‖0 Rate

1/4 82 1.4728 0.00 32 0.7767 0.00

1/8 290 0.6761 1.23 128 0.3554 1.12

1/16 1090 0.3165 1.14 512 0.1406 1.33

1/32 4226 0.1526 1.07 2048 0.0572 1.29

1/64 16642 0.0750 1.03 8192 0.0246 1.21

Table 4

Example 7.2. Iteration counts for the block preconditioners.
ℎ 𝐷 𝐿 𝑈 𝐷 𝐿 𝑈

1/8 20 9 9 20 14 9

1/16 20 10 9 22 14 9

1/32 20 10 9 22 14 9

1/64 20 9 8 25 14 9

Fig. 1. Example 3. The domain.

7.3. Example 3: channel flow with varying viscosities

In this example, we test a two-dimensional channel flow around a circular obstacle in the computational domain, Ω = [0, 1]2. A circular hole is 
centered at (0.5, 0.5) with radius 0.1 as shown in Fig. 1. We impose non-homogeneous boundary conditions as

𝐠 =
⎧⎪⎨⎪⎩
(4𝑦(1 − 𝑦),0)𝑇 if 𝑥 = 0,
(4𝑦(1 − 𝑦),0)𝑇 if 𝑥 = 1,
(0,0)𝑇 elsewhere,

(7.1)

and we test with several different viscosities: 𝜇 = 0.001, 0.01, 0.1, and 1. For all cases, the minimum mesh size is ℎ = 2−7, and the number of degrees 
of freedom for the velocity and the pressure are 25, 780 and 12, 718, respectively. The penalty coefficient is set to be 𝛼 = 1.

The vector fields of the velocity, streamlines of the velocity, and pressure values are illustrated in Figs. 2–5, corresponding to the increasing 
values of 𝜇 from 0.001 to 1. We observe less turbulent behavior in the velocity as 𝜇 increases (equivalent to the Reynolds number getting smaller) 
as expected.

Table 5 shows iterations counts for the block preconditioners. Here, we vary the physical parameter 𝜇 only while the tolerance is set to 10−6. 
Numerical results verify that the proposed block preconditioners are also effective for this more complicated test problem.

7.4. Example 4: channel flow with discontinuous viscosity

In this last example, we utilize the same domain, mesh, and boundary conditions, (7.1), as in Example 3, but we set a discontinuous viscosity as 
follows:

𝜇 =

{
1 if 𝑦 > 0.5,
0.01 if 𝑦 ≤ 0.5.

Fig. 6 illustrates the vector field of the velocity, the streamlines of the velocity, and the pressure values. Here, we see that EG provides numerical 
results without any spurious oscillations near the discontinuity. Additionally, Table 6 summarizes the iteration counts for the block preconditioners 
with the discontinuous 𝜇. The proposed block preconditioners still perform effectively in this case with a discontinuous viscosity.

8. Conclusions

In this paper, we have presented a new enriched Galerkin scheme for the Stokes equations based on the piecewise linear space for the velocity 
and piecewise constants for the pressure. As this “enrichment” involves adding only one degree of freedom per element, there are far fewer total 
S.-Y. Yi, X. Hu, S. Lee et al. Computers and Mathematics with Applications 120 (2022) 115–131
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Fig. 2. Example 7.3: The velocity and pressure profiles for 𝜇 = 0.001.

Fig. 3. Example 7.3: The velocity and pressure profiles for 𝜇 = 0.01.

Fig. 4. Example 7.3: The velocity and pressure profiles for 𝜇 = 0.1.
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Fig. 5. Example 7.3: The velocity and pressure profiles for 𝜇 = 1.

Table 5

Example 7.3. Iteration counts for the block preconditioners.
𝜇 𝐷 𝐿 𝑈 𝐷 𝐿 𝑈

1 31 16 13 32 21 25

0.1 34 18 16 36 23 24

0.01 41 21 21 42 28 27

0.001 47 25 25 45 30 30

Fig. 6. Example 7.4: The velocity and pressure values with a discontinuous viscosity.

Table 6

Example 7.4. Iteration counts for the block preconditioners.
𝐷 𝐿 𝑈 𝐷 𝐿 𝑈

137 73 66 136 93 88

degrees of freedom in this EG method than there are for a standard conforming continuous Galerkin approach, such as the ℙ2-ℙ1 or ℙ2-ℙ0 schemes 
and other nonconforming discontinuous Galerkin discretizations. Yet, we are able to prove the well-posedness of the new EG scheme and show, via 
an error analysis, an optimal order of convergence for the velocity in the energy norm and the pressure in the 𝐿2-norm. Moreover, due to the well-
posedness of the discrete system, we have shown that robust block preconditioners can be developed, yielding scalable results independent of the 
discretization and physical parameters. The numerical results confirm this robustness for a variety of test problems with varying types of boundary 
conditions, and with more complex fluid dynamic features such as varying viscosities that are both continuous and discontinuous. Future work 
involves expanding the results to three-dimensional geometries and validating block preconditioners for those test problems as well. Additionally, 
this approach can also be applied to other complex fluid problems such as Navier-Stokes and magnetohydrodynamics.
129



S.-Y. Yi, X. Hu, S. Lee et al. Computers and Mathematics with Applications 120 (2022) 115–131
References

[1] O.A. Ladyzhenskaya, The Mathematical Theory of Viscous Incompressible Flow, second English edition, revised and enlarged, Mathematics and Its Applications, vol. 2, Gordon and 
Breach, Science Publishers, New York-London-Paris, 1969, Translated from the Russian by Richard A. Silverman and John Chu.

[2] I. Babuška, The finite element method with Lagrangian multipliers, Numer. Math. 20 (1973) 179–192.
[3] F. Brezzi, On the existence, uniqueness and approximation of saddle-point problems arising from lagrangian multipliers, Rev. Française Automat. Informat. Recherche Opérationnelle 

Sér. Rouge 8 (1974) 129–151.
[4] V. Girault, P.-A. Raviart, Finite Element Methods for Navier-Stokes Equations. Theory and Algorithms, Springer Series in Computational Mathematics, vol. 5, Springer-Verlag, 

Berlin, 1986.
[5] F. Brezzi, M. Fortin, Mixed and Hybrid Finite Element Methods, Springer Series in Computational Mathematics, vol. 15, Springer-Verlag, New York, 1991.
[6] D. Boffi, F. Brezzi, M. Fortin, Mixed Finite Element Methods and Applications, Springer Series in Computational Mathematics, vol. 44, Springer, Heidelberg, 2013.
[7] A. Linke, Collision in a cross-shaped domain—a steady 2d Navier-Stokes example demonstrating the importance of mass conservation in CFD, Comput. Methods Appl. Mech. Eng. 

198 (41–44) (2009) 3278–3286, https://doi .org /10 .1016 /j .cma .2009 .06 .016.
[8] A. Linke, C. Merdon, M. Neilan, F. Neumann, Quasi-optimality of a pressure-robust nonconforming finite element method for the Stokes-problem, Math. Comput. 87 (312) (2018) 

1543–1566, https://doi .org /10 .1090 /mcom /3344.
[9] V. John, A. Linke, C. Merdon, M. Neilan, L.G. Rebholz, On the divergence constraint in mixed finite element methods for incompressible flows, SIAM Rev. 59 (3) (2017) 492–544, 

https://doi .org /10 .1137 /15M1047696.
[10] L.R. Scott, M. Vogelius, Norm estimates for a maximal right inverse of the divergence operator in spaces of piecewise polynomials, RAIRO Modél. Math. Anal. Numér. 19 (1) (1985) 

111–143, https://doi .org /10 .1051 /m2an /1985190101111.
[11] J. Guzmán, M. Neilan, Conforming and divergence-free Stokes elements on general triangular meshes, Math. Comput. 83 (285) (2014) 15–36, https://doi .org /10 .1090 /S0025 -

5718 -2013 -02753 -6.
[12] J. Guzmán, M. Neilan, Conforming and divergence-free Stokes elements in three dimensions, IMA J. Numer. Anal. 34 (4) (2014) 1489–1508, https://doi .org /10 .1093 /imanum /

drt053.

[13] M. Fortin, Calcul numérique des écoulements des fluides de bingham et des fluides newtoniens incompressibles par la méthode des éléments finis, Ph.D. thesis, Université de Paris 
VI, 1972.

[14] C. Bernardi, G. Raugel, Analysis of some finite elements for the Stokes problem, Math. Comput. 44 (169) (1985) 71–79, https://doi .org /10 .2307 /2007793.
[15] M. Crouzeix, P.-A. Raviart, Conforming and nonconforming finite element methods for solving the stationary Stokes equations. I, Rev. Française Automat. Informat. Recherche 

Opérationnelle Sér. Rouge 7 (R-3) (1973) 33–75.
[16] R. Kouhia, R. Stenberg, A linear nonconforming finite element method for nearly incompressible elasticity and Stokes flow, Comput. Methods Appl. Mech. Eng. 124 (3) (1995) 

195–212, https://doi .org /10 .1016 /0045 -7825(95 )00829 -P.
[17] J. Hu, M. Schedensack, Two low-order nonconforming finite element methods for the Stokes flow in three dimensions, IMA J. Numer. Anal. 39 (3) (2019) 1447–1470, https://

doi .org /10 .1093 /imanum /dry021.
[18] X. Li, H. Rui, A low-order divergence-free H(div)-conforming finite element method for Stokes flows, IMA J. Numer. Anal. (2021) drab080, https://doi .org /10 .1093 /imanum /

drab080.

[19] S. Sun, J. Liu, A locally conservative finite element method based on piecewise constant enrichment of the continuous Galerkin method, SIAM J. Sci. Comput. 31 (4) (2009) 
2528–2548.

[20] S. Lee, Y.-J. Lee, M.F. Wheeler, A locally conservative enriched Galerkin approximation and efficient solver for elliptic and parabolic problems, SIAM J. Sci. Comput. 38 (3) (2016) 
A1404–A1429.

[21] S. Lee, M.F. Wheeler, Adaptive enriched Galerkin methods for miscible displacement problems with entropy residual stabilization, J. Comput. Phys. 331 (2017) 19–37.
[22] N. Chaabane, V. Girault, B. Riviere, T. Thompson, A stable enriched Galerkin element for the Stokes problem, Appl. Numer. Math. 132 (2018) 1–21, https://doi .org /10 .1016 /j .

apnum .2018 .04 .008.
[23] J. Choo, S. Lee, Enriched Galerkin finite elements for coupled poromechanics with local mass conservation, Comput. Methods Appl. Mech. Eng. 341 (2018) 311–332.
[24] J. Vamaraju, M.K. Sen, J. De Basabe, M. Wheeler, Enriched Galerkin finite element approximation for elastic wave propagation in fractured media, J. Comput. Phys. 372 (2018) 

726–747, https://doi .org /10 .1016 /j .jcp .2018 .06 .049.
[25] D. Kuzmin, H. Hajduk, A. Rupp, Locally bound-preserving enriched Galerkin methods for the linear advection equation, Comput. Fluids 205 (2020) 104525, https://doi .org /10 .

1016 /j .compfluid .2020 .104525.
[26] A. Ouardghi, M. El-Amrani, M. Seaid, An enriched Galerkin-characteristics finite element method for convection-dominated and transport problems, Appl. Numer. Math. 167 (2021) 

119–142, https://doi .org /10 .1016 /j .apnum .2021 .04 .018.
[27] S. Lee, M.F. Wheeler, Enriched Galerkin methods for two-phase flow in porous media with capillary pressure, J. Comput. Phys. 367 (2018) 65–86.
[28] A. Rupp, S. Lee, Continuous Galerkin and enriched Galerkin methods with arbitrary order discontinuous trial functions for the elliptic and parabolic problems with jump conditions, 

J. Sci. Comput. 84 (1) (2020) 1–25.
[29] T. Kadeethum, H. Nick, S. Lee, F. Ballarin, Flow in porous media with low dimensional fractures by employing enriched Galerkin method, Adv. Water Resour. 142 (2020) 103620.
[30] T. Arbogast, Z. Tao, A direct mixed–enriched Galerkin method on quadrilaterals for two-phase Darcy flow, Comput. Geosci. 23 (5) (2019) 1141–1160, https://doi .org /10 .1007 /

s10596 -019 -09871 -2.
[31] M. Hauck, V. Aizinger, F. Frank, H. Hajduk, A. Rupp, Enriched Galerkin method for the shallow-water equations, GEM Int. J. Geomath. 11 (1) (2020) 1–25.
[32] V. Girault, X. Lu, M.F. Wheeler, A posteriori error estimates for Biot system using Enriched Galerkin for flow, Comput. Methods Appl. Mech. Eng. 369 (2020) 113185, https://

doi .org /10 .1016 /j .cma .2020 .113185.
[33] T. Kadeethum, S. Lee, H. Nick, Finite element solvers for Biot’s poroelasticity equations in porous media, Math. Geosci. 52 (8) (2020) 977–1015.
[34] T. Kadeethum, H. Nick, S. Lee, F. Ballarin, Enriched Galerkin discretization for modeling poroelasticity and permeability alteration in heterogeneous porous media, J. Comput. 

Phys. (2020) 110030.
[35] S.-Y. Yi, S. Lee, L. Zikatanov, Locking-free enriched Galerkin method for linear elasticity, SIAM J. Numer. Anal. 60 (1) (2022) 52–75, https://doi .org /10 .1137 /21M1391353.
[36] C. Bacuta, P.S. Vassilevski, S. Zhang, A new approach for solving Stokes systems arising from a distributive relaxation method, Numer. Methods Partial Differ. Equ. 27 (4) (2011) 

898–914, https://doi .org /10 .1002 /num .20560.
[37] P. Luo, C. Rodrigo, F.J. Gaspar, C.W. Oosterlee, Monolithic multigrid method for the coupled Stokes flow and deformable porous medium system, J. Comput. Phys. 353 (2018) 

148–168, https://doi .org /10 .1016 /j .jcp .2017 .09 .062.
[38] F.J. Gaspar, C. Rodrigo, E. Heidenreich, Geometric multigrid methods on structured triangular grids for incompressible Navier-Stokes equations at low Reynolds numbers, Int. J. 

Numer. Anal. Model. 11 (2) (2014) 400–411.
[39] J.H. Adler, T.R. Benson, S.P. MacLachlan, Preconditioning a mass-conserving discontinuous Galerkin discretization of the Stokes equations, Numer. Linear Algebra Appl. 24 (3) 

(2017) e2047, https://doi .org /10 .1002 /nla .2047.
[40] Q. Hong, J. Kraus, J. Xu, L. Zikatanov, A robust multigrid method for discontinuous Galerkin discretizations of Stokes and linear elasticity equations, Numer. Math. 132 (1) (2016) 

23–49, https://doi .org /10 .1007 /s00211 -015 -0712 -y.
[41] Y. Ma, Fast solvers for incompressible mhd systems, Ph.D. thesis, The Pennsylvania State University, State College, PA, 2016.
[42] R.A. Adams, J.J. Fournier, Sobolev Spaces, vol. 140, Elsevier, 2003.
[43] J. Gopalakrishnan, W. Qiu, Partial expansion of a Lipschitz domain and some applications, Front. Math. China 7 (2) (2012) 249–272, https://doi .org /10 .1007 /s11464 -012 -0189 -2.
[44] A. Ern, Finite Elements II: Galerkin Approximation, Elliptic and Mixed PDEs, vol. 73, Springer Nature, 2021.
[45] D. Loghin, A.J. Wathen, Analysis of preconditioners for saddle-point problems, SIAM J. Sci. Comput. 25 (6) (2004) 2029–2049, https://doi .org /10 .1137 /S1064827502418203.
[46] K.-A. Mardal, R. Winther, Preconditioning discretizations of systems of partial differential equations, Numer. Linear Algebra Appl. 18 (1) (2011) 1–40, https://doi .org /10 .1002 /

nla .716.
[47] Y. Ma, K. Hu, X. Hu, J. Xu, Robust preconditioners for incompressible mhd models, J. Comput. Phys. 316 (2016) 721–746.
[48] J.H. Adler, F.J. Gaspar, X. Hu, C. Rodrigo, L.T. Zikatanov, Robust block preconditioners for Biot’s model, in: International Conference on Domain Decomposition Methods, Springer, 

2017, pp. 3–16.
130

http://refhub.elsevier.com/S0898-1221(22)00263-2/bibAA4775D86B61BC87BE72D06A00DE1BF1s1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibAA4775D86B61BC87BE72D06A00DE1BF1s1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib3D082AD66FBCF4D327AB6199876E4B9Bs1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibF25BE857EEA7B99848617CB98056C53Bs1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibF25BE857EEA7B99848617CB98056C53Bs1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibFF0DF0F23F21350EA8B57CB661D57672s1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibFF0DF0F23F21350EA8B57CB661D57672s1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib87F48C91001D877C5EA785EECA3229DDs1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib37B2B2B34FD715AE526D5DD20CB66581s1
https://doi.org/10.1016/j.cma.2009.06.016
https://doi.org/10.1090/mcom/3344
https://doi.org/10.1137/15M1047696
https://doi.org/10.1051/m2an/1985190101111
https://doi.org/10.1090/S0025-5718-2013-02753-6
https://doi.org/10.1090/S0025-5718-2013-02753-6
https://doi.org/10.1093/imanum/drt053
https://doi.org/10.1093/imanum/drt053
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib2573E227D9B89E64FDA864B2C9D69382s1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib2573E227D9B89E64FDA864B2C9D69382s1
https://doi.org/10.2307/2007793
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibDE7B9B4B5C1B5F6781A97089AC1AE14Ds1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibDE7B9B4B5C1B5F6781A97089AC1AE14Ds1
https://doi.org/10.1016/0045-7825(95)00829-P
https://doi.org/10.1093/imanum/dry021
https://doi.org/10.1093/imanum/dry021
https://doi.org/10.1093/imanum/drab080
https://doi.org/10.1093/imanum/drab080
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibB2A74A9DD485709DF5C8B289F48C058Es1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibB2A74A9DD485709DF5C8B289F48C058Es1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib5B24D602C365E6932DDF0F5400AC25B6s1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib5B24D602C365E6932DDF0F5400AC25B6s1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibF817B9C8660595D0CD803232E04613DAs1
https://doi.org/10.1016/j.apnum.2018.04.008
https://doi.org/10.1016/j.apnum.2018.04.008
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibBB75AB7A82CE10C2183F91AC85042268s1
https://doi.org/10.1016/j.jcp.2018.06.049
https://doi.org/10.1016/j.compfluid.2020.104525
https://doi.org/10.1016/j.compfluid.2020.104525
https://doi.org/10.1016/j.apnum.2021.04.018
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib3B9559582A7DCC9B8EAEDA9DDE7E855Bs1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib7049A9BF08DE4692BAC749728839EB6Ds1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib7049A9BF08DE4692BAC749728839EB6Ds1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib801DA7E830B5FF35567325E7B2C58CC5s1
https://doi.org/10.1007/s10596-019-09871-2
https://doi.org/10.1007/s10596-019-09871-2
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibE4BA595760D384B3071DC5C742B92745s1
https://doi.org/10.1016/j.cma.2020.113185
https://doi.org/10.1016/j.cma.2020.113185
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib5A5B8456A2676CD8A30F8F58C6A34EFBs1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibFC6A57A4111C9B684C0AAE9EDCD80FE6s1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibFC6A57A4111C9B684C0AAE9EDCD80FE6s1
https://doi.org/10.1137/21M1391353
https://doi.org/10.1002/num.20560
https://doi.org/10.1016/j.jcp.2017.09.062
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib37787343371205FDCD4A2288EBF5B27Es1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib37787343371205FDCD4A2288EBF5B27Es1
https://doi.org/10.1002/nla.2047
https://doi.org/10.1007/s00211-015-0712-y
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibDD02F3244AAA8C5C2876BDC51134BABDs1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibE7EB3546510D1834D91AF58B8BFE4EA0s1
https://doi.org/10.1007/s11464-012-0189-2
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib2F648D49D23DFF0B24D4BB9E4752037Es1
https://doi.org/10.1137/S1064827502418203
https://doi.org/10.1002/nla.716
https://doi.org/10.1002/nla.716
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib7BDBFCBFBC55ED5B7FC65C5646A0FE81s1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib895A29FB903CF8BEF613449D6EE0AB6Fs1
http://refhub.elsevier.com/S0898-1221(22)00263-2/bib895A29FB903CF8BEF613449D6EE0AB6Fs1


S.-Y. Yi, X. Hu, S. Lee et al. Computers and Mathematics with Applications 120 (2022) 115–131
[49] J.H. Adler, F.J. Gaspar, X. Hu, P. Ohm, C. Rodrigo, L.T. Zikatanov, Robust preconditioners for a new stabilized discretization of the poroelastic equations, SIAM J. Sci. Comput. 
42 (3) (2020) B761–B791, https://doi .org /10 .1137 /19M1261250.

[50] X. Hu, J.H. Adler, L.T. Zikatanov, HAZmath: a simple finite element, graph, and solver library (2014-present), https://bitbucket .org /XiaozheHu /hazmath /wiki /Home.
[51] T.A. Davis, Algorithm 832: Umfpack v4. 3—an unsymmetric-pattern multifrontal method, ACM Trans. Math. Softw. 30 (2) (2004) 196–199.
131

https://doi.org/10.1137/19M1261250
https://bitbucket.org/XiaozheHu/hazmath/wiki/Home
http://refhub.elsevier.com/S0898-1221(22)00263-2/bibD1AC0F67ECC4B57C6CE3E37FC0DA9A75s1

	An enriched Galerkin method for the Stokes equations
	1 Introduction
	2 Notation and preliminaries
	3 Weak form and enriched Galerkin scheme
	4 Well-posedness
	4.1 Coercivity and continuity of aθ
	4.2 Discrete inf-sup condition and continuity of b
	4.3 Babuska’s theory

	5 Convergence analysis
	6 Block preconditioners
	6.1 Block diagonal preconditioner
	6.2 Block triangular preconditioner

	7 Numerical results
	7.1 Example 1: homogeneous Dirichlet boundary conditions
	7.2 Example 2: mixed boundary conditions
	7.3 Example 3: channel flow with varying viscosities
	7.4 Example 4: channel flow with discontinuous viscosity

	8 Conclusions
	References


