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Let m be the occupancy density of an obliquely reflected Brownian mo-
tion in the half plane and let (p, ) be the polar coordinates of a point in
the upper half plane. This work determines the exact asymptotic behavior of
w(p,a) as p — oo with @ € (0, ). We find explicit functions a, b, ¢ such
that

w(p,a) oy a(a)pP@e=c@p,

—>00

This closes an open problem first stated by Professor J. Michael Harrison in
August 2013. We also compute the exact asymptotics for the tail distribution
of the boundary occupancy measure and we obtain an explicit integral ex-
pression for w. We conclude by finding the Martin boundary of the process
and giving all of the corresponding harmonic functions satisfying an oblique
Neumann boundary problem.

1. Introduction. In 2013, Professor J. Michael Harrison raised a fundamental question
regarding the asymptotic behavior of the occupancy density for reflected Brownian motion
(RBM) in the half plane [10]. We shall state Harrison’s problem on the following page after
introducing the necessary background for the statement of the problem. The purpose of the
present paper is to close this open problem.

Let B(t) + ut be a two-dimensional Brownian motion with identity covariance matrix,
drift vector ;& = (w1, w2), and initial state (O, 0).! Let R = (r, 1) be a reflection vector and,
forall > 0, let

() = —Oinf (Ba(s) + pas) and Z(t):=B(t) + put + Re(t) e R x Ry
<s<t

It is said that (Z, £) solves the Skorokhod problem for B(¢) 4 ut with respect to upper half-
plane and to R. The process Z is a reflected Brownian motion (RBM) in the upper half-plane
and ¢ is the local time of Z on the abscissa. We shall assume throughout that

(1) ui+rpy <0,°

ensuring that Z(¢) - —oo as t — oo (see Appendix B, Lemma 15). Throughout this work,
our primary concern shall be the case where

(2) pa <03

Under (2), €(t) — o0, n, = —pu2, and (1) is equivalent to rpuy — g > 0. Figure 1 below
gives two examples of parameters satisfying (1) and (2).
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FIG. 1. Two examples of parameters satisfying the inequality in (1) and (2). | is the drift and R is the reflection
vector.

Let p;(z) denote the density function of the random vector Z(¢) at the point z in the upper
half-plane. For any bounded set A, define

3) n@ = [ Y p@dr,
and
I1(A) :=/A1r(z)dz=IE[/ooo lA(Z(t))dt].

We call IT the Green’s measure of the process Z and x the occupancy density (alternatively,
the Green’s function) of the process Z. Let (p, o) be the polar coordinate representation of
a point z in the upper half-plane.The occupancy measure on the boundary (alternatively, the
“pushing measure” or the “Green’s measure”) is defined as

V(A) = E[/Ooo 14(Z(@)) dﬁ(t)].

Notice that £ increases only when Z,(¢#) = 0, which corresponds to the support of v lying on
the abscissa. Indeed, v is a Borel measure and has density with respect to Lebesgue measure
on the abscissa (see Harrison and Williams [9], §8). In particular, let v; be the density such
that v(dz) = v1(z1) dz1 x p(dzp).

With the above preparations now in hand, we now state Harrison’s open problem.

HARRISON’S PROBLEM ([10]). Determine the exact asymptotic behavior of x (p, @)
with p — oo and « fixed.

Theorem 6 of this paper closes this problem. In the process of finding the exact asymptotic
behavior of 7 (p, @) with p — oo and « fixed, we also determine the exact tail asymptotic
behavior of the boundary occupancy measure v (Proposition 4) and an explicit integral ex-
pression for the occupancy density & (Proposition 5). These asymptotics lead us to explicitly
determine all harmonic functions of the Martin compactification and to obtain the Martin
boundary of the process (Proposition 13).

The significance of Harrison’s problem is directly related to the task of finding the exact
asymptotic behavior of the stationary density of RBM in a quadrant. Referring to this task,
Harrison remarks that “given the ‘cones of boundary influence’ discovered by Avram, Dai
and Hasenbein [1], one may plausibly hope to crack the problem by piecing together the
asymptotic analyses of occupancy densities for three much simpler processes: a RBM in the
upper half-plane that is obtained by removing the left-hand boundary of the quadrant; a RBM
in the right half-plane that is obtained by removing the lower boundary of the quadrant;
and the unrestricted Brownian motion that is obtained by removing both of the quadrant’s
boundaries.” ([10]). Harrison further emphasizes the importance of the problem at hand by
writing that “at the very least, the solution of the problem posed above may provide a deeper
understanding or alternative interpretation of recent results on the asymptotic behavior of
various quantities associated with the stationary distribution of RBM in a quadrant,” as in
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[4, 5, 8]. The exact asymptotics of the stationary distribution for RBM in a quadrant were
recently determined in [8]. The present article provides progress towards understanding many
of the missing pieces in both [1] and [8]. The present results may also be used to investigate
the consistency of the asymptotics obtained in [8] with the analysis of [1].

The tools in this paper are, in part, inspired by methods introduced by the seminal work
of Malyshev [19], which studies the asymptotic behavior of the stationary distribution for
random walks in the quadrant. Subsequent works studying asymptotics in the spirit of Mal-
shev’s approach include [15], which studies the Martin boundary of random walks in the
quadrant and in the half-plane; [16], which extends the methods of Malyshev to the join-
the-shorter-queue paradigm; [14], which studies the asymptotics of the Green’s functions of
random walks in the quadrant with nonzero drift absorbed at the axes, and [8], which ex-
tends Malyshev’s method to computing asymptotics in the continuous case. To the best of
our knowledge, this is the first time that such a method has been employed in the continuous
case (for Brownian motion) for computing a Martin boundary.

A second group of literature closely relating to the present paper is that which concerns
the asymptotics of the stationary distribution of semi-martingale reflecting Brownian motion
(SRBM) in the quadrant [4, 5] or in the orthant [21]. Nonetheless, our techniques still differ
from those in [4, 5, 21] because of our use of the saddle point method. These three papers
develop a similar analytic method and contain similar asymptotic results to those for SRBM
arising from a tandem queue [17, 18, 22].

The remainder of the paper is organized as follows. Proposition 2 of Section 2 establishes a
kernel functional equation linking the moment generating functions of the measures & and v.
Section 3 is concerned with the boundary occupancy measure. An explicit expression for
its moment generating function is established in Lemma 3 and its singularities are studied.
The exact tail asymptotics of v are subsequently given in Proposition 4. Proposition 5 of Sec-
tion 4 expresses the occupancy density & as a simple integral via Laplace transform inversion.
Theorem 6 in Section 5 provides the paper’s key result on the exact asymptotic behavior of
w(p, o) as p — oo with a € (0, r). Section 6 is devoted to the study of the Martin boundary
and to the corresponding harmonic functions.

2. A Kkernel functional equation. We begin by defining the moment generating function
(MGF) (alternatively, bilateral Laplace transform) of the measures & and v. For 6 = (61, 6») €
C2, let

£0) :=#(0) =/R ¥ (2) dz=E[/OOO e % ds:|,

X4

and
§@) =96 =) = [ w1 dzr = E[ Ji D dfz(s)]
R 0

We note that g depends only on 61; it does not depend on 6; since the support of v lies on
the abscissa. Further, f is a two-dimensional Laplace transform which is bilateral for one
dimension. We wish to establish a kernel functional equation linking the moment generating
functions f and g (Proposition 2).

Consider the kernel

1 1
) Q) = 5 (67 +63) + b1 + pabs = (16 + pl” = (] + 113)).

Note that Q(0)t = logE[¢? B+1D] is the cumulant-generating function of B(r) + ut.
The kernel Q is also called the “characteristic exponent” or the “Lévy exponent” of
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B(t) + ut. Let @Et (61) denote the functions which “cancel” the kernel, that is, the functions
Q (61, ©F(61)) = 0. This yields

) OF @) = —u2 % (13 + 13) — @1 + )2,

where

(6) 0F i= —p i} + 13,

denotes the points which cancel the quantity under the square root. It is evident that (5) is
analytic on C \ ((—o0, 6, U [9]+oo)). Let us define

67 = (077, 0 (61)) = (6, —2).
Note also that 6;" > 0 and that §; < 0. Let

p . 20rpo—p)
91 — 27
r=+1
be the first coordinate of the point of intersection between the circle Q(8) = 0 and the line
R -0 =0 (see Figure 2 below).
Define the sets

E :={# € C*:30 € R? such that ) = %6y, %6 < 5,6 - R <0, and Q(6) < 0}

€ (0,6,),

and
F:={0eC?:0 <%0 <6l and %6, <0}.

Figure 3 below provides a visual representation of £ NR? and F NR2.
We now turn to studying the domains of convergence for f and g.

LEMMA 1. For0 € E U F we have that
(7 lim E[¢? 4] =0.

t—00

Further,

(8) f(9)=IE[/OOOe9'Z(S)ds] <00 and g(91)=E[/OOOeO'Z(S)d£(s)} < o0.

PROOF. We consider the two cases 6 € E and 6 € F separately below.

F1G. 2. Circle Q(0) =0, line R - 8 = 0 and points Hli and le.
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FIG. 3. In the first two pictures, the domain E N R? is colored in red and the hatched subset of EN R? is the
set {0 € R%2:R-0 <0and Q(0) < 0}. In the last two pictures, the domain F N R? is colored in blue. In the two
pictures on the left,r >0 and E C F. In the two pictures on the right,r <0 and F C E.

(i) Let 6 € E. Consider § satisfying the conditions stated in the definition of the set E,
thatis 8 = MO, RO, < 6,60 - R <0, and Q(0) < 0. We have

]EHee-Z(t)H -F e?RQ'Z(t)]

[
[ea-Z(t)] (since RH, < 6, and Z5 (1) > 0)
[

<E
<E 65-(B(t)+,LLz)+(0N-R)€(z)]
< E[eg'(B(’)“”)] (since 6 - R < 0 and £(r) > 0)

< QO (the MGF of a Gaussian)
and then E[¢?®] —2.0 for 0@@) <0.

From the inequality E[e? 2] < eQ@1 and by Fubini’s theorem, E[ /5 e?2) dg] < o00. Let-
ting ¢ tend to infinity in equation (12), we easily obtain that E[ [5° e?%() d¢(s)] < oo.
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(ii) Let 6 € F. Let a := 96,. Noting that Z;(¢) is nonnegative for every ¢t > 0 and N6, <
0, we have

|e9-Z(t)| — 9121(l‘)+9222(t)| < eﬂwlZl(Z)erGzZz(t) Seazl(t).

e

Noting that B1(¢) and B, (t) are assumed independent, and employing the inequality in (28)
of the Appendix, we have that

|E[69'z(1)]| < E[eazl(t)]

< E[ea((u1+ruz_)f+31(l)+\rl SUPo<g </ |Bz(S)|)]
— e mitrig)r E[eaBl(t)] . E[ealf| SUPg<s<; |32(S)|]

— palmrut | ya* E[ sup ealrlle(S)l]'
0<s<t
Since x > exp(a|r||x|) is a convex function, exp(a|r||B>(t)|) is a submartingale. By Doob’s
L? maximal inequality, we have

1

(E( sup eaerBz(s)l))i SZ(EeaVHBz(t)l)%

0<s<t
< Z(Eealrle(l‘) + Ee—a|r|32(,))% _ 2\/§e%a2r2t‘
Thus
E( sup eM1I20) < gl
0<s<t
and
©)) |E[e‘9'2(”]| < gplalurtruy)+ja>+a> )

Since@eF,wehave0<a<9f’:2(rﬁ‘227+_1‘“)and

1 1
a(pr +ruy )+ Eaz + Eazr2 <0.

Equation (7) now follows immediately from the inequality in (9). The first statement of con-
vergence in (8) follows from the inequality in (9) and by Fubini’s theorem. As in the case
6 € E, we conclude the proof letting ¢ go to infinity in equation (12). The second statement
of convergence in (8) then immediately follows. O

We now turn to Proposition 2, which provides a kernel functional equation linking the
functions f and g.

PROPOSITION 2. Forall 0 = (61, 6>) in the set E U F, the integrals f(6) and g(6;) are
finite and the following functional equation holds

(10) 0=1+4+0@)f(©O)+ (R-0)g(01),
where Q is the kernel defined in (4).

PROOF. For f € C*(R x R, ), we have by Itd’s Lemma that

F(Z0) - £(2(0)) = /0 V £(Z(s))dB(s) + /0 LF(Z(s))ds
(11) t
+/0 R -V f(Z(s))de),



ASYMPTOTIC BEHAVIOR OF THE OCCUPANCY DENSITY FOR RBM IN A HALF-PLANE 2997

where L is the generator
1

For z € R x R, we shall let f(z) = ¢?*. We proceed to take expectations of the equality
in (11). The integral fé V f(Z(s)) dB;s is a martingale and thus its expectation is zero. This
yields

(12)  E["*D]-1=0+ Q(@)E[/Ot el 2 ds} +(R- Q)E[/Ot 20 dﬂ(s)]

‘We now invoke Lemma 1. For e EU F, E[ee’z(’)] t—) 0. Further, by Lemma 1, the inte-
— 0

grals E[[° %) de(s)] and E[ f5° e #(*) ds] are finite. Letting ¢ tend to infinity in equation
(12), we obtain

0—1= Q(@)EUOOO 7 ds] +(R- Q)EUOOO e % dﬁ(s)},

which indeed is equation (10). This concludes the proof. [

We shall use the convergence of f and g on the set E in the proof of Lemma 3. The
convergence on the set ' will be employed in the proof of Proposition 5.

3. Boundary occupancy measure. This section concerns the study of the boundary oc-
cupancy measure. We shall find an explicit expression for its MGF in Lemma 3 and Proposi-
tion 4 provides its exact asymptotics. Throughout, denote 4/ to be the principal square root
function which is analytic on C \ (—o0, 0] and such that v/1 = 1.

LEMMA 3. The moment generating function of the boundary occupancy measure can be
meromorphically continued to the set C\ ((—o0, 6, |U [01+ ,00)) and is equal to
—1 1

3 gl = — = ,
rO + 000 —roy+ o+ @i + 1) — @1 + )2

forall 01 € C\ ((—o0,0, 1U [91+, o0)). The function g then has a simple pole at 0 and has
another pole in C\ ((—o0, 0, 1U [91+, o0)) if and only if

(14) R-0T=r0 —p2>0.

When it exists, the other (simple) pole is

or == 2(’";‘227;“1) e (0.67).
Finally, in the neighborhood of 91+ ,
—”91+1+ w (—r91+1+ Mz)“/(e1+ )6 -or)
g =1 +0(61—96) if rof — g £0,
: +0() ifro] — > =0.
J@OF —ene; —op)
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PROOF. For € > 0, let us denote § = (01, ©, (61) + €). One may easily \@rify that
for both 61 > 0 sufficiently small and € > O sufficiently small we have that R - 8 < 0 and
Q(9~) < 0. Together, these inequalities imply that (61, ®, (61)) € E. E is an open set and by
continuity we have that (6, ®, (61)) € E for 6, in some open nonempty set.

We now evaluate the functional equation (10) at the points (61, ©, (61)) € E. Since

Q(61,®; (1)) =0,

equation (13) is satisfied for 8; in some open nonempty set. By the principle of analytic
continuation, we may continue g on the set C \ ((—o0, 6, | U [6;7, 00)), the latter being the
domain of the function in equation (13). The square root at the denominator of this function
can be written as

Jor -6 —o67).

We emphasize having taken the principal square root function with a cut on (—oo, 0] and
such that \/T =1.

The remainder of the proof proceeds in a straightforward manner. Finding the poles of the
function

1
—rf + u2 + \/(M% + u3) — (01 + p1)?

inC\ ((—o0,0, 1U [91+, 00)) is equivalent to finding the zeros of the function —r0; + 2 +

\/(M% + /L%) — (61 + u1)?, that is, solving for #; in the equation

roy — o = \/(M% +u3) — (01 + u1)?
The above equation is equivalent to the following equations

(15) r6 — ) = (u3 + 1) — (01 + )%,
(16) NTF6 — ua) > 0.

The inequality in (16) follows because the branch we select for \/ (M% + M%) — (6 + )2
will ensure that the real part of r6; — 5 is positive. The roots of (15) are 8; =0 and

01 =2(rpa — 1)/ (r* +1).

Together with (16), we see that 81 = 0 is a pole of g because we assumed that u, < 0. Further,
01 =2(rus — 1)/ (r* + 1) is a pole of g if and only if

(17) (r* = o — 2rpy > 0.

Under conditions (1) and (2), it is straightforward to see that (17) is equivalent to (14). The
behavior of g in the neighborhood of 01+ is then easily obtained as desired in the statement of
the Lemma. [J

Figure 4 provides a geometric interpretation of the condition in (14), namely the condition
for g to have a pole other than 0. The figure also illustrates the different asymptotic cases
in Proposition 4. The following proposition establishes the exact asymptotics for the tail
distribution of v.
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FIG. 4. From the left to the right: R -7 >0, R-017 =0,and R -6 <0. Recall that R -7 = rOl"' — U2.

PROPOSITION 4. The asymptotics of vi are given by

Aef1a ifR-07 >0,
_1
(18) vi@)  ~ 1Bz 2e % ifR.0T =0,
z1—>+00 T3 .
Cz 2e™% jfR-67 <0,
and by
vi(z1) ~ D,
71 -
where
R N Gl V) e TR 1
Pl - 70 —67)
B OF —o7)
2T (0] + pu)?’
and
D= n2
w1 —ru2’

The exact tail asymptotics of v, that is the asymptotics of v((z1, 00)), are also given by equa-
tion (18), but with different constants: A’ = A/6F, B' = B/6," and C' = C /6"

PROOF. The above results are a direct consequence of Lemma 3 and of classical transfer
theorems which link the asymptotics of a function to the singularities of its Laplace transform.
These theorems rely on the complex inversion formula of a Laplace transform. For a precise
statement of these theorems, we refer the reader to [6], Theorem 37.1, [4], Lemma C.2, and,
most importantly, to [5], Lemmas 6.2 and 6.3, as the latter directly works with the tail distri-
bution. The methods we shall employ to obtain the exact asymptotics for the tail distribution
of boundary measures are similar in each step to those in [5], Section 6.

Let a and b be the singularities which define the strip of convergence of the bilateral
Laplace transform g(61) = [ e%121y(dzy), that isthe integral converges for a < R0 < b.
Note that g remains defined outside this strip thanks to its analytic continuation. For some
constants c, cg, and k, and for I the gamma function, the classical transfer theorems imply
as follows:
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G) If
€]
g6 —c ;’ m,
then
vi(z1) ~ bv((z1,00)) ~ 0 ]f_le_b“.
+00 +oo I'(k)
(i) If
€]
gt —c > m,
then

¢ -1 _,—a
M) 5 g e

We now apply the consequences in (i) and (ii) above to the study of the singularities of g in
Lemma 3. For r91+ — up <0, the convergence strip of the integral which defines the Laplace
transform has its extremities ata =0 and at b = 9;. For 1*(91Jr — p > 0, the convergence strip
of the integral has extremities at @ =0 and b = 0; . Lemma 3 gives
Reso(g)

o
and so a =0, co =Resp(g), k =1, I'(1) = 1. The transfer theorems then imply that

g(91)54

v(zi) _ ~ Reso(g).
71> —0
We now apply Lemma 3 to obtain the following asymptotics in +oo for the three distinct
cases given below.
() fR-0F =r6;" — u2 <0, then

1 1
©) - ~ — o+ —0,)(6F —67),
& —rt91+—|-M2 o (_r91++l/«2)2\/( 1 1)( 1 1 )

NG
andso b =0,", co= NG —%, F(—%) = —2./7. By the transfer theorems,

(=r6; +12)?’
3
~ -2 —9+Zl
v(z1) s Cz, e
(2) If R-0F =r0;" — upy =0, then
61) :
g(01) ~ ,
o JOF -0 — o)
and so b = 91+, o= —— k= %, I‘(%) = /7. By the transfer theorems,

Jer—er)’
— _pt
v(z)) ~ BZ1 Z, 0, a1
71— +00

(3) IfR-6F =r0;" — up > 0, then
@) Resglp (2)
)~ —p»
¢ of 01—0,

and so b = Gf, co= Reselp (g), k=1, T'(1) = 1. By the transfer theorems,

V(1) ~ —Resyr(gle
71— +0o0 91 ’
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We proceed to compute the residues to obtain explicit expressions for the constants. Let

h(O1) = =161 + pa 4+ (1] + 13) — 61 + )2,
The first derivative of h(6;) is
_ 01+
W+ 13) — 61+ pr)?

Since 6] =0 and ) = 9{’ are simple zeros of 2(01), we have that

0O =—r

1 —
(19) =) =—r— S HLTTR
Reso(g) 1753 J7%)
Then
1 K1 — T2
(20) —— =W =(1+r? :
Resyp (g) O = ) e e — 2

provided that 9{7 is a zero of h(01). Equations (19) and (20) give the values of A and D,
thereby completing the proof. [J

4. Inverse Laplace transform. The transfer lemmas in the previous section only apply
to univariate functions, and hence cannot be applied to the function f. In order to obtain
the asymptotics of the occupancy density &, we first invert the two-dimensional Laplace
transform f. We then proceed to reduce its inverse to a single valued integral which gives an
explicit expression of x. All of the above tasks are accomplished by Proposition 5 below.

PROPOSITION 5. For any (z1,22) € R x Ry and € > 0 sufficiently small, the density
occupancy measure can be written as
1 petico p—2101—2203 (01) 1 petioo

J

TR 72) = — g =— e~ =205 6 (9)) do;.
@2 =70 ) L+ 0501 T Jesioo 8(01)do,

PROOF. By Proposition 2, the Laplace transform f (01, 02) converges in the set F' which,
for € > 0 sufficiently small, contains (¢ +iR) x (iRR). Then, Laplace transform inversion ([6],
Theorem 24.3 and 24.4, and [2]) gives

e+ioo

wen = oy [ [ e 01,00 061 do
Recall from Section 2 the kernel
00) = %(92 — O3 (61)(62 — ©5 (61)).
Equations (10) and (13) yield that

—1—(R-0)g(61) 2
f(01,600) = = T - ;
() (62 — ©5 (601))(roh + ©, (61))
and
1 e+ioo 22101 1 +ioo 1
n(ZlaZZ) = —/ 67_(—/ e_Z202—+d02) d@]
27i Je—ico 1Oy + 0, (01) 2wl J—ico 0 — O, (61)

‘We now need show that

j —220
1) L/ﬂw O gy = —eed O,
27i J—ice 6 — OF (61)
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iA

—iA
FI1G. 5. Integration contour.

For some A > 0, denote the half circle
Ca=1{02€C:|6:] = A and %6, > 0}.

We now employ Cauchy’s integral formula, integrating on the closed contour of Figure 5.
Paying close attention to the direction of orientation, we obtain

- o
(/ iA f ) —226> 46, = ¢~203 )
2mi Ca/ 62— O3 (61)

Note that since we have assumed throughout that uy < 0, we have 9%@; (61) > 0. It now
remains to take the limit of the integrals when A — 0o and to show that the limit of [, is
zero. Indeed,

e~ 202 5 e_Z2Ae” .
————dt :/ ———————iAe' dr,
ca 62— OF (61) _1 Ael' — 07 (6)

which, by dominated convergence, converges to 0 when A — oco. We thus obtain (21), com-
pleting the proof. [J

5. Saddle-point method and asymptotics. This goal of this section is to determine the
exact asymptotic behavior of w(p, @) as p — oo with « € (0, ). Let (p, @) the polar coor-
dinates of z, thatis, p > 0, o € (0, 7) and z = pe,, where e, = (cosa, sina). Let the saddle
point be defined by

0% == (6%, ©F (0%)) = (—p1 + cosay/ u? + u3, —po + sinay/ ut + u3),

and
0% := (0, ©5 (65)) = (—p1 +cosay/ ud + ud, —ua — sinay/ 3 + u3).
The poles are defined by
2(rp2 — p1)
— (P P\ — + (P
0F:=(0r,6,) = (T ©; (6 )),
and

Recall that by Lemma 3, 9? =0 is a simple pole of g(6;). Further, if R - % > 0, then Olp is
also a simple pole of g. See Figure 6 below for a geometric interpretation of 6%, #7, 0. We
now proceed with the main theorem of the present paper.
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FIG. 6. The circle corresponds to Q(0) = 0; the straight line corresponds to R -0 = 0. The poles 6P and 09 are
displayed in red and the saddle point 6% of S is displayed in green.

THEOREM 6. The asymptotic behavior of the occupancy density is given by

Crp~ze "% if0<0% <0 or R-0F <0,

T(p.@) Cre= P9 ea if0<6f <0f and R-6% >0,
Cre e ife¥ <0,
where
0% eq =—p-eq+ |1l O - eq =01 cosa + 605 sina, 0% ey = —2us sina,

and the constants satisfy

-2 -1 2 Dur—2
C=\rven w5 Cr=2(1472) 2=
22) 1 n2 — 11

2
Cy= Mn2 7
wr —rus

when 07 # Olp and 07 # 0. Furthermore, when a pole coincides with the saddle point, that is,
when 07 = GIP or 8¢ = 0, the value of the constants Cy and C3 is half the value established
in (22).

PROOF. Let S denote the function

S(61) =6 cosa + ©F () sina.

It is then straightforward to verify that

0f =—u +cosa,/u% + M%

is the saddle point of S, which means that §’(6]") = 0 and S”(6{) < 0. By Proposition 5, we
have

o0
w(p,a)=— 0 =— e PS5 g(0)doy.

—1 petioco e—PSOD 1 €+i
4
in /e_ioo r0 + 0,01 i Jemioo

We now shift the contour of integration up to the saddle point (see Figure 7 below). The
curves of steepest descent are orthogonal. Let y, denote the steepest-descent contour near
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Cy, \
F(L T J CG.
T A AN
— e — 1o O0—0——0——» — 0000

F1G. 7. Shifting the contour. The left figure concerns the case Gf‘ > 0. The right figure concerns the case Qf‘ <0.

67, that is, I5(01) = 0, which is orthogonal to the abscissa (for further details, see the orange
curve on Figure 7 as well as the proof of Lemma 16 in the Appendix). We now proceed by
analyzing two separate cases: 6f' > 0 and 6{ < 0.

Case I: 67 > 0. Shifting the integration contour, it is possible to cross a simple pole 911’
coming from the zero r6 + ©, (6;), which itself is a pole of g. By Lemma 3, the function
g has a pole in 9117 if and only if R - 6 > 0. Shifting the integration contour, a pole is then
crossed if and only if 9{7 <6 and R - 6 > 0. Cauchy’s formula gives

e+ioo S0
([ [+ [ )erseen
€

—ioo Yo Cy

0 if0<0f <6 orR-6% <0,
| 2miRes,p(2)e S if0 <6 <6 and R-6% > 0.

By the method of steepest descent (see [7], §4 (1.53), as well as Lemma 16 in the Appendix),

—2n «
—pS(61) ~ —pb%-eq o

_/ae g oy ~ i PN g(67).
Lemma 18 in the Appendix shows that the integral on the contour I, is negligible compared
to the integral on y,. The asymptotics of & are then given by the pole when 91” < 07 (as
S (9{17 ) < 8(0)), and by the saddle point otherwise. We thus have that

€1 _ 0%-e Y] P +

—e PP % if oY <6 or R-67 <0,
T(p,a) oy NI

T Cre e if 0P <6F and R-6% >0,

where

[ (r? — Dpo — 2rpy
Ci= [———g(6% d Cy=-2R =2(1+r2 )
1 JTS”(G?)g( 1) an 2 ese{’(é’) ( +r ) Fi — W

The lastNequality above follows from (20). Furthermore, from (13) we have g(67) =
—1/(R -6y). Lemma 19 of the Appendix deals with the final case in which Qf) =07.In
this case the pole “prevails” and the asymptotics are given by — Resglp (g)ePY"ea,
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Case II: 67 < 0. Shifting the integration contour, we cross the simple pole 9? coming from
the zero of r6 + ®, (61), which itself is a pole of g. Cauchy’s formula then implies that, for
of <0,

e+ioo
( / + [ + >e_p5(9')g(91)d91 = 27i Resp(g)e 50,
€—i00 Ya Iy

The method of steepest descent ([7], §4 (1.53)) yields

e—PS®1) 2T e—P9%ea
——d6; ~ —i — .
/ya ro + 0501 P\ —pSTOF) (réf + 0, (67))

Lemma 18 shows that the integral on the contour I', is negligible in comparison to the integral
on yy. The asymptotics of m are thus given by the pole since the contribution of the saddle
point is negligible compared to that of the pole for S (9?) < §(67). We thus have that

0
w(p,a) ~ Cie P ifp¥ <0,
pP—>00

where
2o
1 —ru2’
Note that the last equality above follows from (19). The case in which 6{ = 0 is relegated to

C3 =2Resp(g) =

Lemma 19 of the Appendix. In this final case, the asymptotics are given by Resg (g)e*peo'e“.
This concludes the proof and closes Harrison’s open problem. [

REMARK 7. One can also use the saddle point method to determine asymptotics for all
orders (see [7], (1.22)). For all n € N, we have for some constants ¢, (where cg = C7) that

_ —pBOP.¢ —p0%-¢
7 (p, o) = Cae “Lio<6r <67 and oy —p=0) T €3¢ “Ligr<o)
" 1 1
— 0fO%. —k—x —0BO%. —n—=
+e PO C“E:Ckpkz-i-O(@ PO eotpnz)_
k=0

REMARK 8. The asymptotic behavior of the occupancy density for a nonreflected Brow-

. . oo _1 . . . .
nian motion B(t) 4 ut is given by p~2e~PUKlI—1-¢x) Harrison explains this simpler case in
his note [10]. Our results show that, when 0 < 6} < Glp or R-6T <0, the asymptotics are the
same for both reflecting Brownian motion and for nonreflecting Brownian motion.

Let a;, denote the angle between the x-axis and —u (the opposite of the drift), and let o

be the angle between the x-axis and R (the reflection vector), as illustrated in Figure 8 below.
We have ag and «, € (0, 7) and

tanag =1/r and tanay, =p1/u2.

A(Hg

FIG. 8. Angles ag and oy, .
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pheten

e Pca

FI1G. 9. Asymptotics by direction. The figure to the left considers the case o1 < 0 and the figure to the right
considers the case a1 > 0.
Conditions (1) and (2) imply that

ay, < aRg.

As we have seen above, Theorem 6 gives for a fixed angle o the asymptotic behavior of
7 (p, o) when p — oo according to the value of the parameters u and R. It is also useful to
state the asymptotics for fixed i and R and varying o. We do so in Corollary 9 below. See
Figure 9 for an illustration.

COROLLARY 9. Let us define
ap:=m—oa,€0,7) and ay:=m+a, —2ag € (—m,m).

If a1 <0, then

_1 _ pa. .
Cip 2e % if0<a<a,

T(p,a) ~ 0
p=00 | O30 P00 ifag<a<m,
and if a1 > 0, then
_1 _opo. .
Cip 2P0 ifa) <o < a,
— p. .
m(p.@) NG if0<a<a,

—009. .
Cre PY e ifag<a<m.

PROOF. The proof follows immediately from Theorem 6 by defining «gp and o1 such that
both 67" =6 and 6;" = 0. Doing so, we obtain

M1
COS(XO = = COS(?T - aﬂ),
VI 13
and
+ 07
cosa| = il L — cos(m + oy, — 2aR).

NGRS

We remark that R - #F > 0 is equivalent to a; > 0. Straightforward calculation yields

®2 2r

M1 r2—1

K2 2r
I+ w1 r2—1

tan o = tan(ay, — 2aR) =

Then tan 1 = 0 is equivalent to % — }’22—:l = (. Under conditions (1) and (2), this is equiva-
lent to R - 0 = 0. We conclude the proof by noting that 7 + o, — 2ag € (—7, 7). O
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6. Martin boundary. The goal of this section is to obtain the Martin boundary and the
corresponding harmonic functions for the diffusion processes studied in this article. To this
end, we recall the notion of harmonic function for a Markov process as well as the key rele-
vant results from Martin boundary theory. We then proceed with the result in Proposition 13.

Let X (¢) be a transient Markov process on a state space M (e.g., the upper half plane) and
with transition density p;(x, y). We recall a few definitions below.

DEFINITION 10. A function /4 is harmonic in M for the process X (or p;-harmonic) if
the mean value property
Ex[h(xrg)] = h(x)
is satisfied for every compact K C M, where tg is the first exit time of X from K.

DEFINITION 11. The function /4 is p,-superharmonic if E.[ f (X, )] < f(x) for all com-
pact K.

DEFINITION 12. A nonnegative harmonic function % is minimal if for each harmonic
function g such that 0 < g < h we have g = ch for some constant c.

The C? harmonic functions for Z, the reflected Brownian motion (RBM) in the upper half-
plane, are the functions which cancel the generator and the boundary generator, that is, the
functions & € C2(R x R,.) such that

(23) Lh =0,
on the half plane and
(24) R-Vh=0

on the abscissa. This can be directly shown by the equality in (11). Equations (23) and (24)
imply that a function is p,;-harmonic if it satisfies the classical Dirichlet problem in the half-
plane with the oblique Neumann boundary condition.

We now recall a few relevant key results in Martin boundary theory (for further details on
Martin boundary theory, the reader may consult [3, 12, 13], and [20]). As in (3), the Green’s
function is equal to

o0
* (y) :=f0 pe(x, y)dr.

For some reference state xg, the Martin kernel is defined as

e TO)

Yooa(y)

The Martin compactification M is the smallest compactification of M such that y > k;‘
extends continuously. The Martin boundary is defined as the set

OM:=M\ M.
The function x — ky is superharmonic for all y € M. The “minimal” Martin boundary is
defined by

dmM :={y € 9M : x > ky is minimal harmonic}.

Finally, for any nonnegative p;-harmonic function #, there exists a unique finite measure m
such that for all x e M,

h(x) =/8 Mk;‘,m(dy).

With these definitions and key results on Martin boundary theory in hand, we turn to Propo-
sition 13.
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PROPOSITION 13. Let Z be the obliqgue RBM in the half plane starting from x and let k’yc
be its Martin kernel for the reference state xg = (0, 0). Let us take y = pey. If a1 <0, then

_ o 1
R-0%)e"* —(R-0%) " *)——~—  if0 <« < ap,

tim g = | (B0 RO Gy 0=

1 ifag<a<m,

and if a1 > 0, then
_ I 1
(R-6%)e”* —(R-8%)e’ 'X)W ifor <o <ao,
. X __ ~ 2_ 2

pgngoky— A7x f0<a=<ai,

1 ifap <o <m,

where oo and oy are as defined in Corollary 9. The Martin boundary coincides with the
minimal Martin boundary and is homeomorphic to [0, ag] if o1 < 0 and is homeomorphic
to a1, agl if a1 > 0. The above limits give all the harmonic functions of the minimal Martin
boundary.

PROOF. To find the Martin boundary, it is sufficient to study the limits of the Martin
kernel kj when y — oo in each direction. Combining the results in Corollary 9 and Ap-
pendix A.2 provides the asymptotics of m*(y), that is, the Green’s function of the process
starting from x. It also implies the following two limits. First, if oy <0, then

+_ |Cix)/€i0) if0<a <a,
p=oo Y | C3(x)/C3(0) ifag <o <.

Second, if a; > 0, then

Ci(x)/C1(0) ifa; <o <a,
pli)rrgok; =1C(x)/C(0) if0<a=<aj,
C3(x)/C300) ifapg<a<m.

The constants Ci(x), C2(x), and C3z(x) are given by (26) and (27) in Appendix A.2. It is
straightforward to verify that each of these functions are positive harmonic. They are also
minimal. We have thus provided all of the harmonic functions of the Martin compactification.
The Martin boundary coincides with the minimal Martin boundary and is homeomorphic to
[0, @p] if 1 <0 and is homeomorphic to [, o] if ¢y > 0. [

REMARK 14. Proposition 13 gives a similar result to that obtained in the discrete case for
reflected random walks in the half plane [15], Theorem 2.3. The work of Ignatiouk—Robert
[11] states that the z-Martin boundary of a reflected random walk in a half-space is not stable.
It would be worthy to study this problem in the case of reflected Brownian motion.

APPENDIX A: GENERALIZATION OF PARAMETERS

The calculations in the main text were simplified by letting B(¢) + ut be a two-dimensional
Brownian motion with identity covariance matrix and initial state (0, 0). In Section A.1, we
show that the results of the present paper may be easily generalized to the case of a general
covariance matrix X. In Section A.2, it is shown that our results may be generalized to the
choice of any starting point zo. As in the main text of the paper, we shall restrict our focus
to u2 < 0; however, the same methodology shall apply to the case where 1y > 0, as we shall
show in Section A.3.
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A.1l. Generalization to arbitrary covariance matrix. Let 7= (Z L Zz) to be a re-
flected Brownian motion in the half-plane with covariance matrix

5 _ (G 1 o 12) ’
012 022
a drift i, and a reflection vector R = (7, 1). Let its occupancy density be denoted by 7.
Consider the linear transformation given by
011022

det X
—0o12 1 ’

JondetX  Jon

which satisfies 7S T T =1d. Then Z := ZT is a reflected Brownian motion in the half-plane
with identity covariance matrix, drift © = T, and reflection vector R = /o, RT = (r, 1).
By a change of variables, we have that for all 7 € R x R

(25) 7(Z) =|detT|x 7).

T =

From equation (25), we may immediately derive the asymptotics of & from those of .

A.2. Initial state x. In lieu of the initial state (0, 0), we now consider an arbitrary initial
point x = (x1,x2) € R x Ry. We have Z(¢) = x + B(t) + ut + RE(t) where the local time
of RBM on the abscissa is now

£(t) :=— inf {OA (x2 + Ba(s) + pas)}.

O<s=<t
Recall Proposition 2. The corresponding kernel functional equation to that of (10) is
0=e""+ Q) f(0) + (R-0)g ().
The corresponding equation to that of (13) is then
— 01,0, (1) x
s = e @

Similar to Proposition 5, we obtain

; +
T (z1,22) = L /Eﬂoo(e(gl’@;(el))“ _ 0 +8; 00 (91)6(91’62(91)”)
I Je—ioco roy + 0, (61)
e 2101 —2207 (61)
X — — d
(®5 (61) — O, (61))

Theorem 6 and Corollary 9 remain valid but with different constants depending of the starting
point x. We obtain

—2 o R . 9“ no 1
26) CM#-———@“— ~ﬁﬁ __
7 S"(0%) R -6« (03 —63)

and

0.

2
— Duo —2rpy 2
(r Y42 FIL G iy = P2
Fio — (1 K1 —ruz
where 67 := (6, ©5 (7). Note that for i € {1,2,3} we have C;(0) = C;.

27) Ca(x) =2(1+r?)
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A.3. Case puz > 0. We have assumed throughout that the inequality in (2) holds. We
may use the exact same methodology we have developed for the case puy < O for the case
w2 > 0 or uy = 0. As the following results are obtained using straightforward calculations,
the details are left to the reader. For u, > 0, we have the following:

(i) The equality in (13) remain valid and gives the value of the function g. However, O is
no longer a pole and the pole Gf) is negative if R - 67 > 0.
(i) The asymptotics of vy are given by

Aea ifR-0% >0,
V@)~ Bz e ifR.6T =0,
71— +0o0 N
Cz, e~ ifR.9T <0,
and by
Dl ifR-6~ >0,
viG) |~ Y E(—z) T2 if R 67 =0,
11— _
F(—Zl)_%e_el 4 ifR-97 <0,
where R -0~ =70 — pua with 0~ := (0,7, 0, (0, )) = (6, , —u2).
(iii)) The asymptotics of & are given by

Cip e if0 <02 <0 or 07 < 0% <Oor
Jt(p,ot)p’v (R-67 <0and R-6~ <0),

—> 0 9-”
Core PV e otherwise.

Similar results hold for py = 0.

APPENDIX B: TECHNICAL LEMMAS

LEMMA 15. We have that

(28) Z1(t) < (1 +rpy )t + Bi(t) +1r| sup |Ba(s)|.

0<s<t

If (w1 +ruy ) <0 is verified then we have Zy(t) — —o0 for t — 00.

PROOF. By the definition of £(¢),

€(t) = sup (—=Ba(s) — pas) < sup (—Ba(s)) + sup (—pas) = sup (—Ba(s)) +1uyt,

0<s<t 0<s<t 0<s<t 0<s<t

and

2(t) = sup (—Ba(s) — pas) > 0i<Islt;t(_BZ(s)) + sup (—us) = (=Ba(s)) + 15 t.

inf
O<s<t 0<s<t O<s=<t

Together with the definition of Z{(¢), we have
(w1 4rpy)t+ Bi(t) +r sup (—=Ba(s)), ifr=>0,

(29) Zi1(t) < - 0=s<t .
(1 +ru3)t + Bi@) +r inf (=By(s)), ifr <0.

The inequality in (28) now immediately follows from (29). U
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LEMMA 16. The saddle point method gives

—27'[ o
30 —PSODo9)dO; ~ i |———e PS5O g(p9).
(30) fae 8O0 i o)

PROOF. The reader may consult [7], §4 (1.53), for details about the saddle point method.
We first offer a heuristic proof of the Lemma, which we then follow with a formal proof. The
main contribution to the integral in (30) is in the saddle point 6. For some § > 0, the curve
Y« can be replaced by its tangent [0]' —i8, 0] + i6]. The Taylor series of S is

S// 0&
SOF +i1) = 50) — S5 1ol

We may proceed to calculate

ié
/ e—pS(Gl)g(gl)dgl p:oog(gix)/ e—pS(91)d91,

o

S 57 (6%)
_ o 17,2,
~ g(67)e "’S(Ql)/ e’z Uidt,

pP—>00 -5

ey ,—pSE) | 2 R
~ ig(0f)e P> 7(](/ e " du,
p—00 S"09)p J-oo
[ —
—J7
-2 %%
~ i —p0%-ey a
p—)OOlV pS//(eiX)e g(el )

We now offer a rigorous proof. For 3S(61) = 0, there are two level curves which are
orthogonal and which intersect at the saddle point 6. These curves are the curves of “steepest
descent” of RS (01). One of them is the abscissa, namely [0, 91+ ]. The other curve, which we
call yg, is orthogonal to the abscissa in 6. Let y(t) : [~1, 1] — y, be a parametrization of
Yo such that y(0) = 6f and y’(0) = i. Noting that §'(y(0)) = §’(0f") = 0, the Taylor series
expansion of S is

2 2
S 0) = () = S0/ O)8" (7 0) +0(?) = =55 (65) (1 + o(1).

Since §”(0f) < 0, there exists a C I_diffeomorphic function u defined in a neighborhood of 0
such that

2
S(y (1)) — S(6%) = —%S”(Qf‘) +o(r?) = ().

u(t)zt,/#(@?) + o(1).

Note that u(—1) < 0 and u(1) > 0. Let the inverse of u be v =u~!. Then v(0) = 0 and

, 1 -2
v (0) = = .
u'(0) Y 87O

The yields that
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We proceed to calculate

1
/ e—ﬂS(Gl)g(Ql) dg, = / 1 €_pS(y(t))g()/(l))y/(t) dr
Yo -

1
— e_ps(el)/1e_pu2(t)g()/(t))y/(t)dt

with a change of variablesu(¢) = s and t = v(s)

u(l)

= evsen [ L )Y @) 6 ds

p—> 00 —_—
=g(69) =i _[ 2

76T ~ [T

P

-2 a
~ 3 —pS(6%) 0%).
p—)OOlV pS//(gix)e g( 1) 0

LEMMA 17. For some c; > 0, ¢ > 0, and B > 0, the following two statements hold:

s / . u) 52
~ e 1 g(V(U(())))V(U(O)Z &@ /(—l)e n

1. inf  NS(a+ib) > —c1 + cysina|b| for all |b| > B.
aelo} 01
2. For fixed a € [91+, 0, 1, the function b — RS(a + ib) is increasing on [0, 00) and
decreasing on (—oo, 0].
3. For$ > 0 sufficiently small and for all |b| < §, we have, for some C> > 0, Re(S(ib)) >
S(0) + Ca|b|?.

PROOF. We first calculate

MNS(a+ib) =acosa — s sina + sinaiﬁ\/,u% +u3 —(a+ib+pt
The claimed properties then follow from straightforward calculus. For further details, we

refer the reader to the proof of Lemma 19 of [8]. [

LEMMA 18. We may choose 'y, and y,, such that

/r e‘PS(9‘>g<91)d91=o</ e—p5(9‘>g<91>d91).

PROOF. Note that y, is the contour of steepest descent. Recall that the saddle point 67 is
aminimum of RS on the curve y,, and note that RS is increasing as one moves away from 67" .
For § > 0, let A +i B be the endpoints of y, chosen such that S(A £ iE) = S(67) + 6. For
B sufficiently large, we shall choose a contour I'y, such that (see Figure 10)

€—iB A—iB A—iB A+iB €+iB e+ioo
€1y / = f + f + f + _+ + .
Ty €—ico e—iB A—iB A+iB A+iB e+iB
We now seek to show that, for some § > 0, the six integrals in (31) are O (e PO+
Noting that :1S5(61) = NS (61), it is enough to show this property for the last three integrals

in (31). We first work with the third frOIll the last integral of (31). By the second statement in
Lemma 17, we have for all 6; € [A +iB, A +iB] that

RS(B1) > S(A+iB) = S(OY) +3.
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e —1iB

FI1G. 10. The contour 'y and yy.

Then

A+iB o A+iB
‘/ ' e—PS(Ql)g(Ql)dgl‘ < e~ P S )+5)/ N ‘g(91)| do;.
A+iB A+iB

We continue with the second to last integral in (31). Let us consider B such that
—c1 + cpsinaB > S(6F) + 3.
By the first statement in Lemma 17, we have that for all 6 € [A +iB, € +iB],
NRS(O1) > —c1 + cosinaB > S(0f) + 6.
Thus

e+iB o etiB
/ ' e—pS(@])g(gl)dgl‘ 56—9(5(91 H“”/ ‘ |g(91)‘d91.
A+iB A+iB

We now work with the final integral in (31). By the first statement of Lemma 17, we have for
all 01 € [0, oo] that

NRS(e+iB+it)>—ci+casinaB+ct > S(OF) + 8 + cot.
Then

€+ioo
[ e ™o
e+iB

- foo e~PIS(EHBHD |0 (9, df
—Jo

o o0
< P06 )+5)/ e P g(e +iB +it)|dt.
0

<0
Combining the above results, we have

/ e P56 g(9))d; = O(e_p(S(Oix)”)).

o

The proof then concludes by applying Lemma 16. [

The following Lemma considers the case where a pole coincides with the saddle point, a
case left untreated in [8].
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LEMMA 19. If6¢ =0, then

~ —pS(0)
(p,a) ags Resp(g)e .
IfoF =6 > 0, then

(o, o) o Rese{’ (g)e_'os(glp).
PROOF. In these two cases the pole coincides with the saddle point. In this case we
cannot integrate on the steepest descent contour because the integral will not converge. We
thus (see Figure 11 below) employ alternative contours of integration near the pole. We shall
consider two cases of interest separately.
Case I: 07 = 0. For K > 0, consider the contour of integration

K
Cp,K = {91 eC: |61] = — and RO, ZO}
NG

pictured in orange in Figure 11 below. The contour is half of a small circle with center 0
oriented in the positive direction. The Taylor series of § is

S// (0)
2

S(61) = S(0) + (6 + o(1)).

In addition,

Reso(g)
01

g6) = (1+o0(1)).

We then have the following equivalence

(32) f e PS5 do, = Reso(g)e—PS(O)/ ep%ef(1+o(1))1+0(1)d91
Co.K Co.x 01

(33) = RGSO(g)e_pS(O)/ e&tz(l"'”(l/«/ﬁ))wdl‘
Ci.kx t

"0 ,2 1
(34) ~ Resg(g)e *5V f e?" 2~ dt = iz Resg(g)e 5O,

0—>00 Cix P

): Cy,
Cyl :
/MS [ ]
‘ VAR ————+—

—is ¢

FIG. 11. Shifting the contour. The left figure considers the case 0 = 0. The right figure considers the case
of =6% > 0.
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The equality in (33) comes from the change of variables t = ,/p0,. The last equality in (34)
comes from the fact that

(35) / . Ler™22 4y i,
Cig !t 2 )=kt

where the equality in (35) illustrates that a change of variables enables us to integrate over
the whole circle. Cauchy’s residue theorem yields

€+ioo ico —iK/\Jp
(36) ([~ = " )ersegenas =o
€—ioo Cp.k iK/\/p —ioo
Using a similar argument in the proof of Lemma 18 yields that for § > 0,
ioco —ié
(37) + e PS¢ (01)doy = o(e™P5D).
8
i —ioo

For 0, sufficiently small and for some C; > 0, we have g(6;) < C1/|61|. Invoking the third
property of Lemma 17, we have

id
[ e <
iK/Jp

e ”S(O)/ e_czptzgdt56“’3(0)/006—@9&&.
K/Jp ! K t

The same inequality holds for f iK/ 5" Combining these two last inequalities with (34), (36),
and (37) yields

lim sup
p—> 00

ps [ _psen _ —p5(0) NS
e e g(01)d6; —im Resp(g)e < e ; dl.
e—ioco K

Letting K — 00, and recalling that by Proposition 5 we have

1 e+ioo 0
rpay= [ e a,
€E—IOO

the desired result follows.

Case II: Op =67 > 0. The proof is identical to that of the previous case. The only differ-
ence is that we need to take into account that the orientation of the contour yields a minus
sign. [
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