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Abstract—Data center workload fluctuations need periodic,
but careful scheduling to minimize power consumption while
meeting the task completion time requirements. Existing data
center scheduling systems tightly pack containers to save power.
However, with the growth of multi-tiered applications, there is a
significant need to account for the affinity between application
components, to minimize communication overheads and latency.
Centralized container scheduling systems using graph partition-
ing algorithms cause a significant number of task migrations,
with associated downtime.

We design pMACH, a novel distributed container scheduling
scheme for optimizing both power and task completion time in
data centers. It minimizes task migrations and packs frequently
communicating containers together without overloading servers.
pMACH operates at peak energy efficiency, thus reducing energy
consumption while also providing greater headroom for unpre-
dictable workload spikes. We also propose in-network monitoring
using smartNICs (sNIC) to measure the communications and then
perform scheduling in a hierarchical, parallelized framework to
achieve high performance and scalability. pMACH is based on
incremental partitioning and it leverages the previous scheduling
decision to significantly reduce the number of containers moved
between servers, avoiding application downtime.

Both testbed measurements and large-scale trace-driven simu-
lations show that pMACH saves at least 13.44% more power com-
pared to previous scheduling systems. It speeds task completion,
reducing the 95th percentile by a factor of 1.76-2.11 compared to
existing container scheduling schemes. Compared to other static
graph-based approaches, our incremental partitioning technique
reduces migrations per epoch by 82%.

Index Terms—Data center scheduling, power saving, cost
saving, meeting SLA

I. INTRODUCTION

Striking the right balance between conflicting scheduling

requirements such as overprovisioning to satisfy an appli-

cation’s service level agreements (SLA) vs. tightly packing

servers to save power in a data center (DC) can be challenging.

Tightly packing containers is necessary to achieve high server

utilization and power saving [1]–[4] by turning off idle servers.

In general, DCs operate at ∼ 20% server utilization [5]–

[7] and 10% network utilization [2], [8] in order to meet

application SLAs. However, this results in high overall DC

power consumption as more servers remain powered on.
While there exists some prior work to minimize both power

and task completion time [9], they are not incremental, leading

to a significant number of container migrations. They ignore

the cost of container migrations when adapting to workload

changes or when the workload is consolidated to a smaller

number of servers to reduce power consumption. Container

migration (e.g., CRIU [10]) also results in downtime [11],

and frequent migrations can adversely impact task completion

times and are likely to result in SLA violations [12]. Thus, it is

desirable to have a DC scheduler that simultaneously reduces

power, task completion time, and container migrations and

is also scalable to DC scales. The challenges are several -

the need to operate servers efficiently [13], support fluctuating

workloads [8], account for application container affinity [14],

and account for migration overheads [11].

Today’s DCs typically employ some form of heuristic-driven

bin packing such as RC-Informed [15], Borg [16], pMapper

[17] and others [18]–[20]. These solutions do not consider

container affinity, potentially resulting in hosted cloud appli-

cations having higher latency [9] due to large inter-container

communications. State-of-the-art task placement frameworks

such as Borg [16] and RC-Informed [15] pack containers in

highly utilized servers. Borg aims to reduce stranded resources

while RC-Informed over-subscribes CPU resources at 125%

[15], as a way of minimizing the number of servers deployed.

To minimize power consumption, pMapper [17] determines the

target utilization for each server based on the power model for

the server. It then places VMs on servers using a bin-packing

algorithm, trying to meet the target utilization on each server.

E-PVM [21] places containers on the server with the lowest

utilization, so as to leave large headroom for load spikes and

achieve low task completion time.

Goldilocks [9] is another approach for scheduling latency

sensitive tasks in a DC. It balances task completion time

and energy, benefiting from placing frequently communicating

containers together. However, it uses a centralized, periodic

graph partitioning and scheduling policy using Metis [22],

which does not scale to large DCs consisting of tens of

thousands of servers. The change in container graph going

from one epoch to the next may be incremental, but re-

partitioning the entire graph, as in [9], results in a lot

of container migrations. Vertices can be moved from one

partition to another due to repartitioning. As vertex migrations

correspond to container migrations, they are expensive and

must be minimized. Furthermore, their work does not consider

the overhead associated with transmitting the traffic matrix.

A DC cluster of several thousand servers, switches and links

is typically broken up into smaller identical units. These units

are called pods, comprising of several hundred servers along

with the top-of-the-rack and aggregation switches. The DC

network provides high-performance connectivity between all

pods in the DC. We propose pMACH a Two-Tier distributed

scheduling framework to adaptively ‘right size’ the DC by

first considering a pod-level partitioning of containers, and978-1-6654-4131-5/21/$31.00 ©2021 IEEE
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then repartitioning the container sub-graph within a pod.

pMACH schedules groups of containers (pMACH is generic,

and may be used for scheduling VMs as well) of a partition

on a server. It minimizes container migrations by adopting an

incremental partitioning technique. pMACH’s main focus is on

achieving scalability using a Two-Tier partitioning algorithm,

and executing the algorithm in an entirely distributed manner,

unlike the centralized approach that has been the state-of-the-

art. pMACH’s strengths are:

• Scalability: pMACH can schedule a large number of

containers over a cluster of ten thousands of servers in a

relatively short time.

• Multi-objective optimization: pMACH balances be-

tween power consumption, task completion time, and task

migrations.

• Efficient: pMACH only requires a small amount of

processing resources (few cores on a select server in each

pod of the DC), and uses network offload to relieve CPU

cores of scheduler related activity.

• Practical: rather than assuming the container communi-

cation graph, pMACH collects the needed information in

real-time on a Smart network interface card (sNIC).

pMACH significantly reduces task completion time as

containers that frequently communicate with each other are

placed together in the DC topology. Power saving is achieved

by having a minimal number of servers, so that unused

servers can be turned off. Container migrations are reduced

by accounting for dirty vertices (vertices that are moved

from their original group to another group in the graph),

thereby minimizing downtime. We consider three mechanisms

to perform hierarchical partitioning of the container graph,

namely, ParMetis Base partitioning, ParMetis Adaptive par-

titioning [23], and Tabu Search. Both ParMetis offerings (e.g.

Base and Adaptive) are highly parallelized. The difference

between them is that Adaptive partitioning reduces container

migrations and is faster to deal with workload variation. Tabu

Search is a widely used meta-heuristic for graph partitioning as

shown in [24]–[26] and allows us to provide a multi-objective

cost formulation, accounting for container migration costs.

Tabu Search however has poor scaling properties for larger

graphs. Hence, we propose a hierarchical Two-Tier partitioning

architecture that combines the advantages of both ParMetis

Adaptive partitioning and Tabu search.

To obtain the container graph, we use a sNIC to collect

the communication graph and provide it to the appropriate

ParMetis graph partitioning worker nodes. This helps us save

crucial CPU cycles. We use an efficient data stream sum-

marization [27] to derive the edge weights with reasonable

accuracy to allow frequently communicating container pairs

to be placed together, to minimize task completion time.

Both testbed measurements and large-scale trace-driven

simulations show that pMACH saves 13.44% more power

compared to other scheduling systems. It speeds task com-

pletion, reducing the 95th percentile by a factor of 1.76-2.11

compared to existing container scheduling schemes. Compared

to the static graph-based approach [9], our incremental parti-

tioning technique reduces the migrations per epoch by 82%.

Our major contributions include:

• A distributed scheduling system to scalably schedule

containers across tens of thousands of servers.

• A Two-Tier scheduler composed of ParMetis Adaptive

partitioning and Tabu Search to help reduce the parti-

tioning time and container migrations.

• An efficient telemetry data structure on the sNIC to obtain

the container graph in real-time.

• We implemented pMACH in a DC testbed (Cloudlab

[28]) using 16 servers. We also implemented a large-

scale flow-level simulation to demonstrate the scalability

of pMACH.

II. BACKGROUND AND RELATED WORK

Problem Statement: A DC scheduler runs hundreds of

thousands of jobs, from many thousands of different appli-

cations, across a number of clusters each with up to tens of

thousands of machines [16]. This work focuses on scheduling

for light-weight container instances. The broad goals for a

power and migration aware DC scheduling approach are:

• Task Completion Time: There is a need to honor

container resource requirements and place frequently

communicating container pairs together so that the task

completion time (latency) is reduced.

• Power Consumption: It is desirable to consolidate con-

tainers to fewer servers and operate them at peak energy

efficiency.

• Downtime: It is important to minimize the downtime

impact of container migrations.

Related Work: E-PVM and RC-Informed are instances of

the vector bin packing that model static resource allocation

problems, where there is a set of servers with known capacities

and a set of services with known demands [19]. Firstly,

E-PVM distributes containers to the least occupied servers,

leaving sufficient head room for spikes, but resulting in un-

desirably higher power consumption [21]. Alternatively, RC-

Informed [15] predicts the workload for the scheduler to safely

oversubscribe resources and tightly pack containers, thereby

consuming less energy compared to E-PVM [9]. The problem

with E-PVM and RC-Informed is that they do not consider

container pair affinities and nor do they take advantage of

peak energy efficiency. Compared to E-PVM, 6.6% to 18.8%

power can be saved by alternatives that pack containers more

tightly [9]. Furthermore, workload prediction can be imperfect

and RC-Informed is shown to predict a new VM’s CPU

utilization with only 81% accuracy [15]. Under-prediction will

cause the target peak utilization to be exceeded, and with

oversubscribing of resources at 125%, it can result in violating

latency requirements. Thus, it is desirable to have a lower

utilization level for each processor and still save energy.

Another approach is to represent containers and the com-

munication between them as a graph and use partitioning

to allocate containers to different nodes [9]. The approach

considers a container graph with resource demands as vertex
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