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Abstract: We consider solutions to the 2d Navier—Stokes equations on T x R close to
the Poiseuille flow, with small viscosity v > 0. Our first result concerns a semigroup
estimate for the linearized problem. Here we show that the x-dependent modes of lin-
ear solutions decay on a time-scale proportional to v~!/2|log v|. This effect is often
referred to as enhanced dissipation or metastability since it gives a much faster decay
than the regular dissipative time-scale v~ (this is also the time-scale on which the x-
independent mode naturally decays). We achieve this using an adaptation of the method
of hypocoercivity. Our second result concerns the full nonlinear equations. We show that
when the perturbation from the Poiseuille flow is initially of size at most v3/4*, then it
remains so for all time. Moreover, the enhanced dissipation also persists in this scenario,
so that the x-dependent modes of the solution are dissipated on a time scale of order
v~1/2| log v|. This transition threshold is established by a bootstrap argument using the
semigroup estimate and a careful analysis of the nonlinear term in order to deal with the
unboundedness of the domain and the Poiseuille flow itself.
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1. Introduction

In this paper we consider the two-dimensional Navier—Stokes equations

U+ WU -VYU+VP —vAU =0,

V.U=0 (1.1)
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posed on the boundary-less domain T x R, where T = [0, 27) is a periodic interval.
Here, U = (U!, U?) is the velocity vector field and P is the scalar pressure of an incom-
pressible fluid of uniform density, and the kinematic viscosity v > 0 is proportional to
the inverse of the Reynolds number. Setting V- = (—0dy, dx) the rotation of the gradient
vector, the vorticity Q := V1. U = —0yU '+ 8, U? satisfies the active scalar equation

%Q+U-VQ —vAQ =0,

L 1.2)
U=V-V¥, AV =Q,

where W is the corresponding stream-function.

A widely studied stationary solution to (1.1) is the so-called Poiseuille flow, given
by U S(x,y) = (y2,0) and PS(x, y) = 2vx. There are several reasons for which this
flow is of basic importance: On the one hand, it is the two-dimensional version of the
three-dimensional pipe flow studied by Reynolds in his famous experiments [25], the
subtleties of which are yet to be understood [31]. It is also the prototypical example
of a strictly convex shear flow, whose stability properties have been widely studied in
the physics literature since Rayleigh [14,24]. Moreover, it is the simplest non-trivial
example of a shear flow on T x R besides the Couette flow (y, 0).

The main goal of this article is to prove quantitative stability results for the Poiseuille
flow. By writing U = (y?, 0) + u, with corresponding @ = —2y + w, we can rewrite
(1.2) as

B+ y2ocw — 20, —VvAw = —u - Vo, 13
u=viy, Ay =o. 4
Hereu : RxT xR — TxRandw, ¢ : RxT xR — R are thought of as perturbations
of the velocity, vorticity and stream-function around the Poiseuille flow.

This way the question of stability of the Poiseuille flow can be rephrased in terms
of the behavior of (small data) solutions to (1.3). Our analysis is divided into two parts:
Firstly, in Sect. 2 we investigate the decay properties of the linear part of (1.3). Here we
will see that solutions decay at a faster than dissipative time scale — an effect referred
to as enhanced dissipation. Secondly, Sect. 3 shows that there is a threshold for the size
of the initial data in a suitable norm, below which this fast decay also persists in the
nonlinear case. Here the size of the threshold is given in terms of the viscosity. In the
remainder of this introduction we discuss our results in more detail, and give an overview
of the paper.

1.1. Linear enhanced dissipation. In our first main result, we study the decay properties
of the semigroup generated by the linear operator
L=—y20 +20: A" + VA,
in the weighted L? space X normed by
A% = 1172 + 19F 1172 (1.4)

We will prove the following theorem.
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Theorem 1.1. Let v < 1 and let Py denote the projection to the sum of the L£k-th Fourier
modes in x, k € N. Then there exist g9 > % and Co € (1, 10) such that for every k # 0
there holds the semigroup estimate

le“ Prllx—x < Coe c0% Vi >0,

where
V1/2|k|1/2
" 1+ |logv| +log k|’

)\v,k

The constants ey and Cy can be explicitly computed.

By summing over all £ € N, we can re-state the above result in the following unified
way. Here, we need to require that the zeroth x-frequency (i.e. the x-average of the
solution) vanishes. Since the projections P; and £ commute, this property is preserved
by the flow generated by the semigroup.

Corollary 1.2. Let v < 1 and o' € X, and assume that for almost every y € R we

have

/ o™ (x, y)dx = 0. (1.5)
T

Then
e ™|l x < Coe™ ™| |x, Vi >0, (1.6)

where
ry = (1.7)

" 1+ ]logy| ‘

Estimate (1.6) is a quantitative account of linear enhanced dissipation: initial data in X
satisfying (1.5) decay exponentially at a rate proportional to v!/2 (up to a logarithmic
correction), which is much faster than the heat equation rate proportional to v. This is
a manifestation of metastability: the nonzero x-frequencies decay at the fast time-scale
oy 1, while the x-independent modes have a much longer relaxation time proportional
to O(v~1).

The phenomenon of enhanced dissipation has been widely studied in the physics lit-
erature [10,19,23,26], and has recently received a lot of attention from the mathematical
community: from the seminal article [12], quantitative questions have been addressed
in the context of passive scalars [1,4,5,13,29] and Navier—Stokes equations near the
Couette flow [8,16,28], as well as Lamb—Oseen vortices [15,20]. However, the only
other quantitative result on the Navier—Stokes equations near a shear flow (analogous to
Theorem 1.1) has been obtained in [17,30] for the Kolmogorov flow (sin y, 0). In these
works, the analysis required a careful and complicated study of the spectral properties
of the linear operator £ and its resolvent.

Our result is the first of its kind for the Navier—Stokes equations on T x R (excluding
the explicitly solvable Couette flow, already analyzed by Lord Kelvin in 1887 [18]). In
stark contrast to the aforementioned case of the Kolmogorov flow, our result is proved
via a simple energy method based on a modification of the so-called hypocoercivity
framework [27]. The pertinent ideas are discussed in detail in Sect. 2: We present first
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our claim in terms of a hypocoercivity functional (Theorem 2.1 in Sect. 2.1), then give
an overview of the energy estimates that enter into it (Sect. 2.2). Subsequently, Sect. 2.3
establishes its proof. To conclude, in Sect. 2.4 we deduce Corollary 2.2, which implies
Theorem 1.1. We remark that in all of these considerations one can treat the x frequencies
separately, since they are naturally decoupled in the linear equations.

1.2. Nonlinear transition stability threshold. Our second result is concerned with the
nonlinear asymptotic stability of the Poiseuille flow. This question is also related to
what is known as subcritical transition: for the present scenario, it was conjectured by
Lord Kelvin [18] that indeed the flow is stable, but that the stability threshold decreases
as v — 0. For any real system this then entails transition at a finite Reynolds number.
Our result confirms this behavior rigorously for the Poiseuille flow. We give an explicit
size in terms of powers of the viscosity v, such that initial data below this threshold (in a
suitable norm) yield global solutions that exhibit enhanced dissipation. More precisely,
our result is as follows.

Theorem 1.3. For every i, C1 > 0, there exists vy > 0 such that if 0 < v < vy and

Ha)in S C1V3/4+2M, (18)

1,in
+ H ]Pou ’
X 4 L?

then there exists a unique global solution w to the initial value problem for (1.3) with
w(0) = . Moreover, the modes with k # 0 exhibit an enhanced dissipation rate as
in the linear case, namely

IPro®|, < 2Cye” FEEIGM!

‘]P’;,ga)i"

, Vi>0,
X

where IP’;E = 1—Pg, while the k = O mode remains bounded, i.e. for a universal constant
Cy > 0 we have

, Vt>0.

IPoo®)lly = Ca |

The basic setting for the proof of this theorem is a perturbative analysis based on the
properties of the linear flow as studied in Sect. 2. At its heart is the idea to bootstrap
global control over the X norm, which we used in order to obtain the linear enhanced
dissipation. We thus start by discussing basic properties and well-posedness of the full,
nonlinear equation in the X norm (see Sect. 3.1). Since the arguments for the bootstrap
itself vitally require a fine understanding of the nonlinear structure of the equations, we
then give an account of the relevant details (Sect. 3.2). Subsequently, Sect. 3.3 illustrates
how control of the X norm yields some crucial energy estimates that will be used later.
Finally, the proof of the claim via bootstrap is carried out in Sect. 3.4.

The above Theorem 1.3 is the first such result for the Poiseuille flow, and it is worth
highlighting again its relatively straightforward proof. To the best of our knowledge,
outside the realm of monotone shear flows there is only one similar result: the article
[30] establishes an analogous claim for the Kolmogorov flow (see also [21] for results in
three-dimensions). As in our paper, the nonlinear result therein is obtained by means of a
perturbative analysis. This relies on the linear estimates established via spectral methods,
which are significantly more complicated than our energy estimates, as mentioned above.
In addition, the nonlinear analysis makes crucial use of an additional effect called inviscid
damping. While this is in principle also present in our case, it plays no role in our analysis.
This is a clear advantage, since at present it seems that inviscid damping for the Poiseuille
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flow is still not well understood in the unbounded domain T x R. In contrast to [30], one
additional difficulty that we face in our analysis is the presence of the weight in the norm
X, since our domain and the gradient of the Poiseuille flow are unbounded as |y| — oo:
this requires a finer analysis of the nonlinear terms in order to close the desired energy
estimate.

In the case of monotone shear flows, lately the Couette flow has attracted a lot of
attention. We mention [2,3,6,9,11,22] and the recent survey [7] for a variety of results
with data in Sobolev and Gevrey spaces in both two and three space dimensions.

Remark 1.4. 1t is not clear if the decay rate A, in (1.7) is sharp, although it coincides
with the passive scalar rate in [4]. The logarithmic correction is likely a technical matter.
Similarly, the exponent 3/4 in the transition threshold (1.8) is also unclear to be sharp;
in fact, it may depend on the choice of the norm. Our norm X arises as a natural energy
of the system.

2. Linear Enhanced Dissipation

This section is devoted to the Proof of Theorem 1.1. Setting w(#) = eLwi" we have
that

orw + yzaxw — 20, = vAw,

AV — o @2.1)

with initial datum w(0) = «'". Via an expansion of  (and /) as a Fourier series in the
x variable, namely

. 1 .
o, x,y) =Y at, )™, at,y) == / o, x, y)e " dx,
2 T
keZ
for k € Ny we set
wp(t,x,y) == Z a(t, y)e''.
1|=k
This way we may express @ = ZkeNO wk (¢, x, y) as a sum of real-valued functions wy

that are localized in x-frequency on a single band £k, k € Ny. We thus see that (2.1)
decouples in k and becomes an infinite system of one-dimensional equations.

Notation conventions for Sect. 2. In what follows, we will use || - || and (-, -) for the
standard real L? norm and scalar product, respectively. We will not distinguish between
one and two dimensional L? spaces, as no dimensional property will be used.

2.1. The main result. The main result of this section is a decay estimate on wy fork € N.

Theorem 2.1. Let v > 0 and k € N. Then there exists eg > 21—0 such that the following
holds true: there exist constants o, Bo, Vo > 0 only depending on &y such that the
energy functional

40
k|

1 agv!/?
<1>k:=—[||wk||2+ I Vo) + == (yvox ook, dyer)

2 k]!

+1)1/2 |k|3/2 (”yaxwk” +2[|Vox Yl ):| (2.2)
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satisfies the differential inequality

32 yovl/2

7 5 )
|k|3/2 3 lyox Varll” + |0y ll” | <0
(2.3)

(07004
2 |k|1/2

d
Ecbk + 26002 |k|V? @ + | Awkll +

forallt > 0. In particular, assuming that chf{”, yaxa)};" € L? we have

@k(t) < 672€0v1/2|k|1/2t®k(0), t> 0.

The above decay estimate is obtained via a hypocoercivity argument that requires a
weighted H I_norm of the initial data to be finite. However, as a direct consequence we
obtain the following result.

Corollary 2.2. With the same notation as in Theorem 2.1, let Cy := (3e(1 + 20[080))]/ 2
and assume that 0 < v < 1. Then

1 Y0
Q1) = 3 o) + B2 [ Iy 12 + 21990 ]
decays at the fast rate
Qi (1) < CJQr(0)e™ 0™kt >0,

where
vl/2|k|l/2

Ak = .
" T T4 | log v] + log k|

Since |V ()|l < ok ()| for any k # 0, Corollary 2.2 implies Theorem 1.1. Its proof

is given in Sect. 2.4.

Remark 2.3. Theorem 2.1 has a corresponding version in case of partial dissipation
vdyyw (rather than the full Laplacian vAw) on the right hand side of (2.1). However,
this does not translate to faster decay in L? as in Corollary 2.2. Indeed, a key ingredient
for its proof in the case of full Laplacian dissipation is the monotonicity of || yaxa)H2 +
2| Vo |2, see also Remark 2.5. This, however, is no longer true for partial dissipation.

2.2. Preliminary energy estimates. We start the discussion with some energy estimates
that will be used to build the functionals ®.

Lemma 2.4. Let w solve (2.1). Then we have the following balances:

1d
Eanwnz +v||Vo|? =0, (2.4)
1d 5 5
zaHVwH + V|| Aw|” + 2(ydrw, ayw)zo, (2.5)
d
3 Voo, dy0) + 20ydxol? + 43y ¥ [1> = —2v(Aw, ydyo), (2.6)
ld 2 2 2
5 g IVl +vlyd Vol? = vl — 40y, du¥), Q27
1d 5 5
~— Va1 + v 0cll® = 2(yduy ¥, dax ). (2.8)

2 dt
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Remark 2.5. In particular, combining (2.7) and (2.8) we have the useful identity
1d

S [vael? +21Vou I’ | = —vigel® —v ya Ve’ @9)

This will be used in the Proof of Corollary 2.2 and also motivates the structure of the y
term in our definition of ®;. The cancellation obtained in this linear combination is in
fact a crucial point in our argument.

Proof. All estimates follow by direct computation, using integration by parts and the
antisymmetry property (y"d, f, f) = 0, for n € Ny. The L? balance (2.4) follows
directly by testing (2.1) with w:

1d
~—lwl* +v|Vo|? = 0.
2 dt

Testing (2.1) with Aw we also obtain (2.5) by a simple integration by parts as
1d
53 Vel +vidol? = —2(ydcw, yw).

Turning to (2.6), we use (2.1) to compute

d
E(yaxw, dyw) = v [(y0rAw, dyo) + (ydrw, dyAw)]
~ [P0, 0,0) + (v, 0,070,0))]

+2 [(yaxxw’ dyw) + (yorw, axyw)] .

We treat the v term integrating by parts as

(yoxAw, dyw) + (yoyw, dyAw) = —2(Aw, Yoy o),
while for the second term we compute

(PO, dy) + (ydo, 3, (37 0:0)) = 2] ydol.
Lastly, the third term yields

(YOux ¥, Oy AY) + (yOx AV, 0xy¥) = —(A(Yx V), Oxy V) + (yOx AYr, Oxy V)

~2)13xy ¥ 1%,

and (2.6) follows. For (2.7), we have
Egllyaxwll = (yoyw, yox(VAw — y“ 0w + 20, V))
= V(y0y, yox Aw) + 2(y0x AV, yOxx )
= v [0ol* — v lyd Vol — 4y ¥, 0 ), (2.10)
while for (2.8) we multiply (2.1) by 9, and obtain
(Orw, OxxYr) + <y23xw’ Oex ) — 2(0x V¥, Oxx W) = V(Aw, 0y ¥).

Hence

1d 2 2 2
S IVoaVI™+ (70 AY. 0t} = —v [[0x 0"

and the conclusion follows from

(VUAY, dex ) = =203y, e W) — (320, VY, Vo) = —2(yday ¥, dex V).
The proof is over. O
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2.3. The hypocoercivity setting. In order to simplify notation, we will consider the so-
lution w to (2.1) as concentrated on a single x-frequency band +k (k € N). We will
therefore omit the subscript k in all the quantities, and we will only keep the depen-
dence on k of the various constants. The first step is to define the functional in (2.2). For
o, B, v > 0 to be determined, we let

1
@ = 210l + Vol + 48(y,0. 9,0) + v [yd,0l® + 27 Va2

Notice that, up to rescaling of the various coefficients, ® has exactly the form (2.2), as
long as we assume that w is concentrated in one single frequency band k. We will now
derive various properties of ® and prove (2.3).

Proof of Theorem 2.1. The proof proceeds through a series of constraints on «, 8, y that
will be stated and verified at the end of the proof. We first observe that we can guarantee
that & > 0. Clearly,

a 82
4B(ydyw, dyw) < 4B|lydcw]||dyw] < Enw)nz + 7||yaan2

so that if we assume that

2
1
L8 < — (2.11)
ay ~ 16
we obtain the upper and lower bounds
Mol +alvelr? dol? +4y|Vo,y|*| < @
1 ol +allVol= +yllydcoll” +4y IV ¥~ | = P,
1 2 2 2 2
¢ < 1 2wl +3aVoll” + 3y [ yoxoll” + 4y Vo ¥ |7 . (2.12)

By virtue of the energy estimates from Lemma 2.4, ® satisfies

d
3 O VIVl +av Aol +4Bllydcel? + 8810 W17 + yviyd Vol® + yvldcel?
= —4Bv(Aw, yiyyw) — 2a(ydiw, dyw). (2.13)

Now, to absorb the first term on the right hand side we make use of (2.11) and note that

oV B%v
2 2
—4pv(Aw, ydcyw) < 4pv[lAw|llydxywll < TIIAwII +27||y3xyw||

av yv
< 7||Aw||2 + ?nyaanz,

while the second term can be estimated as

v o?
2 2
—2a{ydrw, dyw) = Z[Vol” +4—[yoso|".

In view of our aim to reconstruct the functional ® on the left hand side of (2.13), we
observe that the missing term || 9y, ¥ ||2 may be bounded from above as follows: since

1 1
(yx ¥, Y8 @) = (Byxr, Yyyx ¥) + Dy ¥, YOrax ) = —§||ayan2 + Enaxanz
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it follows that

[8:x W 12 = 18y WII* = 2(0ay ¥, YO @) < 105y ¥ [1* + [lydre]?,

implying

185x W12 < llydell® + 2185y ¥ II%.

Altogether, this means that we can reduce (2.13) to

9t 2 9ol + Ppael? + (26 - 22 yool?
a4 2 ) 1Yoxe
7
+2BIIVa ¥ |I* + gyvnyaan% yvlldcw|? < 0. (2.14)

We now specialize the discussion to w that is localized on a fixed x-frequency band %k,
for some k € N. Then ||0yw| = |k||w||. We will next choose parameters «, £, y in
dependence of v and & in such a way that a suitable differential inequality will hold. The
details are as follows.

We fix the scales of the parameters «, 8, y with respect to v and k to be

pl/2 1 1
TR B= mﬂo, V= SR (2.15)
with «g, Bo, yo > 0 independent of v and k such that
2
fo 1 (2.16)
aoyo ~ 16

so that (2.16) is satisfied. In order to reconstruct the L2 norm of w on the left hand side
of (2.14), we preliminarily note that an integration by parts yields

1
(yo, dyow) = =] 2.17)
As a consequence, for every o > 0 it holds that
2 1
lol? < 2[3,0] Iyol < o [oyo]”+ — lyel?. (2.18)

. 1/2
Taking 0 = — X" we conclude that
g 5 ﬂé/z K172

,31/2 v )
OTv‘/z k' ol < 2 laye|” + B llydcwll?.

Upon substituting the relations (2.15) and assuming the further constraint

Bo > 4o, (2.19)
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we thus obtain from (2.14) the inequality

1/2 1/2

d ﬁ 1
Lo 1215172 2,2
3 @V Sl S

IVo|?

Bo — 40}
+ e (el +2198,917)

av 2 7 2 2
+7||A60|| +§Vvlly3wa|| +yvlo o~ <0.

Now it remains to choose «g, Bo, Yo > 0 satisfying the constraints (2.16) and (2.19)
and such that the above term in square brackets bounds a multiple of ®. Factoring out

By/% /4,

172

d ﬂ
oo+ v1/2 k|12 [2 lwl* +
t

1/2
—12/2 — IVl
Bo/? 1kl

Bo —

SV R 3”)’8 |7+ 4|V lﬁll )
172 12 (
ﬁ/ 1/ |k|3/2

7
+ 7||Aw|| + gyvnyaxwuuz +yv|dl® <0, (2.20)

and invoking (2.12), the additional conditions for this read

2 Bo — 4o}
0 0

It is not hard to check that the choice

1 82 3o
S8 = = ap=48. fo=-2, y=-2,
0= 520 =% fo=7n n=7

satisfies (2.16) with an equality and (2.21), and hence also (2.19) automatically. With
(2.20) this yields

d 172 15,1/2 7
d—4>+28v "2 @+ 22 IIAwII +3 VV||y3wa|| +yv]d ol

where g9 = §o/4 > 21—0. This concludes the Proof of Theorem 2.1. O

2.4. Semigroup estimates and the Proof of Theorem 1.1. As mentioned above, Theorem
1.1 is a direct consequence of Corollary 2.2. We therefore prove the latter here below.

Proof of Corollary 2.2. We use the notation from Theorem 2.1. We begin by recalling
that per (2.12), for w localized to x-frequency +k, the quantity

vo k|
Vol + 5 [||yw||2+4||wn2]

1 5 aov!
= +
> lol 4|k|1/2
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is comparable to ®. In particular, since |k| > 1 and also 0 < v < 1, we have
1 2, Y0 2 2
o) = 3 lo@I~+ 7 lyo@I”+2 V@O~ | < ).

On the one hand we note that by monotonicity of [|w||> and of | yd,wl|> + 2 |V,
(see (2.4) and (2.9) in Remark 2.5) we get

Q@) = Q(0).

1+|log v|+log|k|
Zeou 2T On the other

hand, for t > T, x we argue as follows: from the energy equality (2.4) and the mean
value theorem we deduce that there exists

e (05 )
2e9v1/2 |k|1/2

In particular, this suffices to show the claim fort < T,  :=

such that

1/2 )
7 Ve < o

By (2.12) this implies

2 wplkl'?

* 1 * in * *
(") = 5 o) +3ave0 o |+ T [3 o | + 4 vy an]?].

Invoking again the aforementioned monotonicity yields

|k|1/2
D) < 3+ 6age0) 775 Q(0).

From the differential inequality (2.3) for ® and the factthat 0 < t* < T, x it then follows
that for r > T, x we have

0(1) < ®(1) < e 20 K= g 1)

_ 1/2,11/2
e 2e0v /4 k| IQ(O)

12
12111/2,% |k
< (3 + 6ageg)eov KT | |1/2

_2 V215172 .
< e(3 + 6apep)e €0 T+ Tog v[+Toglk] 0(0),

where we used in the last inequality that 0 < * < 5 and that

1
2e0v1/2|k| 1/

W1/2151/2

k|2 1/2(311/2 B PO (L
Le*%ov/ Ik|'/2¢ <e 2801+|]ogv|+log|k|t’ t> Ty

V172

This concludes the proof. O
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3. Nonlinear Transition Stability Threshold

Let us now return to the study of the full, nonlinear equation (1.3), rewritten here for
convenience:

0w =Lw—u-Vo, u=vV+tale. 3.1

In this section we will see that there is a threshold for the Reynolds number, above
which the nonlinear flow globally exhibits the enhanced dissipation demonstrated for
the linear flow in Sect. 2. Here the modes k = 0 and k # O play different roles, so to give
the precise result we introduce the notation Py for the projection onto the x-frequency
k=0,ie.

Bﬁ@o&zﬂﬁwﬁ=ﬁfﬁymn

We will furthermore denote the shear part of a function by f(y) := Py f(y) and
flx,y) = P, f(x, y).! When we apply Pg to the velocity u, then u; will only de-
note the scalar Pou!, since by periodicity for the second component we have Pou? = 0.
We also remind the reader of the notation (1.4) for the norm X: || f ||§( =|\f ||i2 +|lyf I|iz.

The main goal of the section is to prove the following theorem, which is nothing but
a restatement of Theorem 1.3. We remind the reader that Cy, g¢ are the constants of the
semigroup estimate in Corollary 1.2.

Theorem 3.1. For every u, C1 > 0, there exists vo > 0 such that if 0 < v < g and?

l,in 3/4+2u
b

me

+ || yPou <Crv
o+ rot =
then there exists a unique global solution w to the initial value problem for (3.1) with
w(0) = . Moreover, the modes with k # 0 exhibit an enhanced dissipation rate as
in the linear case, namely

It

IProo (@t < 2Cpe” TR Pio™

) Vti()»
X

where P = 1—Po, while the k = 0 mode remains bounded, i.e. for a universal constant
Cy > 0 we have

, Vi =>0.

IPoo®)llx < €|

The proof proceeds via a bootstrap argument, and relies on the decay properties of the
semigroup e’ £ This is what motivates our use of the X norm. We thus beginin Sect. 3.1 by
discussing its fundamental properties as relevant to our setting: the enhanced dissipation
estimate and the local-wellposedness of (3.1) in this norm. In order to globally propagate
control of the X norm, a finer understanding of the structure of the equations is crucial.
This is achieved in Sect. 3.2. It is followed in Sect. 3.3 by a discussion of preliminaries
for the proof of the theorem. We show how bounds for the X norm will give us control
over the evolution of some quantities that will be essential later on. Finally, Sect. 3.4
gives the details for the bootstrap argument that proves Theorem 3.1.

1 Note also that since x € T we have 1 fsllp2 = ~27 |l fs ”LQ.
y

2 Note that in terms of the vorticity this condition can be written as '™

Ci V3/4+20

IA

-1 in
+H3, Pow
x TP T
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Notation conventions for Sect. 3. Unlike the case of Sect. 2, here we will not be working
exclusively with L? norms, so we shall always specify them. The parameters &y and Co
being initially fixed in size, we will generically denote by C a positive constant that may
depend on them. Note that the value of C may change from line to line. In contrast, for
further small parameters 0 < §, 6 < 1 to be chosen later, we shall track their influence
by denoting by C, a constant of the form C, = a~!C, with a € {8, 6}.

3.1. Basic setup. Inview of the properties of the linear equation 9; f = L f we introduce
the following definition.

Definition 3.2. For fixed g9 > % and A, as in Corollary 1.2, we write

= 1+|log V|

1fllx, = e N flx, Nflxor = suwp Iflx,, T >0.
1€[0.7]

This way the enhanced dissipation of Corollary 1.2 can be restated as the following
bound for the semigroup e’ £

le“ Fllx, < Coll fllx.
Moreover, the Eq. (3.1) is locally well-posed in this functional framework.

Lemma 3.3. The Poiseuille equation (3.1) is locally (in time) well-posed in C;X. In
particular, the mapping t +— |@(t)||x is continuous for a suitably small range of 0 <
t < T (depending only on ||w ||X and v).

We remark that clearly this also implies the continuity of # — [|@(¢)|x, wherever it
is defined.

Proof. We content ourselves with giving the relevant a priori estimates for ||wl|/;2 and
lywl||; 2, which can be rigorously justified within a proper approximation scheme. For
o these are just the energy estimates

1d

S loll7, +v [Vollj, =0,

whereas for yw we take the inner product of (3.1) with y? and compute that (compare
also (2.10))

%5 Iyoll?> = (yo, y(vAw — y*d 0 + 20,9 — u - Vo))
=vll® —viyVel® +2(yo, yd, A" 0) — (o, u - Vo).
First of all, notice that
AA™ @) =207 190 + yo.
Thus
yA_la) = 2A_28ya) + A_l(ya)),

implying the commutator relation

[y, A o = yA™ 'w — A7 o) = 284720 w. (3.2)
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Now

2y, yd A w) = 2(y@, y, AT'@) = 2(y@, [y, A118,@) +2(yd, A ya)
= 4(yd, AT20,0,0) = —4(AT'0, (y@), 9, A7 @),

and thus
2y, ydr A o) = 4(AT 9, (y@), AT 8:@)| < dllyol 2wl

We now proceed to bound u in L°°. For this we need the one-dimensional Gagliardo—
Nirenberg—Sobolev inequality

1/2 1/2
I sl (3.3)

luslizee < e llus
for some ¢ > 0, and the following standard interpolation result
Il < Sl 1Valh: < 216155 1Val).. (3.4)
holding for some ¢; > O and all 0 < § < 1. Arguing as in (2.17), we easily deduce that
luslize < 21581l 2 = 2lyesll 2,
and therefore

1/2 1/2 1/2
lull e < C lloll 5 [yl 2+ 1Vl ]

We can conclude that (below u? stands for the second component of the vector u)

1/2

1/2 3/2
W Vo, y0)| = |@o, yo)| < € [Iyol 2 + 1Yol 2] 10135 Iyol,

v C 4/3
< 5 IVolfs + =5 ol lyol;

3/2
Al

3/2
+C ol Iyol}s .

Thus

S el +viyVoll, < 2 Vol 2+C[v ol + lyoll 2 ol 2

1 4/3 32 3/2
+ =75 ol ol s + ol Iyl |,
v

and therefore

C
2 2 4/3
- [Ilwlle + IIywlle] < Cllol7, + lyol 2 lol2 + —7 73 loll7, Iyl ;

dr
3/2 ”3/2

+C ol lye

This provides the key local-in-time a priori estimate on ||| x, and allows us to conclude
the proof. O
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3.2. Structure of the equations and energy estimates. Equation (3.1) satisfies the fol-
lowing energy estimates for w and u:

d
5 lelze + v IVulg, =0,
1d
R lollZ, +v[[Vel?, = 0. (3.5)

To go further we will investigate the structure of the equations for the modes k = 0 and
k #0.

3.2.1. k = O0mode One computes directly from the structure of the Biot—Savart law that
ugoyws; = 0, so that we have Py(u - Vw) = Po(iz - Vo) + Po(ﬁzé)ya)s) + Po(us 0y @) =
Po (it - V@), i.e. there are no self-interactions of the k = 0 mode. For w; we thus simply
have the equation

drws +Po(it - V@) = vdyyws.
In addition, we observe the following structure of the nonlinearity in this case:
Po(ii - V&) = Py(V - (iid)) = f V- (@@)dx = dy / Padx = 8,Py(I°®)
T T

=y /T(axlﬂayy&)dx = dyy /;T(axlzay&)dx = —d,,Po(@a'i?),

where we used that @ = axx& + ayy&. The equations for ug and 5 thus read

8,‘145 + ]P)()(I/le(:)) = Uayyus,
s — Po(@'?) = vy .

With this we easily obtain additional energy estimates: For weights in y this yields

1d 2 ~ -
T lyasl?, = vllwsl?, —v|ydyos|;. — Pol - Vi), y*)  (3.6)
and
1d 2 2 2 A
a7 vuslize = viuslizs = v [ yayus [ = Po@*@), yous). (3.7

To control the term with the positive sign on the right hand side of (3.6) we will use
(3.5), whereas for that in (3.7) we compute the Hy_1 norm of u, as follows:

1d 1~
o 1Wsl72 = —v llusl7s + (PoG' @), ¥). (3.8)
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3.2.2. k # 0 modes A useful consequence in our setup is that

lall: = Clloly,

1L/22 H dyit ||1L/22 (see also (2.18)) it
will suffice to bound || Oyl H 12 =< l@llz2, and by commuting y with the Biot-Savart law
we get ||yt 2 < 3||@ll;2 +]ydll 2. Moreover, we have the following energy estimates
on .

which can be seen as follows: since [|i|[;2 < V2 [lyul|

Lemma 3.4. There exists C > 0 such that for § > 0 there holds
t C o2 1 1 .
~ 112 —1,,—1-5 L ~ 12 -1
[ wvals = St o | [Dar et o

Proof. We have

2
, 0<t<T.
L2

Id o ~ 2 ~
>q% ol =—vIVal, — (u- Vo, o).

To bound the nonlinearity we notice that by the divergence structure and since u - Vo, =
0 there holds

(u-Vo,d) = (u-Vog, ®) = —(uws, Vo) = —(llwg, Vi),
so that for § > 0 we obtain the bound

~ ~ ~ Co s inl®> i =2 LY ~ 12
[ - Voo, &)| < Nlitll < eosll 2 [Vl 2 < (v Hw’” DB + S IVaIL

O

3.2.3. Second order derivatives For future use we state the following

Lemma 3.5. Assume w solves (3.1). Then

t
/
Proof. We recall that | D?w||,, = [|Aw| ;2. Testing the equation 9, + u - Voo = Lo
with Aw then yields

1 .12
+v7 H Vo' )
L2

4
L2

2 t .
Dsz < 16v—2/ ly@ll, + Cv =2 Ha)
L 0

t
v/ lA0l2; = = [Vo®, + | Vo
0
+{u - Vo, Aw).

2 t
+f (2,0 — 20, A" w, Aw)
L? 0

By antisymmetry and since d,® = d,® we deduce that
<y28xw - ZaxA_]a)’ Aw) = <y28x5)’ dyyw) = 2(yo, Oxyw),

so we can bound

[

_ v 8 1. .
(oo — 20, A0, Aw) szfo ly@l 2 ||Aw||Lzs;f0 ly@l3 .

t
+3/ lAw]?
4 Jo L*-
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For the nonlinear term we notice that by the divergence structure we have

(u- Vo, Aw) = — Z(ajuiﬁia), 0jw),
ij

and thus

t t t
2
/0 - Vo, Aw)| < ||w||L;>oLz/O IVol2, < cuwnL,ooszO 1Yol Aol 2

4C ||w]? t t

- I ”L§>°L2 Yol v Al

<88 w2, + 2 | 18wl .
v 0 4 Jo

Since flwllgeop2 < ™| .2 by (3.5), this yields the claim. O

3.3. Preliminaries of the Proof of Theorem 3.1. As announced, here we will see how
control of [|@| x, gives bounds for the k = 0 mode and second order derivatives, as well
as an energy estimate for @ (Proposition 3.6). We emphasize that the estimates here are
global in nature, i.e. hold as long as one has suitable bounds on @ and do not need to be
proved by iteration — this is in contrast to the bootstrap for @.

Proposition 3.6. Let w solve (3.1), and let T > 0. Assume that | @l xjo.7) < C1 @™ 4
for some C1 > 0. Then for 0 <t < T we have:

(1) Energy estimates for :

L o2 1 —1=s || in||? s =1 | ~in]|? 1| in|?
V&2, < Csv~' (v Hw”’ yroast |ain]” 4w me L 0<s< 1.
0 L2 X L2

(2) Control of second order derivatives of w:

[

(3) Lower order (and weighted) energy estimates for uy:

2 Ll . 2
+Cv~ Hw”’ +v HVa)”’
X

2 .
Dza)H < Cvfz)»ljl Hd)’" .
L? L?

4
L2

2

win
s

|

L Cv‘1/4/\;3/4 Hwin

in
YU

yes Ol + s Ol < [yl ) -

(4) Weighted estimates for yws:

in
u

; 12
Vo2
X(fo || wan)

) \9/2
) , 0<ok 1.
L2

d

++CAT12 me
2 %

Iyou@ll 2+ lu@l 2 < [yelt

L? L

t
+ O 12102 (/ H DZJ)‘
0

Remark 3.7. (Bounds in the setting of Theorem 3.1) The assumptions of Theorem 3.1
imply that

< CV3/+2m

L2 -

in
U

in
L2 * H Vs
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and hence also H ul” H 2 < Cv3/4*21 Furthermore, as a consequence of the energy
inequality (3.5) for @ we may suppose without loss of generality that H Vo't || iz < Cv2-,
Under the additional assumptions of smallness of the additional data as in Theorem 3.1,
this yields the bounds

~in 2
w

)

a)H < v / V&2, < Cv!
0

lyus (@)l 2 + 1Ws Ol 2 + [yos @)l 2 + lu@)ll 2 < Co¥/+H2H, (3.9)

Proof of Proposition 3.6. Items (1) and (2) follow directly by inserting the assumption
into Lemmas 3.4 and 3.5, respectively. For (3), we compute from the above energy
estimates (3.7) and (3.8) that

d 9~ 1~
Ed—[nyusn 2+ 1220 = —v | yoyus |25 — (Po(@?@), y2uy) — (Bo(a'i?), ¥y).

This implies the bound
1d 2
5E[Hyusniz + 1221 < —v || yayus| ;.

~1
sz

3 ~ )
+| HLOO 1@l llyusl 2 + | HLOO

and thus

in
H Vs L2

s Oll 2+ sl < |yud?| |+ il

t
) ~ |
gy 17 ot +
7], yanie + [t

Next we use the interpolation inequality |||~ < C |lu || 12 ||Va)|| 12 to conclude that

1/2 3/2
/||u||Loo[||yw||Lz+ ]<c/ 1Vl 2 13132 d

1/4 3/4 |
=< C (/ ”VCO”%Z) (/ ”d)”%(T d‘L’) < Cv—l/4)L;3/4 me
0 0

‘win
since [|it]|;2 < @ x < e oM @l x,. This gives the claim.
For (4), we compute from the above energy estimates (3.6) and (3.5) that

1/2

’

‘3/2

L? X

1d 2 - -
Ea[nywsuy +lull72] < —v | ydyos| ;2 — (Poli - V@), y2ws).

Here we will bound

(Po(it - V&), y*wy)| < llyii - Vall 2 lyesll 2

t
+/ lyiw - Vo2 .
0

so that

lyey @2 + @2 < [ yel
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To bound the nonlinearity in L? we proceed as follows. We begin by invoking (3.2) and
noting that

yu-Vo) = y(VEA 0 - Vo) = VEAT (yo) - Vo +2VE,A 20 - Vo + A v, 0.

(3.10)
This is particularly useful in the case of & rather than u, since in two-dimensions we
have the Agmon inequality || f||;oc < C || .f || 172 IIf ||;-1/22 , and thus the commutator terms
are easily controlled. By boundedness of the Rlesz transform we obtain

L
740

Jas

L =Cldle. 3.1

We can thus bound the corresponding terms as above. On the other hand, the term
VLA~ (y®) - V@ will be treated slightly differently. By standard interpolation in 2d we
have

1 A—1 I
oo sl oo

< Cp v+
12/0 —

and thus

HVLA—l(ya)) : V@HLZ <Gy HVLA—lycb‘

Lo Vol 2/0-0) < Co llydll 2 VDI p2/0-0)

Similarly we have

- ~ 10 | 2~ °
IVall 200 < CoIVaI? | D) .

It follows that
0
Ilvii - Vall,2 < GG Ivél 2 Vol 5" | D%HL2 +30l 2 Vel (3.12)

It thus follows that

t t 0 t
R 2 ~ ~1-0 | 2~ ~ ~
v Vol = GG | Iyal I1valz" | 02|, +3 [ 1él. Vol
0 0 L L? 0

N A N (ST N

= (/ ||yw||L2) (f ||V0)||L2> ( Lz)
12 12

+3</0 ol ) (/ Ival? )

<C2[A 1/2,,(=14+6)/2) Hw = 0<
0

¢ 1/2
Va2 :
([ ivas: )

0

5 \0/2
)

P
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3.4. Proof of Theorem 3.1 via bootstrapping. We will prove the theorem by a continu-
ation argument, the key step of which is the following:

BOOTSTRAP STEP. Let ko := &o(l + log 2C) "L If v > 0 is small enough, then for
0<T=<xk, 1)\;1, the bootstrap assumption

(3.13)

13lxj0.y = 4Co ||

implies the stronger bound

18] x10.7) = 2Co | &' (3.14)

X

Proof of Theorem 3.1. From this the proof of the theorem follows: kg = £o(1+log 2Co)~!
—1
is chosen in order to ensure that 2Cpe~%%0 < e~!, and thus

ag |, =

&

X

Then thanks to the local well-posedness in Lemma 3.3 we can iterate with time intervals
of size Ky 1)»;1 : indeed, we highlight again that the estimates for the k = 0 mode and the
second order derivatives in Proposition 3.6 will continue to hold whenever the (bootstrap)
assumption is valid. We thereby obtain a global solution. Its decay rate can directly be
seen to be

n

o)y < e oM (&

X

for all + > 0. The bound on the £ = 0 mode follows from (3.9), thereby concluding the
proof. 0O

It thus remains to prove the validity of the above implication (3.13) = (3.14) in the
setting of Theorem 3.1, which in particular assumes that

me

in 3/442 1
o |y L, = Col (3.15)

Proof of the Bootstrap Step. By Duhamel’s formula we have
t
o) = e'Lain — 't / e TTEPL(u - Vo) (r)dr,
0
and hence

lolly, < Co o

t
L+ Co / M |Psu - Vo) (1) dr.
0
To conclude the proof it thus suffices to show that for 7), := «;’ 1251 we have

< H(I)in

T
E0AYT .
‘/O e | Pr(u - Vo) (1) 4 de .
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In fact, we will prove the stronger bound

, (3.16)

T,
ol T .
‘/0 M |Px(u - Vo) (1) dr .

< Cut Ha)

where u > 0 and C > 0 is a constant independent of v (but depending on &g, © and
other small, but fixed parameters 0 < §, 6 < 1). Since we have the freedom to choose
v small enough this gives the claim.

Towards this end, we note the crude estimate

¥Rt Vol 12 < |yl o + 375 - Vol 2. a e (0.1)

In the remainder of this proof we give the relevant estimates term by term, making
frequent use of the bounds stated in (3.9). O
L? estimates. Recall from the interpolation inequality (3.4) that there exists C5 > 0
such that for 0 < § < 1 we have

- ~1=8 |1~ 18
lullpoe = Cs lloll 2" Vol -

We then use Holder inequality with p := %, (3.5), (3.9) and (3.13), to conclude

T, T,
/ M i - Vool 12 dT < Cs [ M @) ,5° IVl Vel 2 dr
0 0

T, 1/p T, §/2 T,
§C3</ efopkvfncbn@dr) (f ||va)||iz) (/ ||Vw||iz>

0 0 0

T, l/p 2 \9/2 2 \ 12
za(f) o) (o) (7 )

0 T L2 L2

1/2

T, l/p
< Csv= (1972 | i me / S0 (P=DhuT 4p
- X L? 0
< 32,1482 Hd)m me 5 —(1=8)/2
— 5 X 27
= v o) g (3.17)
8 12 X
Hence it suffices to choose 6 = w and use (3.15) to obtain the desired estimate
T, _
/ O i - Va2 dt < CoP Ha)” . (3.18)
0

On the other hand, for the second bilinear term we notice that by the interpolation
inequality (3.3) we have

1/2
L

_ _ ) 1/2
sl = sl = | [0y s < Cllol2 o)
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so that

T, T,
/ M ug 0y @l 2 dT < / M Jlugll L V@l 2 dT
0 0

T, 1/2 '
<C sup [nwsn”2 ||ws||i/f} ( / emvfdr) e
y 0

0<1<T, Hy! L
—1/24—1/2 172 in|[ V2| ~in
< OV sl 2 o) |6
2
—3/4 1/2 1/2 in ~in
= OV log o) sl /2 [ T 67 (3.19)
Appealing to (3.9) and (3.15), we obtain the desired estimate
T, )
f 0T [lusde@|l 12 dT < Co Ha) R (3.20)
0

completing the first part of the argument.

Weight y in L?. As above in (3.17) and (3.19), we prove separately the bounds involving
u and u;. We make again use of (3.10) and (3.11), and arrive at the analogous of (3.12),
namely

[
v - Vol 2 = G Iyal 2 1Vol )" | D2 | +318].2 Vel

It follows that

0
L2

T, T,
[ ey Volpar < c [ e [nyasan IVol:? | D%
0 0
+l@ll 2 | Voll 2] dr.

Now, the second term can be estimated as in (3.17), obtaining

T, L L
/ M @2 Vool 2 dT < C (/ 20T |||, dr) ([ IIW)”%z)
0 0 0
T, 1/2 2\ 172
co([enn) (1)
0 ! L2

<34+ ]/2”~in H in|
<Cv (1 + [logv]) 10} Xa) 2

172 1/2

while the first term is handled as

T, 0
A ~ 1-6 2
/ e yal 2 Vol 137 | D ‘“HLz dr
0

L ) s N
< (/ Peor ||ycb||L2dr) (/ ||Vw||L2) (/
0 0 0

S Cgv_3/4+”9(1 + |10gv|)1/2 Ha)in

9

X

10y _
me
L2
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where in the last step we used the energy estimates (3.5) and the bound (3.9) for second
order derivatives. Choosing 6 = using (3.15), and adding the above two estimates
implies that

A
4p+3°

(3.21)

T, '
/ 0N |lyii - Vool 2 dT < CoH ch”’ .
0

Finally, for the term with y(u;0,®) we proceed as follows: By (3.9), under our assump-
tion on the initial data (3.15) we have the bound
1/2 1/2 172 1/2 1/2
Iyuslloo < Cllyusl 5 yuslyy < C lyusll s Uyl + sl 571 < Co3/e2e,

Hence

T, T,
/ O || yus 0, 2 d < / M lyugll o | V@ 2 de
0 0

T, 1/2
< Cy3/42m / Q2e0MT 47 o172 ”&)m
< ; L
< Ol /421y =172 || i
< ; .
— Cv2(1 + |log v]) /2 H&)in . (3.22)

Collecting (3.18), (3.20), (3.21) and (3.22), we deduce (3.16), therefore concluding the
proof.
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