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Proposed mechanisms for the production of calciumin the first stars (population III
stars)—primordial stars that formed out of the matter of the Big Bang—are at odds
with observations'. Advanced nuclear burning and supernovae were thought to be
the dominant source of the calcium production seenin all stars®. Here we suggest
aqualitatively different path to calcium production through breakout from the
‘warm’ carbon-nitrogen-oxygen (CNO) cycle through a direct experimental
measurement of the ®F(p, y)**Ne breakout reaction down to a very low energy point
of 186 kiloelectronvolts, reporting a key resonance at 225 kiloelectronvolts. Inthe
domain of astrophysical interest?, at around 0.1 gigakelvin, this thermonuclear
®F(p, y)*°Nerate is up to afactor of 7.4 larger than the previous recommended rate’.
Our stellar models show a stronger breakout during stellar hydrogen burning than
previously thought"**, and may reveal the nature of calcium production in
population Ill stars imprinted on the oldest known ultra-iron-poor star,
SMSS0313-6708°. Our experimental result was obtained in the ChinaJinPing
Underground Laboratory’, which offers an environment with an extremely low
cosmic-ray-induced background?. Our rate showcases the effect that faint
population Il star supernovae can have on the nucleosynthesis observedinthe
oldest known stars and first galaxies, which are key mission targets of the James Webb

Space Telescope’.

Starsare the nuclear forges of the cosmos, responsible for the creation
of most elements heavier than helium in the Universe. Some of these
elementsare created in the hearts of stars over the course of billions of
years, whereas others are formed injust afew seconds during the explo-
sive deaths of massive stars. These heavy elements have animportant
roleinthe Universe, enabling the formation of complex molecules and
dust, which facilitate the cooling and condensation of molecular clouds,
aiding the formation of new stars like our Sun. The first generation of
stars, called population Il (pop IlI) stars or primordial stars, formed
fromthe pristine matter left by the Big Bang, thus play aspecial partin
seeding the Universe with the first heavy elements and creating suitable
conditions for future generations of stars and galaxies.

Every star, regardless of its mass, spends the majority of its life qui-
escently fusing hydrogeninto heliuminits core through two primary
mechanisms: p-p chains and catalytic carbon-nitrogen-oxygen
(CNO) cycles ™, Which mechanism dominates hydrogen burning
is determined by the temperature in the core of a star. In stars with

initial masses less than approximately 1.2 solar masses (M,), with rela-
tively cool cores (T < 0.02 GK), the p-p chains dominate the hydrogen
fusion, whereasin stars with higher initial masses and hotter cores, the
CNO cyclestake over. As a catalytic reaction, the total number of CNO
nuclei remains constant, unless a breakout reaction sequence causes
aleakage toward the NeNamassregion, or if temperature and density
are high enough to forge new carbon by the triple-alpha (3a) process.
The latter two occur in primordial massive stars. The only reaction that
can potentially remove the catalytic material from the cycle at lower
temperatures is the fusion of °F with a proton to form ?°Ne, denoted
®F(p, y)*°Ne (ref. ). Previously, this reaction was thought to be weak
compared to the competing °F(p, @)'°O reaction, so most of the *F
produced by the CNO cycle would be recycled back into %O, with no
substantial chemical abundance changes*.

The most metal-poor stars observed in the Milky Way’s halo today
display the diluted nucleosynthetic signatures resulting from pop IlI
stars that preceded them™. A previous work® discovered one of the

'Key Laboratory of Beam Technology of Ministry of Education, College of Nuclear Science and Technology, Beijing Normal University, Beijing, China. 2Nuclear Science Laboratory, University of
Notre Dame, Notre Dame, IN, USA. *School of Physics and Astronomy, Monash University, Victoria, Australia. “Extreme Light Infrastructure - Nuclear Physics, Horia Hulubei National Institute for
R&D in Physics and Nuclear Engineering (IFIN-HH), Bucharest-Magurele, Romania. ®Institute of Nuclear and Particle Physics and Department of Physics and Astronomy, Ohio University, Athens,
OH, USA. ®Institute of Modern Physics, Chinese Academy of Sciences, Lanzhou, China. ’China Institute of Atomic Energy, Beijing, China. ®College of Physics and Optoelectronic Engineering,
Shenzhen University, Shenzhen, China. °College of Science, Southern University of Science and Technology, Shenzhen, China. ®e-mail: hejianjun@bnu.edu.cn; michael.c.wiescher.l@nd.edu;

wpliu@ciae.ac.cn

656 | Nature | Vol 610 | 27 October 2022


https://doi.org/10.1038/s41586-022-05230-x
http://crossmark.crossref.org/dialog/?doi=10.1038/s41586-022-05230-x&domain=pdf
mailto:hejianjun@bnu.edu.cn
mailto:michael.c.wiescher.1@nd.edu
mailto:wpliu@ciae.ac.cn

4
10 Ecom = 323.9 keV
100 F
- Eqou = 225.2 keV
O 2 L
= 10
(2]
g L0
3 10'F
KX
o
2 10° % : Fit 1: sub, 11 keV
° (P, v1)yuna
107" * (P, 71)coos
4 (o 7ouna
10_2 1 1 1 1 1 1 1 1 1
200 220 240 260 280 300 320 340 360 380
E, (keV)
b
104 ¢
— Fit 1: sub, 11 keV
by e Fit 2: 11 keV
Fit 3: sub
102 o JUNA experiment
)
>
2 1ok
= 2
g 100 ‘
(%) y
10-" \
102 — \*w-c.—a.-
10_3 1 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400
Ecom (keV)

Fig.1|Experimental results of the °F(p, y)>°Nereaction. a, Experimental
yields of the °F(p, y,,)*’Ne reaction measured at JUNA. Previous experimental
(p, ¥)) CO08 data®, which overlap with the present energy regime, are shown
for comparison. The Geant4 simulated yield curveis depicted using the
R-matrixfit (‘Fit1’). Here, E, denotes the proton beam energy delivered from
theaccelerator.b, Three probable astrophysical S-factor curves (a measure of
the cross-section of nuclear reactions) for the F(p, y;)*°Ne reaction fitted by
the R-matrix calculations. Six data points are derived from the present JUNA
experiment. The uncertainties are purely statistical. The error bars areinvisible
where they are smaller than the size of the data point. See Extended Data Fig. 4
for fitting covariance matrix. MeV b, megaelectronvolt barns.

oldest known stars in the Universe, SMSS0313-6708, and, based on
previously published stellar models?, suggested that a CNO breakout
during hydrogen burning is the source of calcium (Ca) production,
reporting [Ca/H] = -7.2 (ref. ). Another work® also cited such a break-
out as the Ca production mechanism for the stars HE 1327-2326 and
HE 0107-5240, with [Ca/H] = -5.3 and -5.13, respectively. Pop Ill stars
begin their lives with primordial Big Bang composition and contract
until the central temperature is high enough (approximately 0.1 GK)
to ignite the 3a process, creating a small abundance of carbon'*—for
example, Xuz. = 10" °—toserveasacatalyst and initiate the CNO cycles.
Previous stellar evolution simulations', using the Nuclear Astrophysics
Compilation of Reaction Rates (NACRE) rate set’ that supersedes the
rates used by ref. 2, confirmed that the CNO cycling takes place at a core
H-burning temperature of up to approximately 0.12 GK. Their nucleo-
synthesis calculations found that it was unlikely that large amounts of
Cacouldbe produced by hot CNO breakout. Their predicted Caabundance
was between approximately 0.8 and nearly 2 dex lower than required by
observations of the most metal-poor stars. If, however, the ratio of the
F(p, )*°Ne and the F(p, @)**0 reaction rates were a factor of approx-
imately ten higher than that reported in the NACRE compilation?,
their models could produce Ca at the level observed in ultra-metal-poor
stars such as SMSS0313-6708.
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Fig.2|Ratio ofthe present (labelled as JUNA) relative to the NACRE rate>.
The correspondingratio for the rate of deBoer etal.’ is also shown for
comparison. The associated uncertainties are shownas the coloured bands.
Inset, theratios at atemperature of 0.14 GK. Ty represents the temperaturein
10°kelvin (thatis, in gigakelvin, GK).

SMSS0313-6708 is an ultra-metal-poor star that is speculated to
be a direct decedent of the first generation of stars in the Universe
that formed after the Big Bang. The observable composition of an
ultra-metal-poor star is a time capsule to the environment before the
first galaxies formed—complementing the exciting upcoming observa-
tions of the James Webb Space Telescope®, which is now aiming to give
afirstlook at the earliest stars and galaxies.

Here the (p, y)/(p, @) rate ratio is an invaluable tool with which to
diagnose how the first stars evolved and died, and has far-reaching
implications on stellar modelling. If Ca were produced from such hot
hydrogenburning, the Caproducedinthelater Si-burning phases can
fall back onto a central black hole during the supernova”, which is a
key ingredientin the prevailing faint supernova with efficient fallback
scenario. Otherwise, suchascenario hastoberevised, or an alternative
source must be validated. Other potential sources include a convec-
tive—reactive light pop Il i process'® or Ca synthesis from explosive
burning®. Therefore, an accurate determination of the ’F(p, y)*°Ne
rate around 0.1 GK is extremely important to pin down the origin of
Camadeby pop lllstars, as well as validating stellar evolution models.

Inthe centre-of-mass energy region of primary astrophysical inter-
est (Ecom <1MeV), very limited experimental data are available for
the F(p, y)*°Ne reaction, owing to the very strong 6.130-MeV y-ray
background from the competing F(p, ay)'®O channel. This makes
measurements of such small F(p, y)*°Ne cross-sections extremely
difficult. Most of the previous experiments detected the greater than
11 MeV primary transition to the first excited state of °Ne (refs. 20*)
using small-volume Nal(TI) detectors with low resolution and efficiency.
Theearlier measurements also suffered from pileup from the 6.130-MeV
y-rays because of insufficient energy resolution to separate the two
components. Later, a coincident detection technique® (between HPGe
and Nal detectors) was developed to measure the “F(p, y)*°Ne and
YF(p, ay)®0 reactions over an energy range of Ecy = 200-760 keV.
Owing to their limited sensitivity, only an upper limit for the strength
of the Ecoy = 213 keV resonance was given and no estimate was made
for the 225-keV resonance, although it had been previously observed
asaresonanceintheF(p, ay)'®Oreaction®. Williams et al.”’ measured
afactor of two larger strength value than that of ref. » for the 323-keV
resonance by using the inverse kinematics method, because their
measurement also included contribution owing to the ground-state
transition. Recently, deBoer et al.*reanalysed the available F(p, y)*°Ne
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Fig.3|Prediction of calcium abundances with different rate set, and the
CNOcycles. a, Range of results for different rate combinations and different
modelling techniques®>?. (I) indicates trajectories of fixed temperature and
density; (1I) is for time-dependent trajectories (Supplementary Fig. 2) thatinclude

andF(p, @)'*0 experimental datain the R-matrix framework, and esti-
mated the corresponding rates for these two reactions. The pop Il star
Caproduction problem, however, was intensified with their estimated
ratio of the °F(p, y)**Ne and F(p, a)'®O rates, where the ratio was about
afactor of four lower than that of NACRE.

So far, there is a scarcity of experimental data in the energy region
below Eoy = 0.35 MeV. To provide an accurate thermonuclear rate, it
is of paramountimportance to directly measure the °F(p, y)*’Ne reac-
tion cross-section in this region. Because the cosmic-ray background
radiationis very strongon the Earth’ssurface—thatis, inaboveground
laboratories—direct measurements of such small cross-sections are
extremely challenging. The ChinaJinPing Underground Laboratory
(CJPL)islocatedinatraffic tunnel of a hydropower station under Jinping
Mountainin the southwest of China’, and has about 2,400 m of vertical
rock overburden. By this measure, it is the deepest operational under-
ground laboratory for particle and nuclear physics experimentsin the
world. It offersagreat reductioninthe muonand neutron fluxes by six
and four orders of magnitude, respectively, compared to those at the
Earth’s surface. The cosmic-ray-induced background measured at CJPL®
isabout two orders of magnitude lower than thatin the Laboratory for
Underground Nuclear Astrophysics (LUNA; 1,400-m-thick dolomite
rocks)®. With such a unique ultralow-background environment, the
Jinping Underground Nuclear Astrophysics Experiment (JUNA)* was
initiated, and we have performed a ’F(p, y)*°Ne direct measurement
campaign as one of the day-one experiments.

The experiment was performed in normal kinematics using a
high-current400-kV electrostatic accelerator®® at CJPL. Awell focused,
high-intensity proton beam uniformly impinged on a*’F water-cooled
target with a current up to approximately 1 mA. The experimental
set-up isshownin Extended DataFig. 1. Durable implanted “F targets*
were used in both ®F(p, ay)'®0 (ref.*?) and F(p, y)*’Ne experiments.
The y-rays were detected using a nearly 41t bismuth germanate (BGO)
detector array that was also used in the preceding JUNA experi-
ments®>*®, Typical y-ray spectra are shown in Extended Data Fig. 2.
Owing to the different detection efficiency, the contribution of the
summing y,,,-rays (at approximately 13 MeV) from the F(p, y)*°Ne
reaction has been separated into two components: one involves only
thetransition to the ground state in°Ne, hereafter referredtoas (p, y,);
anotherinvolvesall transitions through the 1.634 MeV first excited state
totheground statein?°Ne, hereafter referred toas (p, y,). Inthis way, the
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the effect of mixing due to convection; and (111) is for yields from full stellar
models. b, The four classical CNO cycles® (solid lines) and the hot CNO cycle
shortcut (black dotted lines). The breakoutF(p, y)*’Ne reactionrouteisindicated
by thered dotted arrow. See Supplementary Information for more details.

(p, y1) component canbe precisely determined based on the coincident
technique described here, because the nearby heavy summing signal
(atapproximately 12 MeV) induced by the 6.130-MeV y-rays interferes
with the total counts of the summed y-rays, as do those y-rays from the
B(p, y)>C contamination reaction at lower proton energies. As shown
intheinset of Extended DataFig. 2, the1.634 > ground state transition
can be clearly observed by gating on the summing y,,,-rays, which
correspond to the ®F(p, y;)*’Ne component. Figure 1a shows the result-
ing1.634 MeV y-ray yields obtained using this coincidence technique.
We find a resonance at £y = 225 keV, well below the well known
resonance at £,y = 323 keV. For the known 323-keV resonance, the
y-yield ratios between the (p, ay) and (p, y) channels obtained are
shown in Extended Data Fig. 3. We determined partial strengths of
WY, =2.09£0.21 meV and WY, =1-07£0.21 meV, respectively.
Thus, its total strength is determmed tobe WV, o= 316+0.33 meV,
where the statistical and systematicerrorsare O 23 meVand 0.24 meV,
respectively. The present )78 value isabout afactor of 1.5 larger
than the previous value of 1. 38 t 0 44 meV (ref. ). Both values agree
within a 2o uncertainty, but our value has much improved precision.
In addition, our total value ofa)y(p’yt , Is consistent with the NACRE

adopted value of 5+ 3 meV, as wellmas with the recently reported
value of 3.3'5, meV (ref.?) that was also sensitive to the direct
capture to ground state, but with 4-7 times better precision. For the
observed 225-keV resonance, its strength is determined to be
OV y= (4.19+0.33) x 1072 meV based on the yield ratio between the
323-keV (p, ay) and 225-keV (p, y;) resonances. Our resonance strengths
were all determined relative to the well known (p, ay) strength of the
Ecom=323 keVresonance. Here the yield corresponds to theintegrated
y-ray counts (corrected for efficiency) under the yield curve over the
resonance. We find that the (p, y,) contribution is negligibly small in
the energy region below E.,, =322 keV (see Fig. 1a), and hence
W0~ Yo for this resonance. For the previously theorized
Ecom =213 keVresonance, estimates placed upper limits on the strength
at1.3 x10meV (ref. %) and 9.3 x 10 meV (ref. *); we now firmly con-
strain its strength to be less than 4.2 x 10 meV (that is, less than 10%
of that of the 225-keV resonance), on the basis of the present experi-
mental data. Table 1 summarizes the resonance properties.

A multilevel, multichannel R-matrix analysis, using the code
AZURE2***, was used to fit the data. The R-matrix analysis is an exten-
sion of that presented in ref. 5, and includes all those data, together



Table 1| Relevant resonance strengths wy,,,

WY (MeV)
Ecow E.(MeV) J° Present NACRE* ANC I, (eV) T, (eV)
(keV) (fm™2) !
-448  12.396(4)7 1 15° 60130 <34
1 12.855(4) 1 114107 _590*230 <4.8
2127(10) 13.057 27 <4.2x10°  <1.3(13)
x107

225.2(10) 13.069 37 419(33)x107
3239 13168(2° 1 3.16(33)

5(3)

Values are determined for the "*F(p, y)*°Ne reaction (with total errors listed in parentheses).
R-matrix fit parameters are tabulated, including sub-threshold and near-threshold 11-keV
resonances as shown in Fig. 1b. The fit includes the additional levels and from ref.® as fixed
background terms. See Methods for details.

E, values fixed to those determined in previous analyses are indicated by: *ref.%, ’ref.5, °ref.?,
where the corresponding uncertainties are adopted. I',,, partial width of a2-decay channel;
I', partial width of y1-decay channel; ANC, asymptomatic normalization coefficient; J”,
spin-parity.

with the new CJPL (p, y;) and (p, ay) data. With this method, various
possible contributions can be strictly constrained. The curve shown
inFig.larepresents the Geant4>¢ simulated results by using one of the
lowest x? R-matrix fits (‘Fit 1’) to the S-factor data. Figure 1b shows six
off-resonance data points derived from the present JUNA experiment.
Numeric samples of the S factors and the associated uncertainties
in the off-resonance region are tabulated in Extended Data Table 1.
We present the three best R-matrix fits. Here ‘sub’ denotes the 1*
sub-threshold state at £, =12.396 MeV, and ‘11 keV’ denotes the 11 keV
1"resonanceat F, =12.855 MeV. For example, the label ‘Fit 1: sub, 11 keV’
indicates the R-matrix fit including both the sub-threshold state and
the11-keV resonance. The nuclear level properties in the R-matrix fits
were co-varied over alarge parameter space. Theresultant resonance
properties deduced from the R-matrix fits are listed in Table 1 (see
Methods for details of the R-matrix calculations).

The thermonuclear F(p, y)*’Ne reaction rate as a function of tem-
peratureis calculated by numerical integration of the S factors shownin
Fig.1b™. The meanrate and the associated uncertainties (low and high
limits) are obtained inatemperature region of 0.01-1 GK and presented
in Extended Data Table 2. The ratios between the present rate and the
NACRE recommended rate are shown in Fig. 2. It shows that our rate
is enhanced by a factor of 5.4-7.4 at the temperature around 0.1 GK.
This enhancement is attributed to the observed 225-keV resonance.
Inaddition, our rateis about 200 times larger at temperatures around
0.01 GK, primarily owing to the 11-keV resonance®. The uncertainty
of the present rate is drawn as a coloured band, which we estimate
based on the uncertainties of the resonance strengths and R-matrix
calculations. The uncertaintiesin the present S factor and rate over the
range of astrophysical interest have been greatly reduced compared
to previous estimates®.

deBoer et al. recommended a ®F(p, a)'*0 mean rate similar to that
of NACRE?. Thus, we adopt the NACRE “F(p, @)'°O rate as our refer-
ence, and hence obtain an enhancement factor of 5.4-7.4 for the
(p, ¥)/(p, a) rateratio relative to that of NACRE?at around 0.1 GK. We find
aneven larger enhancement below approximately 0.08 GK. By asimple
scaling argument to the model calculations in refs. %, the observed
Ca abundances in the oldest known SMSS0313-6708 star can now be
reproduced reasonably with our ®F(p, y)*°Ne rate.

We have investigated the effect of the thermonuclear *F(p, y)
20Ne rate on a range of nucleosynthesis modelling techniques, and
the calcium production is summarized in Fig. 3a. Our studies com-
prise simple trajectories (see Extended Data Table 3), new mix models
(see Extended Data Table 4), and full stellar models (see Extended Data
Table 5) calculations. We find that all our nucleosynthesis models can
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Their numerical values are given adjacent to the symbols.

reproduce the observed calcium production. We conclude that the
“0Caobserved in the oldest known ultra-iron-poor stars (for example,
SMSS0313-6708) may indeed originate in hydrostatic burning in
pop lll stars, requiring only the supernova ejection of their outer
layers, whereas the metal-rich core may collapse to a black hole.
Previously, the ejection of the metal-rich core was required as the source
of calcium abundance observed in the oldest stars. On the contrary,
here we show a much stronger breakout froma ‘warm’ CNO cycle sce-
nario viaF(p, y)*Ne (Fig. 3b), which substantially increases the pro-
duction of Ne-Ca. Figure 4 shows theratio of finalabundances of using
ourJUNA mean F(p, y) rate compared to using the NACRE mean rate.
The production of all elements beyond Z =9 is shifted by a constant
factorand hence canbe well represented by single species, for example,
the double-magic nucleus *°Ca that was observed in ultra-metal-poor
stars. This clearly shows the bottleneck nature of the *F(p, y)-F(p, a)
branching point. See Supplementary Information for more details.

To conclude, we have directly measured the F(p, y)*’Ne reaction
down to the very low energy point of E.,y =186 keV by exploiting the
extremely low-background environment deep underground, the
high-intensity beam and newly developed durable target(s). These
unique and featured conditions enabled us to measure this crucial
reaction at the stellar energy region, which has been previously inac-
cessibleinaboveground laboratories. Wereport on akey resonance at
225 keVand determine a precise thermonuclear rate over the tempera-
tureregion of astrophysicalimportance. Our enhanced rateleadstoa
stronger breakoutina‘warm’ CNO scenario as the origin of the calcium
discovered in the oldest, ultra-iron-poor stars. Our results provide
a strong experimental foundation for the faint supernova model of
first-generation primordial stars as a source for the observed chemical
abundance signature. The astrophysical implications of our reported
rate on novae, X-ray bursts, AGB (asymptotic giant branch) stars and
other star sites are still subject to future detailed investigation.
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Any methods, additional references, Nature Research reporting sum-
maries, source data, extended data, supplementary information,
acknowledgements, peer review information; details of author contri-
butions and competinginterests; and statements of data and code avail-
ability are available at https://doi.org/10.1038/s41586-022-05230-X.

Nature | Vol 610 | 27 October 2022 | 659


https://doi.org/10.1038/s41586-022-05230-x

Article

1.

2.

20.

Clarkson, O. & Herwig, F. Convective H-He interactions in massive population Il stellar
evolution models. Mon. Not. R. Astron. Soc. 500, 2685-2703 (2021).

Heger, A. & Woosley, S. E. Nucleosynthesis and evolution of massive metal-free stars.
Astrophys. J. 724, 341-373 (2010).

Angulo, C. et al. A compilation of charged-particle induced thermonuclear reaction rates.

Nucl. Phys. A 656, 3-183 (1999).

Arnould, M., Mowlavi, N. & Champagne, A. E. In Stellar Evolution: What Should Be Done?,
Proc. 32nd Liege International Astrophysical Colloquium (eds Noels, A. et al) 17-29
(Université de Liege, 1995).

deBoer, R. J. etal. ®F(p, y)*°Ne and "F(p, a)"°O reaction rates and their effect on calcium

production in Population Il stars from hot CNO breakout. Phys. Rev. C 103, 055815 (2021).

Keller, S. C. et al. A single low-energy, iron-poor supernova as the source of metals in the
star SMSS J031300.36-670839.3. Nature 506, 463-466 (2014).

Kang, K. J. et al. Status and prospects of a deep underground laboratory in China. J. of
Phys. Conf. Ser. 203, 012028 (2010).

Wu, Y. C. et al. Measurement of cosmic ray flux in the China JinPing underground
laboratory. Chin. Phys. C 37, 086001 (2013).

Witze, A. The James Webb Space Telescope aims to unlock the early Universe. Nature
600, 208-212 (2021).

Burbidge, E. M., Burbidge, G. R., Fowler, W. A. & Hoyle, F. Synthesis of the elements in
stars. Rev. Mod. Phys. 29, 547-654 (1957).

Rolfs, C. E. & Rodney, W. S. Cauldrons in the Cosmos (Univ. Chicago Press, 1988).
Adelberger, E. G. et al. Solar fusion cross sections. Il. The pp chain and CNO cycles. Rev.
Mod. Phys. 83, 195-245 (2011).

Wiescher, M., Gorres, J. & Schatz, H. Break-out reactions from the CNO cycles. J. Phys. G
25, R133-R161(1999).

Frebel, A. & Norris, J. E. Near-field cosmology with extremely metal-poor stars. Ann. Rev.
Astron. Astrophys. 53, 631-688 (2015).

Takahashi, K., Umeda, H. & Yoshida, T. Stellar yields of rotating first stars. I. Yields of weak
supernovae and abundances of carbon-enhanced hyper-metal-poor stars. Astrophys. J.
794, 40 (2014).

Ezer, D. & Cameron, A. G. W. The evolution of hydrogen-helium stars. Astrophys. Space
Sci. 14, 399-421(1971).

Chan, C., Muller, B. & Heger, A. Black hole formation and fallback during the supernova
explosion of a 40M, star. Astrophys. J. 852, L19 (2018).

Clarkson, O., Herwig, F. & Pignatari, M. Pop IIl i-process nucleosynthesis and the
elemental abundances of SMSS J0313-6708 and the most iron-poor stars. Mon. Not. R.
Astron. Soc. 474, L37-L41(2018).

Limongi, M. & Chieffi, A. Presupernova evolution and explosive nucleosynthesis of zero
metal massive stars. Astrophys. J. Supp. Ser. 199, 38 (2012).

Sinclair, R. M. Gamma radiation from certain nuclear reactions. Phys. Rev. 93, 1082-1086
(1954).

660 | Nature | Vol 610 | 27 October 2022

21.

22.

23.

24.

25.

26.

27.

28.

20.

30.

31

32.

33.

34.

35.
36.

Farney, G. K., Given, H. H., Kern, B. D. & Hahn, T. M. High-energy gamma rays from the
proton bombardment of fluorine. Phys. Rev. 97, 720-725 (1955).

Keszthelyi, L., Berkes, |., Demeter, |. & Fodor, |. Resonances in F'°+p reactions at 224 and
340keV proton energies. Nucl. Phys. 29, 241-251(1962).

Berkes, |., Dézsi, ., Fodor, |. & Keszthelyi, L. The resonance at 483 and 597keV proton
energies in F°+p reactions. Nucl. Phys. 43, 103-109 (1963).

Subotic, K. M., Ostojic, R. & Stepangi¢, B. Z. Study of the 'F(p, y)*Ne radiative capture
reaction from 0.2-1.2MeV. Nucl. Phys. A 331, 491-501 (1979).

Couture, A. et al. Measurement of the "*F(p, y)*°Ne reaction and interference terms from
E...=200-760keV. Phys. Rev. C 77, 015802 (2008).

Spyrou, K. et al. Cross section and resonance strength measurements of *°F(p,ay)'°O at
E,=200-800 keV. Eur. Phys. J. A7,79-85 (2000).

Williams, M. et al. New measurement of the E, ,, = 323 keV resonance in the "*F(p, y)*°Ne
reaction. Phys. Rev. C 103, 055805 (2021).

Broggini, C., Bemmerer, D., Guglielmetti, A. & Menegazzo, R. LUNA: nuclear astrophysics
deep underground. Ann. Rev. Nucl. Part. Sci. 60, 53-73 (2010).

Liu, W. P. et al. Progress of Jinping Underground laboratory for Nuclear Astrophysics
(JUNA). Sci. China Phys. Mech. Astron. 59, 642001 (2016).

Wu, Q. et al. Design of an intense ion source and LEBT for Jinping Underground Nuclear
Astrophysics experiments. Nucl. Instr. Meth. A 830, 214-218 (2016).

Zhang, L. Y. et al. Strong and durable fluorine-implanted targets developed for deep
underground nuclear astrophysical experiments. Nucl. Instr. Meth. B 496, 9-15 (2021).
Zhang, L. Y. et al. Direct measurement of the astrophysical *°F(p, ay)'®O reaction in the
deepest operational underground laboratory. Phys. Rev. Lett. 127, 152702 (2021).

Su, J. et al. First result from the Jinping Underground Nuclear Astrophysics experiment
JUNA: precise measurement of the 92-keV *Mg(p, y)®Al resonance. Sci. Bull. 67, 125-132
(2022).

Azuma, R. E. et al. AZURE: An R-matrix code for nuclear astrophysics. Phys. Rev. C 81,
045805 (2010).

Uberseder, E. & deBoer, R. J. AZURE2 User Manual (2015).

Agostinelli, S. et al. Geant4—a simulation toolkit. Nucl. Instrum. Meth. A 506, 250-303
(2003).

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Springer Nature or its licensor holds exclusive rights to this article under a publishing
agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted
manuscript version of this article is solely governed by the terms of such publishing
agreement and applicable law.

© The Author(s), under exclusive licence to Springer Nature Limited 2022



Methods

JUNA experiment

The Jinping Underground Nuclear Astrophysics Experiment (JUNA)®
was initiated in2015. One of the day-one goals* was to directly measure
the ®F(p, ay)*°0 reaction at Gamow energies. The measurement was
accomplished and results were published elsewhere®?. The present
PF(p, y)*’Ne experiment wasimmediately followed that (p, ay) run with
the same experiment set-up, acting as one of the day-one campaigns.
The combination of the ultralow-background environment, the strong
beamintensity, the durable target and the coincidence technique ulti-
mately makes this direct F(p, y)>°’Ne measurement possible.

The schematic view of the experimental set-up is shown in Extended
DataFig. 1. A proton beam from the accelerator was undulated over a
rectangular area of about 4 x 4 cm? by oscillating the magnetic field
of the beam deflector. A well focused, intense beam was uniformly
spread across the target, mitigating damage to the target. The scan-
ning protonbeam was collimated by two apertures (¢15 upstream and
¢12 mm downstream, where ¢ indicates diameter) and thenimpinged
onawater-cooled target, where thebeam currentreachedupto1 mA,
with a spot size of about 10 mm. An inline Cu shroud cooled to LN,
temperature extended close to the target to minimize carbon build-up
onthe target surface. Together with the target, the Cu shroud consti-
tuted the Faraday cup for beamintegration. A negative voltage of 300 V
was applied to the shroud to suppress secondary electrons from the
target. Avery strong and durable implanted F target® was used in this
work. The optimum scheme for target productionis: first,implanting
®Fionsinto the pure Fe backings with animplantation energy of 40 keV,
and then sputtering a 50-nm-thick Cr layer to further prevent the flu-
orine material loss. The 41t Bi,Ge;0,, (BGO) detector array specially
designed for the JUNA projectis composed of eight identical segments
with a length of 250 mm and a radial thickness of 63 mm, each cover-
ing a45°azimuthal angle. For the 6.130-MeV y-rays, the total absolute
detection efficiency was ~58%, with a~-6% energy resolution achieved
by alcohol-cooling the BGO crystals (-—5 °C). To further suppress the
natural background emitted from the rocks and induced by neutron
capturereactions, the BGO array was passively shielded by 5-mm cop-
per,100-mm lead and 1-mm cadmium, respectively. By adjusting the
beam intensity in each run, the counting rate of the BGO array was
limited to about 10 kHz to prevent the signal pileups and reduce the
dead-time of the dataacquisition (DAQ) system. In addition, the wave-
forms of pulses were recorded in the DAQ system to monitor the pileup
events during the experiment. We found that the pileup events are very
rare, and can be completely ignored.

Extended Data Fig. 2 shows the typical y-ray spectra taken for two
typical energy points, £, =356 keV (a) and at £,=250 keV (b). Here E,,
denotes the proton beam energy delivered from the accelerator, and
therealbombarding energy onthe fluorine atomsis reconstructed by
takingintoaccountthe energy loss through the Cr protective layer with
aGeant4 simulation®. It shows that the 6.130-MeV y-rays (from the ay,
channel) dominate the whole spectra, whereas the 6.917-MeV (from the
ay; channel) and 7.117-MeV (from the ay, channel) y-rays observed at
certain proton energies only make amaximum contribution of -2.4%in
the energy region studied in this work. Here we are mainly concerned
with the summing y-ray peak for the targeted ’F(p, y)**Ne channel
around 13 MeV. The y-rays induced by the "B, >*C and *C contaminants
were observed at certain energies, and their origins were clearly iden-
tified®?2. The F target material loss was monitored and found to be
negligible since the totalbeam dose utilized in this measurement was
only about 41 C, which was consistent with prior expectations®.

A precise determination of the absolute F number density is chal-
lenging because of the complicated target structure and the unknown
self-sputtering rate during the implantation procedure. Similar to
previous work®, we derived the (p, y) strengths of the 225-keV and
323-keV resonances relative to the well known (p, ay) strength of the

323-keVresonance. Itsstrength was evaluated as wy, .,y =23.1+ 0.9 eV
in NACRE—that is, with an uncertainty of about 4%. For the 323-keV
resonance, the ratios between (p, ay) and (p, y) yields are obtained at
five energy points over the resonance, by comparing the correspond-
ing y-ray counts corrected by the efficiency. The corresponding ratios
are shown in Extended Data Fig. 3. The weighted average ratios and
the associated uncertainties are plotted as the solid and dashed lines,
respectively. We find weighted average ratios of (p, ay)/(p, y;) and
(p, ap)/(p, yo) of (1.11 £ 0.07) x 10* and (2.15 + 0.39) x 10*, respectively.

Astrophysical S factors

Selected astrophysical S factors derived for the F(p, y)*°Ne reaction
inthe non-resonanceregion arelisted in Extended Data Table 1, which
areshowninFig. 1b (with statistical uncertainties shown only). Here the
statistical uncertainties range from 8.3% to 27.4%, as listed in the last
column of Extended Data Table 1. The systematic uncertainties mainly
include the following contributions: (1) a 5% uncertainty estimated for
the Geant4 simulation by assuminga 0.5-keV uncertainty in the recon-
structed Ecqy energy; (2) a3.9% uncertainty of the 323-keV resonance
strength (from the normalization); and (3) a5%-10% uncertainty of the
1,634-keV y-ray coincidence efficiency. From this, conservatively, we
estimate an overall systematic uncertainty of 12%.

R-matrixfit

The temperature relevant to the population Il stars is about 0.1-0.12
GK, corresponding to anenergy range around 100 keV. At such low ener-
gies, the Coulomb repulsion between the two interacting particles—
proton and *F—makes the cross-sections so small that their laboratory
measurementis very challenging owingto thelow event rate. Therefore,
measurements are typically made at higher energies, and thenamodel
with underlying physical motivation is used to extrapolate to the low
energies of interest. Inlow-energy nuclear physics, R-matrix analysisis
one of the most successful of these phenomenological reaction models.
Themodelisbothveryflexible, applicable to various reactions, yet still
has fundamental physical constraints.

At JUNA, we have obtained both F(p, y)*°Ne and F(p, ay)'°O
cross-section data. The latter was already described elsewhere®.
Although the F(p, y)*°Ne cross-section measurements extend to
lower energies than previous measurements, they are still higher in
energy than the energy range of interest to astrophysics. Therefore
the AZURE23** R-matrix code has been used to simultaneously fit both
reactions using our data. This R-matrix analysis is an extension of earlier
work presented in ref. .

It remains unknown which resonance contributions dominate at
very low energies, and therefore several R-matrix fits were attempted,
takinginto account different contributions from either asub-threshold
resonance (‘sub’) or anear-threshold resonance at 11 keV (‘11 keV’). The
three most probable fit solutions are shown in Fig. 1b. To quantify the
uncertainty stemming from the experimental data and the ambiguity
inthe low-energy resonance structure, a Bayesian uncertainty analysis
hasbeen performed?®. Extended Data Fig. 4 shows the covariance matrix
from a Markov chain Monte Carlo (MCMC) analysis that includes I,
for both the sub-threshold and near-threshold resonances. The data
indicate that at least one of these components is needed. When both
areincluded, the MCMC analysis indicates a non-zero contribution
from the sub-threshold resonance contribution and a value that is
consistent with zero for the near-threshold resonance. This analysis
quantifies an upper limit for the S-factor extrapolation asindicatedin
Fig.1batthe 68%level. Alower limitis calculated using an analysis that
only includes the sub-threshold resonance, resulting in a nearly con-
stant low-energy S-factor. In Table 1, E, values that are fixed to those
determined in previous analyses are indicated by the footnotes a*,
b*and c*, where the corresponding uncertainties are adopted, whereas
forthe present results, an assumed uncertainty of 1.0 keV is quoted on
the resonance energies. The sign of a partial width indicates the sign
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ofthe corresponding reduced-width amplitude. No uncertainties are
quoted for the ANCs of both the bound and near-threshold states as
none are available from previous literature. Further, the present data
constrain only the product of the ANC and the y width and we have
chosen to indicate this uncertainty on the y width. The details will be
published elsewhere.

Reactionrates
At each temperature point in Fig. 2, three reaction rates were cal-
culated based on the three S-factor curves shown in Fig. 1b. The
maximum and minimum of the three rates were adopted as the high
and low limits, and the average of the maximum and minimum was
adopted as the recommended median rate. Where the rate errors
(thatis, low and high limits) are smaller than those caused by the JUNA
S-factor errors, the S-factor errors were adopted accordingly as the
total reaction rate error (thatis, low and high limits). In this way, the
present median rate and the associated uncertainties are obtained
inatemperature region of 0.01-1 GK. Beyond 1 GK, the NACRE rates
canbeused. Extended Data Table 2 lists the presently recommended
thermonuclear ®F(p, y)*°Ne rates, and the associated uncertainties
(low and high values).

The present mean rate can be parameterized by the standard format
of ref. *°,

3.8921 + 30.2621
Ty T19/3
+128.424 Ty - 94.5477Tg/3 +8.01847In To)

2.65022 5.03462
To T

Nyovy= exp[—8.41786 - -66.1213TY>

+exp[6.20324 - +6.9107TY>

-0.9997987,+0.052309573> - 0.733785In Ty)

10.7563 11.5633

_ 1/3
T T 6.36271T

+exp[27.5327 -

+6.62094T,-1.30661T5>-9.70975In Ty)

0.0127512  17.7464

— 1/3
A e 0.540527T

+exp(17.4989 +

+2.50115T, - 0.623077T3>~1.33705In Ty)

with a fitting error of less than 1% over the temperature region of
0.01-1GK.

Astrophysical calculations

We have investigated the effect of the thermonuclear “F(p, y)*°Ne
rate on a range of nucleosynthesis modelling techniques. We have
performed arange of full stellar model calculations for a40 M_ star of
initially primordial composition with the KEPLER code*. The calcium
productionis briefly summarized in Fig. 3a, and the numerical values
are listed in Extended Data Tables 3-5 for simple trajectories, new
mix models, and for full stellar model calculations, respectively. See
Supplementary Information for more details.

Data availability

Experimental data taken at JUNA are proprietary to the collaboration
but can be made available from the corresponding authors upon rea-
sonable request.

Code availability

The R-matrix code canbe made available uponrequesttoR.J.dB. (rich-
ard.james.deboer@gmail.com).
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Extended Data Table 1| Selected astrophysical S factors for "*F(p, y)*°Ne derived in this work

Ecowm (keV)  S-factor (MeV:-b)  Statistical uncertainty (%)

186.4 0.0140(0.0040) 26.1
195.5 0.0132(0.0040) 27.4
252.7 0.0125(0.0018) 8.3
273.8 0.0129(0.0028) 18.3
283.1 0.0262(0.0050) 14.9
291.5 0.0304(0.0047) 9.7

The total uncertainties are listed in the parentheses, and the statistical uncertainties are listed in the last column. Conservatively, we estimate an overall systematic uncertainty of 12%.
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Extended Data Table 2 | Thermonuclear reaction rates of "*F(p, y)*°’Ne in units of cm®s™'mol™

Present rate NACRE (3) deBoer21 (5) Williams21 (27)
T Median Low High Median Median Median
0.01 1.03x107% 291x107%" 2.05x107% 4.25x1072% 1.10x10~%* 8.17x10~%8
0.015 1.30x1072' 8.78x10"% 252x107%' 1.37x107% 3.50x10~* 2.61x1072
0.02 5.16x107Y¥ 5.80x1072° 9.73x107' 9.45x1072' 2.38x10~* 1.79x10~%°
0.03 9.45x107' 1.94x107'6 1.70x107% 3.41x107'7 8.44x10°*® 6.45x10717
0.04 1.08x107" 3.15x107" 1.84x107'3 5.95x107'% 1.44x10°%" 1.11x107 14
0.05 3.13x107'2 1.16x107'? 5.09x107'?2 2.34x107'3 5.57x10~™ 4.38x10713
0.06 4.07x107" 1.79x107' 6.33x1071 3.84x107'?2 898x10° % 7.19x10~12
0.07 3.15x107' 1.59x1071% 470x107'% 3.60x10~'' 8.25x10'2 6.65x10~1
0.08 1.70x107% 9.57x1071% 2.45x107% 2.28x1071% 5.15x10~ 421x10710
0.09  7.15x107% 4.39x107% 9.91x107% 1.10x107% 2.46x10~'° 2.02x107%
0.1 2.53x107% 1.69x107% 3.39x107% 4.31x107% 9.93x1071Y 7.76x107%
0.15 5.68x107% 486x107% 6.51x107% 9.55x107°7 3.36x10~"" 1.18x107%
0.2 258x107™ 235x107% 284x107% 8.67x107% 2.78x10"% 6.92x107%
0.3  2.18x107°2 1.98x1079 240x107? 1.93x107°%2 5.63x10™% 1.33x107%2
0.4 2.60x107°" 237x107% 2.87x107% 2.93x107% 8.99x10~% 1.98x 10~
0.5 1.31x10%% 1.20x107% 1.45x10M%° 1.63x107%° 6.04x10~% 1.08x 1010
0.6 4.81x10%% 439x10M%Y 5.30x10M° 6.19x10T° 2.90x10+% 4.04x101%0
0.7 1.46x10%% 1.32x10M% 1.60x10M°" 1.92x107°"  1.04x10%%! 1.22x1010!
0.8 3.73x10M°" 338x10"%" 4.09x10T% 4.88x10T°1 2.88x10*t"! 3.03x 101!
0.9 8.13x10M°" 7.41x10T%" 895x10T% 1.04x107? 6.41x10M"! 6.36x 1010
1.0 1.56x10M92 1.42x107°2 1.72x107°2 1.93x10%%2 1.21x10%%2 1.17x10%02

The rates are for the bare F nuclei in the laboratory, that is, no thermally excited target states are considered. Refs.

3527



Extended Data Table 3 | Calcium yields for fixed trajectory with constant p=39.8gcm™, T=119%108 K and primordial initial
composition*?

YE(p, v) rate NACRE "YF(p, o) rate deBoer YF(p, o) rate

Low Mean High Low Mean High

Low -11.59 -11.72 -11.83 -11.70 -11.68 -11.90

JUNA Mean -11.47 -11.60 -11.70 -11.57 -11.55 -11.77
High -11.37 -11.50 -11.60 -11.48 -11.46 -11.67

Low -12.51 -12.64 -12.75 -12.62 -12.60 -12.82

NACRE Mean -12.21 -12.35 -12.45 -12.32  -12.30 -12.52
High -12.04 -12.17 -12.27 -12.15 -12.13 -12.34

Low -13.25 -13.38 -13.48 -13.36 -13.34 -13.55

deBoer  Mean -12.81 -12.94 -13.05 -12.92 -12.90 -13.12
High -12.05 -12.18 -12.28 -12.16 -12.13 -12.35

Low -12.07 -12.21 -12.31 -12.18 -12.16 -12.38

Williams Mean -11.99 -12.13 -12.23 -12.10 -12.08 -12.30
High -11.91 -12.04 -12.15 -12.02 -12.00 -12.22

The trajectories were run until the hydrogen mass fraction dropped below 0.01. Other non-degenerate binary reactions are taken from REACLIB v2.2. The reference rate for just using the original
REACLIB rates for all binary reactions gives a mass fraction of log(*°Ca)=-12.33. Values are given in logarithm base 10.



Article

Extended Data Table 4 | Similar to Extended Data Table 3 but uses the actual central temperature trajectory ofa40 M,
population Ill star model? and using a mixing model to emulate convection

YE(p, v) rate NACRE YF(p, ) rate deBoer "F(p, o) rate

Low Mean High Low Mean  High

Low -11.29 -11.44 -11.54 -11.36 -11.41 -11.66

JUNA Mean -11.14  -11.29 -11.39 -11.22 -11.26 -11.51
High -11.03 -11.18 -11.29 -11.11 -11.15  -11.41

Low -12.19  -12.33 -12.44 -12.26  -12.31 -12.56

NACRE Mean -11.89  -12.04 -12.14 -11.97 -12.01 -12.26
High -11.72 -11.86 -11.97 -11.79  -11.83 -12.09

Low -13.13  -13.27 -13.38 -13.20 -13.24 -13.49

deBoer = Mean -12.52 -12.66 -12.77 -12.59 -12.63 -12.89
High -11.72 -11.86 -11.97 -11.79  -11.83 -12.09

Low -11.74 -11.88 -11.99 -11.81 -11.85 -12.11

Williams Mean -11.66 -11.80 -11.91 -11.73  -11.77 -12.03
High -11.57 -11.71 -11.82 -11.64 -11.69 -11.94

The trajectory was run until a core hydrogen mass fraction of 0.01. The mixing model assumes that the trajectory represents a fraction of t,,;,=0.0595 of the total reservoir such that burning
reduced the H mass fraction in the trajectory to 0.01, consistent with the stellar model. The reference rate for just using the original REACLIB rates for all binary reactions is log(*°Ca)=-12.02.



Extended Data Table 5 | Calcium yields for full stellar models

YE(p, v) rate YE(p, o) rate TAMS Pre-supernova

Star H envel. He shell H+He envel.

Low High -10.81 -11.18 -10.74 -11.13

JUNA Mean NACRE Mean -11.10 -11.47 -11.05 -11.41
High Low -11.41 -11.77 -11.39 -11.73

Low High -11.56 -11.93 -11.51 -11.88

NACRE Mean NACRE Mean -11.90 -12.27 -11.86 -12.21
High Low -12.31 -12.68 -12.25 -12.63

Low High -11.56 -11.92 -11.49 -11.88

deBoer  Mean NACRE Mean -12.51 -12.88 -12.46 -12.85
High Low -13.62 -13.98 -13.57 -13.94

Low High -11.40 -11.77 -11.39 -11.73

Williams Mean NACRE Mean -11.64 -12.01 -11.62 -11.96
High Low -11.83 -12.20 -11.83 -12.16

The first data column gives the average abundance over the entire star at the terminal-age main-sequence (TAMS), defined by a core hydrogen mass fraction of 0.01, consistent with what we
use elsewhere. The last three columns list the average calcium mass fraction at the pre-supernova stage: in the hydrogen envelope (hydrogen mass fraction 20.01), in the helium shell (helium
mass fraction 20.01 and hydrogen mass fraction <0.01), and in the combination of both (helium mass fraction >0.01), respectively. Values are given in logarithm base 10.
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