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Abstract

Timely detection of horse pain is important for equine
welfare. Horses express pain through their facial and body
behavior, but may hide signs of pain from unfamiliar hu-
man observers. In addition, collecting visual data with de-
tailed annotation of horse behavior and pain state is both
cumbersome and not scalable. Consequently, a pragmatic
equine pain classification system would use video of the un-
observed horse and weak labels. This paper proposes such
a method for equine pain classification by using multi-view
surveillance video footage of unobserved horses with in-
duced orthopaedic pain, with temporally sparse video level
pain labels. To ensure that pain is learned from horse body
language alone, we first train a self-supervised generative
model to disentangle horse pose from its appearance and
background before using the disentangled horse pose latent
representation for pain classification. To make best use of
the pain labels, we develop a novel loss that formulates pain
classification as a multi-instance learning problem. Our
method achieves pain classification accuracy better than
human expert performance with 60% accuracy. The learned
latent horse pose representation is shown to be viewpoint
covariant, and disentangled from horse appearance. Quali-
tative analysis of pain classified segments shows correspon-
dence between the pain symptoms identified by our model,
and equine pain scales used in veterinary practice.

1. Introduction

Timely detection of pain in horses is important for their
welfare, and for the early diagnosis and treatment of under-
lying disease. While horses express pain through changes
in facial and body behavior, equine pain classification is a
challenging problem, with expert human performance on
video data at just 58% accuracy for pain or no pain classifi-
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Figure 1. Main Idea (a) Directly training a pain classifier on video
frames can result in a model that is not interpretable, and would
overfit to limited training data. (b) Our method first uses self-
supervised multi-view synthesis to learn a latent horse pose repre-
sentation, that is then used to learn a light weight pain classifier.

cation for acute pain [4], and 51% accuracy for orthopaedic
pain [3]. While self-evaluation can be used as a gold stan-
dard for determining pain in human subjects, horses, being
non-verbal, lack a gold standard for pain [1]. In addition,
as prey animals, horses may hide signs of pain from human
observers [11]. It is therefore difficult to ascertain if a horse
is experiencing and expressing pain.

Consequently, even though pain scales relying on facial
and body behaviors are used in veterinary practice [42, 40,
51, 18, 16], determining the pain level of horses remains
challenging. Furthermore, outside of an animal hospital
or clinic, horse owners may underestimate the prevalence
of disease, and thereby impede contact with the veterinar-
ian [27]. A computer vision system capable of determining



horse pain, therefore, has great potential for improving an-
imal welfare by enabling round the clock classification of
pain and consequent diagnosis of illness.

Human pain datasets with clear closeup facial footage,
and detailed Facial Action Coding System (FACS) [14] an-
notation have been used for training human pain classifi-
cation systems [33]. However, a similar approach is not
practical for equine pain classification. First, obtaining sim-
ilar annotation is also costly and time consuming for horses
as it is for humans. Equine FACS [64] annotators must be
trained and certified, and spend upwards of 30 minutes to
annotate a single minute of video [43]. Second, with pain
scales including entries like ‘interactive behavior’ there is
not always a mapping between pain attribute and obvious
visual behavior [16] making detailed annotation of video
an ambiguous task. Third, horses behave differently in the
presence of humans [11, 58], which calls to question the ap-
plicability of datasets with observed horses to more natural
settings when the horse is alone. Relatedly, a vision based
monitoring system for horses would be more pragmatic if it
could operate off unobtrusive surveillance cameras, rather
than require horses to be close to the camera, with the face
clearly visible, as is true for human datasets.

In 2018-2019, a dataset of horses with induced or-
thopaedic pain was collected at Swedish University of Agri-
cultural Sciences [2]. It includes multi-view surveillance
video footage of unobserved horses with pain labels from
periodic pain assessments by expert veterinary researchers.
Since the dataset contains few subjects (i.e. 8), and lacks
temporally detailed annotation, a fully and strongly super-
vised network is likely to overfit to the training data. At
the same time, the network predictions would not be inter-
pretable, and may use superfluous but correlated informa-
tion, such as the lighting to determine the pain state of the
horse.

On the other hand, self-supervised methods have been
shown to disentangle semantically and visually meaningful
properties from image data without the use of labels. Exam-
ples include disentangling the 3D normals, albedo, lighting,
and alpha matte for faces [53], and disentangling pose and
identity for facial recognition [59].

Our key idea is to use self-supervision to disentangle the
visual properties a pain classification system should focus
on, and then use the disentangled representation to identify
pain. In this manner, we can reduce the likelihood of the
model learning extraneous information to determine pain,
and prevent overfitting to the training data (Figure 1). Ad-
ditionally we use the observation that a painful horse may
also exhibit non-painful behavior to formulate a novel loss
that makes best use of the sparse pain annotation.

We use a two step process for pain classification. In the
first stage, we train a view synthesis model that, given an
image of a horse from one angle learns to synthesize the

scene from a different viewpoint [48]. We use an encoder-
decoder architecture, and disentangle the horse pose, ap-
pearance, and background in the process. In the second
stage, we use the learned pose representation to classify
video segments as painful. As we lack detailed temporal
annotation for pain, we use weak supervision to train the
pain classification module, and propose a modified multi-
ple instance learning loss towards this end. Our system is
able to learn a viewpoint aware latent pose representation,
and determine the pain label of video segments with 60%
accuracy. In comparison, human performance on a similar
equine orthopaedic dataset is at 51% accuracy [3].

We present pain classification results of our model along-
side ablation studies comparing the contribution of each
module. In addition, we analyze the features of pain de-
tected by our system, and note their correspondence with
current veterinary knowledge on equine pain behavior.

Our contributions are:

* Creating a disentangled horse pose representation from
multi-view surveillance video footage of horses in box
stalls using self-supervised novel view synthesis.

* Presenting a method for video segment level pain clas-
sification from the learned disentangled horse pose
representation that is trained using weak pain labels
and a novel multiple instance learning (MIL) loss.

» Extensive experiments including analysis of our au-
tomatically detected pain video segments in terms of
cues used for pain diagnosis in veterinary practice.

2. Related work

Our work is closely related to novel view synthesis:
given a view of a scene, the task is to generate images of
the scene from new viewpoints. This is challenging, as it
requires reasoning about the 3D structure and semantics of
the scene from the input image. Rhodin et al. [48] train
an encoder-decoder architecture on the novel view synthe-
sis task using synchronized multi-view data to create a la-
tent representation which disentangles human pose and ap-
pearance. Our work uses the same approach to learn a dis-
entangled horse pose representation. However, while their
method uses the learned pose representation for the down-
stream and strongly related task of 3D and 2D body key-
point estimation, our work uses the latent representation to
classify animal pain in a weakly supervised setting.

Others achieve novel view synthesis assisted by either
noisy and incomplete [10, 56, 38, 22], or ground truth depth
maps, in addition to images during training [31, 60, 52, 37].

Similar to our work, generative models have been used
with emphasis on learning a 3D aware latent representa-
tion. Of note are deep voxels [55], HoloGAN [36], and
Synsin [65]. Although we share the aim to create a 3D



aware latent representation, these methods emphasize the
generation of accurate and realistic synthetic views, while
our work focuses on using the latent representation for the
downstream task of pain classification. While we do make
use of multi-view data, the different viewpoints are few —
4 — and are separated by a wide baseline, unlike the above
mentioned novel view synthesis works.

Generative models with disentangled latent representa-
tions have been developed for a wide range of purposes
such as to discover intrinsic object properties like nor-
mals, albedo, lighting, and alpha matte for faces [53],
fine grained class attributes for object discovery and clus-
tering [54], and pose invariant identity features for face
recognition [59], and have been a topic of extensive re-
search [57, 8, 23, 13, 24]. Our work relies on a disentan-
gled pose representation from multi-view data, and places
emphasis on utilizing the learned representation for a down-
stream task. Self-supervised disentangled pose represen-
tations have been used for 2D and 3D keypoint recogni-
tion [48, 47, 9, 7, 19], but no previous work has used them
for the behavior related task of pain recognition, particularly
in animals.

There is a growing body of work on deep visual learning
for animal behavior and body understanding. This includes
work on animal body keypoint prediction [6, 34], facial key-
point prediction [66, 44, 28], and dense 3D pose estimation
via transfer from human datasets [50] and fitting a known
3D model to 2D image [69, 68]. Of note are [67] which
uses a synthesized zebra dataset to train a network for pre-
dicting zebra pose, and [30] which develops a horse spe-
cific 3D shape basis and applies it to the downstream task
of lameness detection.

Beyond animal keypoint and pose prediction, there is
a growing body of research on detecting animal affec-
tive states from images and videos. Of great relevance
is Broomé et al.’s [4] work on horse pain recognition that
uses a fully recurrent network for pain prediction on horse
videos. The method uses strong supervision and a dataset
with close up videos of horses with acute pain. Follow
up work [3] uses a similar network architecture and do-
main transfer from between acute and orthopaedic pain for
horse pain classification. Sheep [32], donkey [25], and
mouse [61] pain have also been explored with promising
results. However, previous methods use either facial data,
strong supervision, or additional information such as key-
points, segmentation masks, or facial movement annotation
to learn the pain models. In contrast, we use weak supervi-
sion, with no additional annotation or data, and video data
with the full horse body visible rather than just the face.

3. Approach

The equine pain dataset comprises time aligned videos of
horses from multiple views, and pain labels from periodic

observations. We use a two-step approach for pain classifi-
cation. In the first stage, we train an encoder-decoder archi-
tecture for novel view synthesis, and learn an appearance
invariant and viewpoint covariant horse pose latent repre-
sentation in the process. In the second stage, we train a
pain classification head using the trained pose aware latent
representation as input to diagnose pain in video sequences.
Since the dataset does not have detailed temporal annota-
tion of horse pain expression, we use a MIL approach for
pain classification for video sequences. In the following
sections, we first describe the dataset, followed by details
of our view synthesis and pain classification methods.

3.1. Dataset

The Equine Orthopaedic Pain (EOP) Dataset [2] com-
prises of 24-hour surveillance footage of 8 horses filmed
over 16 days before and during joint pain induction. The
experimental protocol was approved by the Swedish Ethics
Committee in accordance with the Swedish legislation on
animal experiments (diary number 5.8.18-09822/2018). As
few horses as possible were included and a fully reversible
lameness induction model was used. Hindlimb lameness
was induced by injecting lipopolysaccharides (LPS) into the
hock joint, leading to inflammatory pain and various de-
grees of joint swelling. To decrease such pain, the horse
tries to unload the painful limb both at rest and during mo-
tion, and movement asymmetry can then be measured ob-
jectively. The horses were stalled individually in one of
two identical box stalls, with four surveillance cameras in
the corners of each stall capturing round the clock footage.
Starting 1.5 hours after joint injection, horses were peri-
odically removed from the box stall to measure movement
asymmetry during trot. Measurements were discontinued
once horse movement asymmetry returned to levels simi-
lar to before LPS injection. In addition, pain assessments
using four different pain scales [12, 16, 62, 5] were per-
formed by direct observation 20 minutes before and after
each movement asymmetry measurement. The dataset can
be accessed for collaborative research by agreement with
the authors of [2].

3.1.1 Data preprocessing

We use video data from two hours of pre-induction baseline
as our no-pain data. Pain level was determined by averag-
ing the Composite Pain Scale (CPS) score [5] of three vet-
erinary experts during each pain assessment session. The
session with the highest average CPS score was selected as
peak pain period. Two hours closest to the pain observation
session were used as our pain data. Four (two pain, two no-
pain) hours per horse, from four surveillance cameras for
eight horses results in a total of 128 hours of film. We only
use the time periods when no humans are present in the stall



or the corridor outside the stall, reducing the likelihood of
interactivity leading to changes in the horses’ behavior.

Videos were cut in to 2 minute long segments (see
imp. details in Sec. 4), and all segments belonging to the
two hour peak pain period were labeled as pain, and pre-
induction period were labeled as no-pain.

Note that we extrapolate pain labels from the pain ob-
servation session to the closest unobserved horse videos.
These videos have not been viewed and annotated as con-
taining pain behavior by experts, and the typical duration
and frequency of horse pain expression is not known. Sim-
ilarly, the no-pain videos were not manually verified as not
containing any pain expression. As a result, our video level
pain labels are likely noisy and contribute to the difficulty
of our task.

3.2. Multi-view synthesis

The multi-view synthesis network uses the same ar-
chitecture and training methodology as original work by
Rhodin et al. [48]: a U-Net architecture [49] learns a dis-
entangled horse appearance and pose representation in its
bottleneck layer. This is done by training the model to syn-
thesize an input scene from a different viewpoint.

Specifically, given an input video frame x; ¢, from view-
point 4, at time ¢, the encoder, fg, outputs are a latent rep-
resentation of the horse pose, p; ;, and of the horse appear-
ance, h; ¢:

Dits hiy = fe (xzt) (D

During training, both p; ; and h; ; are manipulated before
being input to the decoder, fp. The pose representation is
multiplied by the relative camera rotation, R, of viewpoint
i and j, so that the pose representation input to fp is in the
same space as pose representations for viewpoint j:

Disjt = Royojpig ()

The appearance representation is swapped by the appear-
ance representation of an input frame of the same horse
from the same viewpoint, but from a different time, ', and
hence likely with a different pose. This appearance repre-
sentation swap encourages the network to disentangle pose
and appearance. In addition, a background image for each
viewpoint, b;, is input to the decoder so that the network
does not focus on learning background information for syn-
thesis and instead focuses on the horse:

i ie = fp (Pissjias Piers bi). 3)

As in [48], the synthesized image, z;_, ; ;, is supervised

by both a pixel-level mean squared error (MSE) loss com-
pared with the ground truth image, x; ¢, as well as a per-
ceptual loss on ImageNet pretrained ResNet18 [21] penul-

timate layer’s features.

Lyvs = |25, — z4l> + @
all0rn (i) — Orn (20,

where « is a loss weighting parameter, and 6z () outputs
ResNet18’s penultimate feature representation for input im-
age x. The multi-view synthesis loss, Lysy s, is averaged
across all instances in a batch before backward propagation.

During testing, the synthesized image is generated with-
out swapping of the appearance representation.

Similar to [48], we detect and crop the horse in each
frame to factor out scale and global position. R,;_,; is cal-
culated with respect to the crop center instead of the image
center. The crop is sheared so that it appears taken from a
virtual camera pointing in the crop direction. In more de-
tail, the crop is transformed by the homography induced by
rotating the camera so that the ray through its origin aligns
with the crop center.

3.2.1 Refining multi-view synthesis for horses

Unlike the Human 3.6 dataset [26] used in [48], which fea-
tures actors that move around constantly, the EOP dataset
features the horse standing or grazing in similar pose for
long periods of time. As a result, randomly selecting a
frame for the appearance feature swap on EOP can lead
to suboptimal appearance disentanglement. Therefore, we
pre-select time sequences with a variety of horse poses for
training, based on the optical flow magnitude.

The EOP dataset was collected over multiple months,
during which the cameras, although fixed as firmly as pos-
sible, were nudged by chewing from curious horses. As a
result, background images calculated as the median image
over the entire dataset were blurry. We therefore extracted
separate higher quality background images per month.

3.3. Classifying pain

The self-supervised base network (Section 3.2) provides
us with a means to disentangle the horse pose from its back-
ground, and appearance from a given input image. This rep-
resentation is now used to train a pain classification head.

We treat video pain classification as multiple instance
learning (MIL) problem. Every video comprises time seg-
ments that are independently classified as pain or no pain.
These time segment level predictions are collated to obtain
a video level pain prediction.

We classify pain classification with both frame and, fol-
lowing insight from earlier works [4, 46] showing pain clas-
sification from instantaneous observations to be unreliable,
clip level inputs. For the latter, we concatenate per-frame
latent representations into a clip level volume used as the
atomic unit for pain classification during both training and
testing.
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Figure 2. Pain Classification Model. Pose representations from the trained multi-view synthesis model are extracted for each frame of an
input video, and collated into [ length clips. The pain classification head, comprising three fully-connected (FC) layers, predicts pain for
each clip. Clip level predictions are collated and supervised by the proposed MIL loss.

The network architecture, shown in Figure 2, comprises
two hidden linear layers with ReL.U and dropout, followed
by a classification layer with two dimensional output for
pain vs no-pain. Frame level predictions from the first lin-
ear layer are concatenated in to a 64 * [ vector, where [ is
the number of frames in each input segment, that is then
forwarded through the network.

More specifically, each video sequence s, comprises n
time segments indexed by ¢. The pain head, 6, provides a
two-dimensional output that is softmaxed to obtain the pain,
and no pain confidence values for time segment ¢, where p
represents the set of pose representations of all frames in ¢:

y,ﬁp, yft = softmax (0 (p;.+))- 5)

The k time segments with the highest pain predictions
are averaged to obtain the video level pain prediction:

1 1
P P NP NP
Yis = 1 E Yitr Yis = 3 E Yit s (6)
tes tes

where S is the set of k time segments’ indices with the high-
est pain prediction:

Yintt (D
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The video level pain predictions are then supervised with
a cross-entropy loss.

Parameter k is set to | 7|, where d is randomly selected
from {1, 2,4, 8} at every training iteration, and set to 8 dur-
ing testing. d correlates with the proportion of a video that
is predicted as an action class. As we do not know the pro-
portion of time a horse in pain will express pain in a video,
varying this parameter randomly is likely to provide the
most robust performance, as shown in previous work [45].

Our key insight in designing the loss is that a horse in
pain need not express pain constantly, and the absence of

its pain behavior can be rightly classified as no-pain. By
collating only the predictions for the top k pain segments
to obtain the video level prediction, we do not penalize the
network for classifying no-pain time segments within a pain
video. We hence require only that the pain predictions have
high confidence in pain videos, and that no time segments
have high pain confidence in no-pain videos. Our loss is
different from the MIL loss used in literature (e.g. [63, 39,
35], which would have averaged the highest k predictions
for both pain and no-pain class independently. Section 4.2
compares these loss formulations.

4. Experiments

Implementation details. Optical flow was calculated us-
ing Farnebidck’s method [15] on video frames extracted at
10 frames per second. Time segments that had optical flow
magnitude in the top 1%, 143559 frames, were used to train
the multi-view synthesis module. We use leave-one-out,
subject exclusive training. Multi-view synthesis (backbone)
models were trained for 50 epochs at 0.001 learning rate
using Adam optimizer. The perceptual loss is weighted 2
times higher than the MSE loss during training. The same
U-Net based architecture as in [48] is used. The 600 di-
mensional pose representation is reshaped to 200 x 3 for
multiplication with the rotation transformation R.

The pain classification dataset comprises video seg-
ments, s, with the maximum length of 2 minutes. MaskR-
CNN [20] was used to detect, crop and center the horse in
each frame. Missing MaskRCNN detections can reduce the
video segment length, but no instances less than 10 seconds
in length are included. Note that all data with valid horse
detections were included in the pain classification dataset,
and not just the high motion frames.

Pain is predicted for short clips, of length [, that are col-
lated for video level pain prediction. We show results when



using clips of length 1 frame (frame based), and with clips
of length five seconds at 2 fps. The five second clip length is
set following past research [4]; additionally, [46] suggests it
to be the duration of time a horse pain expression lasts.

The backbone network is frozen when training the pain
classification head, which is trained for 10 epochs at 0.001
learning rate. Leave-one-out training is again used, exclud-
ing the same test subject as for the backbone network. In ad-
dition, pain classification performance on a validation set is
calculated after each epoch, and the model at the epoch with
the highest performance is used for testing. Data from the
non-test subject with the most balanced pain/no-pain data
distribution is used as the validation data. Further details
are included in the supplementary.

4.1. Disentangled representation learning

Disentangled pose representation. We explore the qual-
ity of the latent representation qualitatively. The ideal pose
representation would be able to cluster the same horse pose
regardless of viewpoint. In addition, this representation
would be disentangled from horse appearance.

Given the pose representation of a test input image at
time ¢ from viewpoint ¢, p;;, we find its top 3 nearest
neighbors in the training data after rotation to viewpoint j.
That is, we find the nearest neighbors of R;_,; p; ;. Some
qualitative results are shown in Figure 3, where the second
columns show the actual image from viewpoint j.

The top 3 neighbors are consistent with the expected
ground truth, showing that the network has learned a pose
representation that is viewpoint covariant. One exception is
the second nearest neighbor in the third row, left set, that
is quite different from the ground truth image. The back-
grounds of the retrieved images are often different from the
query background, for example in the middle set, show-
ing background disentanglement. Moreover, the retrieved
horses may be physically different from the query horse,
showing appearance disentanglement: a black horse is re-
trieved in the fourth row, left set, and a horse with a white
blaze is retrieved in the second row, right set. Interestingly,
when the horse head and neck is occluded in the second row,
right set, the nearest neighbors suggest that the model hal-
lucinates a reasonable — though not entirely accurate — neck
and head position.

Disentangled identity representation. In Figure 4, we
show results of swapping the appearance representation. As
explained in Section 3.2, the decoder uses an appearance
and pose representation to reconstruct an image. We com-
pare reconstructed test images with and without swapping
the appearance representations with the appearance repre-
sentation of a training horse with a black coat. Good disen-
tanglement would show a horse with the same pose as the
input image, but with a black rather than a brown coat.

True Performance Oracle Performance
F1 Score | Accuracy | F1 Score | Accuracy
Ours-Frame 58.5+7.8 | 60.9+5.7 | 60.8+6.4 | 62.3+5.4
Ours-Clip 55.945.1 | 57.8+4.4 | 65.1+6.7 | 65.6+6.5
Ours-Clip-HaS | 56.5£5.0 | 58.6+4.3 | 63.6+6.2 | 64.6+5.8
Scratch 54.549.1 | 57.3+£6.5 | 61.7£8.1 | 63.2+7.7
Broomé ‘19 [4] | 53.0£8.1 | 55.2+£7.0 | 60.0£8.3 | 59.4+8.3
Table 1. Comparison of frame and clip based pain heads against a
models trained from scratch with early stopping using a hold out
dataset (True Performance) and best case (Oracle).

F1 Score | Accuracy
Ours-Frame 58.5+7.8 | 60.9+5.7
NoApp 57.14£7.9 | 59.74+6.0

F1 Score | Accuracy
Ours-MIL | 58.5+7.8 | 60.9+5.7
NoBG 532183 | 559474 CE-Clip | 52.2410.2 | 57.0+6.4

NoApp+NoBG | 55.6:5.2 | 57.8£5.7 CE-Frame | 49.1+10.9 | 55.2£5.9
NoMod 56.647.4 | 58.4+5.5 MIL-OG | 47.7£12.7 | 55.04+8.2

Table 2. Left: Pain classification performance with backbones
of varying pose disentanglement. Right: Comparison of cross-
entropy loss and multi instance learning loss variations.

The model trained with uniformly sampled video frames
is not able to disentangle appearance and pose and recon-
structs horses with more or less the same color, both with
and without appearance swapping. High motion sampling
during training increases the chance that the swapped ap-
pearance frame features a horse in a different pose than
the input frame. As seen by the darker coats in the last
row, it hence leads to better appearance disentanglement. It
also leads the network to learn a variety of poses, as can
be seen by the crisper reconstructions around the head and
legs, in the fifth and sixth columns. Lastly, the background
is crisper in the last two rows. This is due to our use of
crisper background images derived from the same month as
the input that results in better background disentanglement.

4.2. Pain classification

We present F1 score and accuracy for pain classification
results, taking the unweighted mean of the F1 score across
both classes. Both metrics are averaged across all training
folds, and presented here alongside the standard deviation.

In Table 1 we compare variants of our pain classification
head. The ‘True Performance’ column shows the perfor-
mance of the model selected by early stopping based on per-
formance on a holdout validation set. ‘Oracle Performance’
shows results if the early stopping criteria aligned with the
epoch with the best testing performance and shows the up-
per limit performance. ‘Ours-Frame’ uses frame level in-
puts (I = 1), ‘Ours-Clip’ uses 5 second clips. The ‘Scratch’
model has the same architecture as the encoder part of the
base network and the pain head and is trained on frame level
inputs, supervised by our MIL loss, from scratch.

Both our frame and clip based models have better true
performance than the scratch model; the frame based model
shows 4 percentage points (pp.) higher F1 score. Addition-
ally, the oracle performance is either comparable or better
than the scratch model, even though the latter learns more
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Figure 3. Nearest neighbor retrieval on latent pose representation. The pose representation of the query image is rotated before nearest
neighbor retrieval. The nearest neighbors match the pose in the actual ground truth image from the rotated view.

Figure 4. Appearance (App) swapping on different models. Each
column shows the decoder output for the corresponding input im-
age from the first row. In the third and fifth rows, the appearance
representations are swapped with the appearance representation
from a training horse with a black coat.

parameters specific to the pain classification task. At the
same time, our models’ use of a disentangled pose repre-
sentation ensures that pose rather than extraneous informa-
tion is used to deduce the pain state. These results indicate
that using a disentangled pose representation is useful for a
dataset such as ours with limited training subjects.

All models suffer from some degree of overfitting, as can
be seen from the difference between the true and oracle re-
sults. The clip based and scratch models exhibit a high de-
gree of overfitting: with oracle F1 score at ~ 10 and ~ 7
pp. higher than the true performance. This can be expected
since these models learns more parameters, and points to
the need for a light weight pain classification head.

However, the use of temporal information through clip
level inputs results in a much higher oracle performance
compared to frame level inputs (5 pp. higher F1). We there-
fore add more regularization by using random adversarial
erasing via Hide-and-Seek [29] (‘Ours-Clip-HaS’) result-

ing in 1 pp higher accuracy. Altogether, clip based pain
prediction is most promising, but requires more regulariza-
tion to compete with the simple frame based results.
Finally, ‘Broomé ‘19’ shows results of the convolution
LSTM model proposed in [4] on EOP dataset. As we
do not use optical flow frames in other experiments, we
use the one-stream (RGB) variant of their model. Follow-
ing the original work we evaluate and train on 10 frame
clips at 2 FPS, supervised with binary cross entropy loss.
The method achieves performance slightly worse than the
‘Scratch’ model, and shows similar overfitting behavior.

Backbone Ablation study. In Table 2 (left) we show the
results on an ablation study on our backbone model. Each
model variant has the same pain detection head as ‘Ours-
Frame’, but uses different backbone trainings. ‘NoBG’
means that the backbone was trained without providing a
background frame to the decoder and has low background
disentanglement. ‘No-App’ means that the appearance fea-
ture swapping was not used during training, and appearance
disentanglement is low. Finally, ‘No-Mod’ does not use
our modifications mentioned in Section 3.2.1 and shows the
importance of motion based sampling, and a better back-
ground, but is otherwise identical to ‘Ours-Frame’.

Each component of the backbone is important for final
pain results, and shows the importance of a well disentan-
gled pose representation for pain classification. As shown
in Figure 4, ‘No-Mod’ has little appearance disentangle-
ment and shows similar results to ‘No-App’, but is slightly
worse probably because it also uses worse background im-
ages. Background disentanglement is most important for
our performance, with ‘NoBG’ achieving 5 pp. poorer
performance than our full model. Interestingly, when both
background image and appearance swapping are removed
(‘NoBG+NoApp’), the model does better than when just
background image is removed (‘NoBG’). This may be be-
cause appearance swapping prevents the model from encod-
ing any background knowledge in the appearance latent fea-
tures, making it harder for the model to disentangle back-



Figure 5. Video segments correctly detected as painful by our
model. The detected segments display signs of pain such as avoid-
ing weight bearing (1st row), backwards ears (2nd row), lying
down (3rd row), looking at the painful leg (4th row), and stretch-
ing (last row).

ground on its own.

Weakly supervised learning. In Table 2 (right), we eval-
uate the importance of multi-instance learning. As dis-
cussed in Section 3.3, our version of MIL loss (Ours-MIL),
averages the pain and no-pain predictions of the top k time
segments (or frames) with the highest pain prediction. We
contrast this against the original MIL loss (MIL-OG), which
averages the top pain and no-pain predictions separately.
Lastly, we compare against a simple cross-entropy loss
(CE), where each frame or clip is separately supervised dur-
ing training. The test results are still obtained by averaging
the top k clip level predictions to keep results comparable.
Firstly, by comparing Ours-MIL against CE we see that
using a MIL setting is essential, and that pain (or no-pain)
behavior is not present in each frame from a pain (or no-
pain) video. In fact, the results are lower than random for
a CE-trained model (49.1% F1 score). The use of dynamic
information with clip based inputs leads to improved perfor-
mance, although the overall performance is lower than for
weakly supervised training. Secondly, compared to MIL-
OG, we see that Ours-MIL is necessary to learn a reasonable
model for pain. In fact, MIL-OG leads to a worse model of
pain than random guessing, at 47.7% F1 score. This bol-
sters our underlying reasoning that clips with no-pain fea-
tures may exist in pain videos and should not be penalized

during training in order to develop a good pain model.

4.3. Attributes of pain

Figure 5 shows example clips that our model classifies
as painful. The clips contain classic signs of pain such as
‘lowered ears’ [17] (second and fourth row), a lifted left
hind limb (first row), corresponding to ‘non-weight bear-
ing’ [5], ‘lying down’ (third row), ‘looking at flank’ (third
and fourth row) [41], and an example of gross pain behav-
ior, ‘stretching’ (last row) [16]. These results show a good
correspondence between the visual attributes our model fo-
cuses on, and pain scales used by veterinary experts. While
we only expected body behavior to be picked up by the pain
model, interestingly, subtle facial behavior, specifically, ear
movements, are also picked up and learned. More results
are shown in the supplementary.

5. Discussion

Equine pain detection is an intrinsically challenging
problem. Recent work [3] shows that equine orthopaedic
pain is particularly difficult to detect, as it has high signal
to noise ratio and therefore requires transfer learning from
cleaner acute pain data for reasonable performance (49.5%
F1 before transfer learning, and 58.2% after). EOP dataset
presents additional challenges as pain labels are sparse and
noisy. Despite these challenges, our method can achieve
60% accuracy which is better than human expert perfor-
mance on equine orthopaedic pain (average of 51.3% ac-
curacy across three pain levels [3]), and on par with human
expert performance on acute pain [4].

Our method is scalable and pragmatic as we use unob-
trusive surveillance footage, and sparse pain labels. With
few training subjects, and noisy labels, we ensure that pain
is learned from horse body language alone by use of a
self-supervised generative model to disentangle the horse
pose from appearance and background. The resulting pose
representation is used to learn a pain prediction model,
weakly supervised with a novel pain specific multiple in-
stance learning loss. We qualitatively analyze our model’s
disentangled pose and appearance features, and show quan-
titative and qualitative results on pain classification.

Future work should include means to exclude pain pre-
dictions on videos without a clear enough view of the horse.
As we do not know the typical frequency and duration of
horse pain expression, the video length used in this work
may be sub-optimal. Research on the optimal duration of a
video segment to guarantee the observation of pain behav-
ior, and further regularization of the pain classification head
are promising directions of future improvement.
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