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Strontium titanate is an incipient ferroelectric in which superconductivity emerges at exceptionally
low doping levels. Remarkably, stabilizing the polar phase through strain or chemical substitution
has been shown to significantly enhance the superconducting critical temperature, and the polar
instability plays a pivotal role in the majority of proposed superconducting pairing mechanisms.
A rigorous understanding of ferroelectricity is therefore essential to elucidate the electron pairing
mechanism in this material. To investigate the nature of the polar order in strontium titanate, we
develop a simplified free energy model that only includes the degrees of freedom necessary to capture
the relevant physics in a biaxially compressively strained system. Our model is able to calculate the
energies of large, disordered systems with near DFT-level accuracy. We simulate the ferroelectric
and antiferrodistortive phase transitions using the Monte Carlo method and discuss the coupling
between various order parameters. Finally, we assess the character of the polar transition, which we
find to be neither strictly displacive nor order-disorder.

I. INTRODUCTION

Despite its simple crystal structure, strontium titanate
(SrTiO3) is a system in which coupled instabilities—
structural, ferroelectric, and superconducting—give rise
to phase transitions that evade conventional classifica-
tion. Although bulk SrTiO3 remains paraelectric down
to zero temperature, its proximity to a ferroelectric phase
is evidenced by the anomalous behavior of the dielectric
constant [1] and the ferroelectric soft mode [2]. A po-
lar transition can be induced through uniform epitaxial
strain [3-5], plastic deformation [6], or other methods in-
cluding chemical substitution and optical excitation [7—
13]. An antiferrodistortive (AFD) instability also exists
whereby antiphase rotations of the oxygen octahedra ac-
company a cubic-to-tetragonal transition at 105 K in the
unstrained material [14]. The ferroelectric and AFD in-
stabilities are strongly coupled both to lattice strain and
to each other.

Ferroelectric transitions are generally separated into
two classes: displacive and order-disorder. Displacive
transitions are characterized by a vibrational mode whose
frequency softens to zero as ions collectively shift from
their equilibrium positions via intersite interactions and
freeze into a static displacement pattern below the fer-
roelectric transition temperature (Tyg). Evidence sup-
porting this picture comes from various spectroscopic
techniques, which have measured complete or incomplete
softening of the ferroelectric phonon mode in SrTiOj3 [2,
8, 15-34]. Conversely, in an order-disorder transition, the
local potential energy outweighs intersite interactions,
and individual ions will always occupy either minimum
of a double-well potential, even far above the transition.
As a result, domains with opposite polarization orien-
tations exist at high temperatures and globally align to
form a uniformly polarized state at Tgg. In addition to
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early evidence for polar nanodomains [5, 35-42], more
recent HAADF-STEM experiments [43-45] have defini-
tively shown the existence of polar clusters at high tem-
peratures, even in unstrained films.

Our motivation for studying the polar transition in
SrTiOg3 is to understand how ferroelectricity may facili-
tate Cooper pairing in the dilute superconducting state,
where the Fermi energy (Fr) is extremely low (~1 meV)
and the characteristic phonon frequency (wp) is high
(~100 meV). The large ratio of wp/EF places SrTiOg
outside the adiabatic regime and renders conventional
BCS theory inadequate to describe superconductivity
in this system. Ferroelectricity has been shown to en-
hance the superconducting critical temperature (7) in
SrTiO3 [4, 6, 8, 30, 46-48], and the majority of theo-
ries for unconventional superconductivity in this material
suggest that pairing is mediated by an excitation related
to the polar order. Suggested mediators of pairing in-
clude a single transverse optical (TO) phonon mode [49-
52|, exchange between two TO phonons [52-55], and ex-
change between longitudinal optical (LO) modes [56, 57].
Many theories posit that electrons pair via quantum crit-
ical ferroelectric fluctuations. In this framework, su-
perconductivity is enhanced as fluctuations intensify ap-
proaching the quantum critical point (QCP) from the dis-
ordered side and diminishes as fluctuations subside in the
ferroelectric state. Theories within the quantum critical
framework can also be categorized according to their spe-
cific pairing mechanism: a single TO mode [46, 58, 59],
exchange between two TO modes [60], or exchange be-
tween LO modes [32, 33, 61]. Additionally, there are
experimental studies showing an enhancement of T, near
the QCP that support the quantum critical paradigm but
offer no specific microscopic description [6, 8, 30, 62, 63].

In this work, we investigate polar order in biaxi-
ally compressively strained SrTiOg, which remains far
less explored than the bulk system. A two-fold in-
crease in T, has been reported in SrTiO3 thin films un-
der 1% compressive epitaxial strain [4, 48]. In these
films, the enhanced superconductivity exists deep within
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FIG. 1. Structural distortions in SrTiOs. Three main
order parameters are considered in our model: the polariza-
tion along the c-axis, in-plane antiphase octahedral rotations,
and the elongation of the c-axis.

the ferroelectric phase, contradicting the critical fluctu-
ation framework where the maximum 7, is pinned to
the QCP. The enhanced T, in ferroelectric films along
with the observation of polar nanodomains in strained
and unstrained films at room temperature suggest that
SrTiO3 may be a noncentrosymmetric superconductor
where inversion symmetry breaking is a requirement for
electron pairing. Noncentrosymmetric superconductors
have unique properties such as antisymmetric spin-orbit
coupling, which can lead to a mixture of spin-singlet
and spin-triplet Cooper pairs and possible topological
states [64]. Signatures of mixed parity superconductivity
have indeed been observed in SrTiOg [65], and theoreti-
cal work also supports the possibility of a p-wave pairing
channel [59, 66]. Some current theories for SrTiOs dis-
cuss local symmetry breaking from the polar distortion in
combination with spin-orbit coupling, but they examine
only the paraelectric phase [49-51]. The current models
that account for ferroelectricity in STO assume the polar
order to be uniform [52, 66, 67].

Carefully studying polar domain formation and lattice
dynamics in a disordered system could lead to new in-
sights about the pairing mechanism in SrTiO3. Here we
introduce a simplified model based on well-established
physics which, instead of accounting for the movement
of each ion in every Cartesian direction, considers only
the amplitude of the order parameters in each unit cell.
This simplification significantly reduces the volume of
phase space, making it possible to accurately calculate
the energies of large disordered systems that would be
computationally prohibitive using density functional the-
ory (DFT). To simulate the epitaxially strained thin film
systems, we calculate the energies of disordered super-
cell configurations under 1% biaxial compressive strain
and successfully reproduce the DFT energies and low-
energy phonon band structure. We explore the stability
of polar clusters at zero temperature and calculate the
coupling between the polarization, octahedral rotations,
and c-axis elongation. The Monte Carlo Metropolis al-
gorithm is implemented to simulate the thermal phase
transitions and compute correlation functions, order pa-

rameter probability distributions, and other quantities
useful in characterizing the polar order across the phase
transition.

II. COMPUTATIONAL PROCEDURE
A. Ground State Structure

Before simulating large-scale systems, it is necessary
to first find the ground state strained structure at zero
temperature. Through a series of structural relaxations,
the ground-state structure of SrTiOs was calculated by
DFT as implemented in the Vienna ab intio simulation
package (VAsP) [68-70]. We used the supplied projector-
augmented wave (PAW) potentials [71] within the gen-
eralized gradient approximation (GGA) and Perdew-
Burke-Ernzerhof (PBE) scheme [72]. Electronic wave
functions were expanded in a plane-wave basis set with a
kinetic energy cutoff of 800 eV, and the reciprocal space
was sampled using an 8 x 8 x 8 I'-centered k-point mesh
for a single 5-atom unit cell. The k-point density was
appropriately scaled for any supercell calculations.

After fully relaxing the cubic structure, the a and b
lattice parameters were decreased to 99% of their equilib-
rium values to replicate the effect of compressive epitax-
ial strain. After obtaining the equilibrium c-axis lattice
parameter in the strained centrosymmetric state, itera-
tive calculations were performed which varied the rota-
tion, polarization, and additional elongation of the c-axis
until the energy was minimized. We confirmed the sta-
bility of the ground state structure by calculating the
phonon dispersion using the finite displacement method
within the PHONOPY code [73] and verifying the absence
of imaginary frequencies. This plot is shown in the Sup-
plemental Material [74]. Incidentally, we found that it
was necessary to include slight in-plane polarization dis-
placements to eliminate small imaginary frequencies at
the I'-point. However, the in-plane components of the
polarization were neglected in subsequent calculations as
they become insignificant at any finite temperature due
to the shallowness of their potential well.

The order parameters in subsequent discussions are
defined by the displacements of the ions in the ground
state structure relative to the strained, centrosymmet-
ric reference state. Schematics of these orders parame-
ters are shown in Fig. 1, and their numerical values in
the ground state are given in Table I. With this defini-
tion, the individual order parameter amplitudes vanish
in the reference state and are equal to exactly one in the
ground state. The net polarization order parameter is
calculated as the component of the titanium and oxy-
gen ion displacement vector along the direction of the
ground state displacement vector, which corresponds to
a ground state polarization of 0.294 C/m?. The rota-
tion order parameter is the absolute value of the in-plane
displacement of the axial oxygen atoms, accounting for
averaging between neighboring unit cells with different
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FIG. 2. Verification of the free energy model. (a) A plot of the energies of 3,873 configurations calculated by our model
versus the DFT-calculated energies. The model energies are in excellent agreement with DFT, with a root-mean-square error
of 0.21 meV/atom. The inset shows the error distribution as the frequency of the error versus the error itself, which is defined
as the discrepancy per atom between the DFT and model energies. (b) The 4 low-energy phonon bands (3 polarization, 1
rotation) calculated using our phonon dispersion expression are overlaid on the dispersion calculated using PHONOPY for the
strained, centrosymmetric reference structure, showing that the simple model is able to capture the relevant instabilities with

near DFT-level accuracy.

TABLE I. Ground state distortions.
Displacement (A)

Ton Type & Direction

Titanium (2) 0.035
In-Plane Oxygen (%) —0.100
Out-of-Plane Oxygen (%) —0.112
Rotation (£/9) 0.172
Elongation (2) 0.051

rotation amplitudes. The ground-state structure has an
octahedral rotation angle of 5.04°. The elongation degree
of freedom describes the lengthening of the c-axis lattice
parameter from its reference state value of 3.965 A (a
0.65% increase from the cubic structure) to its ground
state value of 4.015 A (a 1.9% increase from the cubic
structure). The in-plane lattice parameters remain con-
stant at 3.900 A for all calculations. More information
on the structural parameters, including the phonon dis-
persions, can be found in the Supplemental Material [74].

B. Free Energy Model

DFT is limited due to its inability to account for ther-
mal effects and the prohibitive computational cost of
large, disordered systems. In order to simulate the ther-
mal phase transitions in SrTiOs, we construct a sim-
ple model that can efficiently incorporate both temper-
ature and disorder. Following the prescription of Lan-
dau, we approximate the free energy of the system by
a Taylor series expansion about the relevant order pa-

rameters, which yields a linear sum of invariant poly-
nomials. We consider five total degrees of freedom in
formulating the free energy expression: the three com-
ponents of the polarization (titanium and in- and out-
of-plane oxygen ions), the octahedral rotations, and the
additional elongation of the c-axis in the ground state
relative to the reference state. We used the 1ISOTROPY
software suite [75, 76] to calculate invariant polynomi-
als and find all symmetry-allowed free energy terms up
to fourth-order in rotation and polarization and included
coupling to the elongation up to linear order. Coupling
of order parameters between neighboring sites (26 neigh-
bors per site) was also included. The final expression for
the free energy consisted of a polynomial containing 109
distinct terms. The full energy expression is given in the
Supplemental Material [74].

To find the coefficients in the free energy expression,
we used DFT to calculate the energies of 2 x 2 x 2 super-
cell configurations, with random values chosen for every
degree of freedom in each unit cell. In addition to these
random calculations, we also included a set of specific
uniform distortions. Larger 4 x 4 x 4 supercells were also
incorporated to determine if the exclusion of longer-range
interactions affected the accuracy of the model. A total
of 3,773 configurations were considered. We solved for
the values of the coefficients by minimizing the error be-
tween the model and DFT energies using least-squares
linear regression. More details are provided in the Sup-
plemental Material [74].

In Fig. 2(a), the model energies are plotted versus DFT
energies. The root-mean-square error of the model rela-
tive to DFT is calculated to be only 0.21 meV per atom.
While the 4 x 4 x 4 supercell energies deviate from the
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FIG. 3. Coupling between order parameters. Dependence of the polarization (P), rotation (R), and elongation of the
c-axis (C) on one another through minimization of the free energy. The axes are unitless; the scaling of order parameters is
described in detail in the third paragraph of Section II. (a) The dependence of R (top) and C' (bottom) on P. R is completely
suppressed as P increases, while C' becomes much larger with increasing P. (b) Dependence of P (top) and C (bottom) on
R. P is suppressed while C increases slightly with larger R. (c¢) Dependence of P (top) and R (bottom) on C. P and R both
increase with increasing C, although P has the strongest dependence on C.

model at higher energies, they are accurately calculated
by the model close to the ground state, which is most rele-
vant in simulations of the phase transitions. The discrep-
ancy between the DFT and model energies for the larger
supercells far from the ground state could be due domain
walls in the rotation order parameter, or increased cou-
pling between next-neighbors at high displacement am-
plitudes.

To further verify the accuracy and generality of our
model, we also tested a set of 100 random 2 x2x 2 configu-
rations that were not used to calculate the model param-
eters. The error in the calculated energies for these test
structures was comparable to that of the training data
set. Finally, we calculated the phonon dispersion of our
free energy model and compared it to the dispersion cal-
culated by PHONOPY for the strained, centrosymmetric
reference structure. All DFT input files for the phonon
dispersion, including the structural parameters, are avail-
able in the Supplemental Material [74]. Figure 2(b) com-
pares the two phonon dispersions. Our model does not
include all phononic degrees of freedom, and we therefore
do not expect to accurately capture the high frequency
bands. Instead, by using a simple model with a signifi-
cantly reduced phase space volume, we are able to cap-

ture the relevant structural instabilities in the low energy
phonon bands with near DFT-level accuracy.

III. RESULTS AND DISCUSSION
A. Zero-Temperature Calculations

After confirming the accuracy of the model, we used it
to investigate the coupling between the polarization (P),
rotation (R), and elongation (C) order parameters at zero
temperature. These results are shown in Fig. 3. For each
panel, the amplitude of a single order parameter (X) was
fixed while the other order parameter (Y) was varied to
minimize the free energy. The value of Y at this mini-
mum is plotted in the figure for both the reference state
and ground state values of the third order parameter (7).
A total of six combinations of X and Y are possible, and
each pairing was explored. As shown in Fig. 3(a), in-
creasing the polarization amplitude suppresses the rota-
tion entirely and dramatically increases the elongation.
When the rotation is increased [Fig. 3(b)], polarization is
moderately suppressed and there is a slight elongation of



(a)

40 T T T T T T
Before AFD Transition
[ —e— After AFD Transition
20 1
S
A
>
o
[0} -
C
i}
©
°
|_
4.0 L 1 L 1 L 1 L
0 5 10 15 20
Cluster Dimension (N)
(b)
30 T T T T
25 - -
Stable MxMxN Clusters
20 I+
z 15}
10 =
5+ Unstable MxMxN Clusters —
0 ] ] ] ] ]
0 5 10 15 20 25 30

FIG. 4. Stability of polar clusters. (a) Energy versus
cluster size for N x N x N polar domains embedded in an
unpolarized background with C' = 0 throughout the system
and for both R = 0 (orange curve) and R = 1 (purple curve).
(b) Map of stable cluster dimensions (negative cluster forma-
tion energies). The value of N for which the energy of an
M x M x N cluster becomes negative is plotted versus M.

the c-axis. Elongation [Fig. 3(c)] enhances both polariza-
tion and rotation, but the increase in P is much greater
than the increase in R. In general, the change in Y (X)
is approximately the same for Z = 0 and Z = 1, but the
overall amplitude is shifted in some cases. The exception
to this rule is that P(R) decreases faster when C' = 1
compared to C' = 0. In summary, rotation and polariza-
tion are negatively correlated, although P suppresses R
more strongly than R suppresses P. Elongation is posi-
tively correlated with both polarization and rotation, but
the positive correlation between C' and P is more signif-
icant than between C and R.

In addition to examining the coupling between order
parameters, we performed calculations to determine the
stability of polar domains. We found that abrupt domain
walls between two oppositely oriented domains have a sig-
nificant energy costs. It can be energetically favorable,
however, for polar domains to form within an unpolarized
reference state, which is likely to exist (at least on aver-
age) at temperatures above the ferroelectric transition.
We performed zero-temperature calculations for clusters
of varying dimensions to explore the energetics of domain
formation within an unpolarized background. Clusters
were embedded in an unpolarized supercell for two types
of systems: one without octahedral rotations (R = 0),
representing a system before the AFD transition, and
one with rotations (R = 1) to emulate the system after
the AFD transition. The elongation of the c-axis occurs
concomitantly with the ferroelectric transition, so C' =0
in both cases. Inside the cluster, the magnitude of P was
set to the value which minimizes the energy for a homo-
geneous system with the relevant amplitudes of R and
C.

Figure 4(a) shows energy versus cluster size for both
scenarios. The formation of domains is favorable when
the energy of the system becomes negative, which oc-
curs for an N x N x N domain when N = 12 (prior
to the AFD transition) or N = 14 (when rotations are
present). The energy initially increases due to the cost of
the domain wall (o N?2), but eventually decreases once
the cluster reaches a critical size as energy is lowered
within the domain (oc —N?). Domains must be slightly
larger in the presence of rotation, which is expected since
R and P are negatively correlated. The minimum stable
cluster size was also calculated for M x M x N clusters
of different shapes. The c-axis dimension (V) was var-
ied for different values of the a- and b-axis dimensions
(M). Figure 4(b) maps out the boundaries of stability.
For the case where R = 1, clusters with M > 19 become
stable when N = 12. As M decreases, increasingly high
values of NV are required for stable clusters to form. For
M < 5, clusters are never stable. We find that the min-
imum stable cluster dimension along the c-axis (V) is
larger than that along the a- and b-axes, consistent with
longer range correlations along the c-axis. Our results
confirm that polar domains can form within unpolarized
regions that may exist at high temperatures, indicating
a component of order-disorder character.

B. Simulating the Thermal Phase Transitions

To incorporate temperature into our model, we used
the Monte Carlo Metropolis algorithm to simulate the
ferroelectric and AFD phase transitions with our free en-
ergy expression. We considered temperature-dependent
fluctuations of the five separate degrees of freedom (the
three components of the polarization order parameter,
octahedral rotations, and the global elongation of the
c-axis) for a 16 x 16 x 16 supercell. Thermally-
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FIG. 5. Simulation of thermal phase transitions. (a) The value of the c-axis lattice constant versus temperature. From
low to high temperatures, the lattice constant decreases rapidly across the ferroelectric transition, then increases slightly due
to thermal expansion. (b) The rotation and polarization order parameters plotted versus temperature. The ferroelectric
transition occurs at 280 K and the AFD transition occurs at 540 K. The slight kink in the rotation curve at the polarization
transition is due to coupling between the order parameters. (c) The ratio of the in- and out-of-plane oxygen displacement
versus temperature, which decreases towards the ferroelectric transition. (d) Ratios of the oxygen to titanium displacement
versus temperature. The ratio for in-plane oxygen atoms increases while that for out-of-plane oxygen atoms decreases slightly
towards the polar transition. (e) Representative snapshot of the polarization order parameter in the xy-plane, showing polar
clusters on the order of several unit cells. (f) Snapshot of the polarization order parameter in the zz-plane showing dominant

correlations along the c-axis.

TABLE II. Comparison of room temperature lattice parameters and transition temperatures.

Type ¢ (%) €1 (%) a (A) b (A) ¢ (A) Tre (K) Tarp (K) Ac (A) Reference
Comp —1 1.04 3.900 3.900 3.98 280 540 0.035 This Work
Comp 2 - 3.934 3.857 3.834 400 - - [5]
Comp —08 - - — — 110 320 - 7]
Exp —-1.6 124 3842 - 3953 210 510 0.008 [78]
Exp —-0.92 071 3.869 - 3933 155 370 0.004 [78]
Exp -0.9 0.8 - - - 140 360 0.005 [79]

averaged order parameters are plotted versus temper-
ature in Fig. 5(a,b). The transition temperatures ex-
tracted for the ferroelectric and AFD transitions for
our 1% compressively strained system were 280 K and
540 K, respectively. The technical details of the Monte
Carlo Simulation can be found in the Supplemental Ma-
terial [74].

The influence of the DFT-calculated c-axis should be
considered when evaluating the accuracy of our transi-
tion temperatures. It is well-known that while the LDA
exchange-correlation functional underestimates the lat-
tice parameters, the GGA functional (used in this work)

overestimates them [80]. Table IT compares our results to
other experimental and computational studies of strained
films. Shown are the room-temperature experimental
and computational lattice parameters, ferroelectric (Trg)
and antiferrodistortive (Tarp) transition temperatures,
as well as the elongation of the c-axis in the ground state
compared to the room-temperature phase (Ac). The
room-temperature c-axis lattice constant in our simula-
tion is approximately 3.98 A, with an out-of-plane strain
(e1) of 1.04%. Experimental values of Trg and Tapp for
a sample with ¢ = 3.953 A and e, = 1.24 are 210 K and
510 K, respectively [78]. Given the overestimation of the



lattice parameters by DFT, our transition temperatures
approximately align with experimentally expected values
for films with similar € .

A possible solution to the overestimation of the c-axis
lattice constant could be provided by the strongly con-
strained and appropriately normed (SCAN) functional,
which has been shown to give accurate energies and struc-
tural parameters for perovskite oxides [81]. In addition,
the discrepancy in the transition temperatures could be
due to the exclusion of anharmonic coupling effects of
the low energy bands with higher energy phonon bands
of the same symmetry. We also acknowledge that previ-
ous studies have found long range dipole-dipole interac-
tions to be important, although they are computation-
ally expensive to consider [82]. In the future, we plan
to extend our model to doped systems—most relevant
to superconductivity—in which these long-range interac-
tions are screened out.

Figure 5(c,d) shows changes in the ratio between in-
and out-of-plane oxygen displacements, and oxygen and
titanium displacements, respectively. The polarization
order parameter was separated into three components to
account for variations in these ratios. Throughout our
simulation, Oj,/Ocut and O/Ti change by about 5% and
2%, respectively. Small changes are expected since the
rotation remains fairly constant throughout the polar-
ization transition and the ratios fluctuate most when the
rotation varies in a polarized system (see Table S3).

Figure 5(e,f) shows representative snapshots of the po-
larization order parameter at 300 K, just above the po-
lar phase transition, in the xy- and xz-plane. Polar do-
mains on the order of several unit cells are observed, with
slightly longer dimensions along the polarization direc-
tion (2). Polar domains have been observed by transmis-
sion electron microscopy at room temperature [43-45].

C. Characterizing the Polar Transition

In addition to simulating the thermal transition, we
calculated the spatial correlation functions and proba-
bility distributions of the order parameters. The spatial
correlation of the polar order parameter is defined as

2
() = PiPit+s — (pi) , 1

@=2 (p}) — (m)° .
where p; is the value of the polarization at site ¢ and
the vector § indicates the distance and direction to the
neighboring unit cell at site i + §. We find the strongest
correlations are in the [001] direction. Figure 6(a) shows
the correlation function along the [001] direction at sev-
eral temperatures across the transition. Correlations are
strongest at 290 K just above Trg as random thermal
fluctuations form domains that percolate into an ordered
state.

The correlation lengths plotted in Fig. 6(b) were ex-
tracted by fitting the correlation functions to an expo-
nential C'(§) = exp(—d/L). The correlation length (L)
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FIG. 6. Spatial correlation of the polar order. (a) Calcu-
lated correlation functions, as defined in Eq. 1, versus ¢ || [001]
for various temperatures across the transition. (b) Correla-
tion lengths extracted from the correlation functions for all 6
high symmetry directions.

is expected to diverge near the transition temperature.
Finite-size effects in our simulation, however, limit this
divergence, and C(9) instead is found to approach a con-
stant value as the spatial correlations exceed the system
size. The maximum correlation length occurs just above
the transition, with a value of 1.5 unit cell lengths, in
accordance with the small domains visible in Fig. 5(e,f).

Histograms representing the probability distribution
of the polarization order parameter at several temper-
atures across the transition are plotted in Fig. 7. The
histograms are normalized such that the area under each
curve equals one. The peaks shift from one for T' < Trg
to zero for T' > Trg. In a displacive transition, the proba-
bility distribution is sharply peaked at a single value that
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Probability distributions for the polarization order parame-
ter at various temperatures throughout the transition.

shifts with temperature. For an order-disorder system
below Ty we expect a double-peaked distribution with
no amplitude where the order parameter equals zero.

Both experimental [4] and computational studies have
found the ferroelectric transition in SrTiOg3 to have sig-
natures of both order-disorder and displacive charac-
ter. Computational studies using molecular dynamics
to simulate phase transitions in strained SrTiOj3 have
found double-peaked probability distributions with non-
zero amplitude at zero polarization, indicating mixed dis-
placive and order-disorder character [5, 77]. Our simu-
lations do not exhibit this behavior. Given significant
differences in the models, simulation techniques, DFT
parameters, and the amplitude and direction of applied
strain, it is challenging to reconcile this difference. Nev-
ertheless, our high-temperature polarization histogram
is sufficiently broad to indicate a mixed-character transi-
tion, and thus we are in qualitative agreement with the
conclusions drawn from prior studies.

To quantify the displacive versus order-disorder char-
acter more precisely, we compared the relative strength
of the single-site potential barrier and the intersite inter-
actions. For displacive transitions, the coupling strength
between neighbors is expected to outweigh the potential
barrier, while the reverse is true in the order-disorder
limit [83, 84]. Consider the general energy expression

H=% (-5t )+ ST w-n? @)

1 (2%]
where p; represents the polarization in unit cell 7. The
first and second summation terms in Eq. 2 give the energy
contribution of the single-site potential and intersite in-
teractions, respectively. By examining the relative mag-
nitudes of the A and C coefficients, the character of the

transition can be approximated. The case where C' < A
corresponds to the order-disorder limit, and C' > A to
the displacive regime [84].

For our system, A and B were obtained by setting the
rotation and elongation to their ground state values and
varying the amplitude of the polarization order parame-
ter. The DFT energy versus polarization amplitude was
then fit to the polynomial E(p) = —(A4/2)p* + (B/4)p*.
To calculate C', we considered the energy required to flip
a single site in the ground state to the opposite polariza-
tion orientation, AFE. This was calculated from DFT as
the total energy of a 4 x 4 x 4 supercell in the ground
state with one site flipped, minus the total energy of the
ground state structure. For the single-site-flipped config-
uration, the second sum in Eq. 2 will collapse since there
is only a single flipped site, and the potential energy will
cancel out when the ground state energy is subtracted,
leaving C' = (B/4A)AE.

Our calculated C/A ratio is 1.26, indicating a slight
tendency towards displacive character since C' > A.
This aligns with the single-peaked distributions shown
in Fig. 7. The A and C parameters, however, are of
nearly the same magnitude, and the observed signatures
of order-disorder behavior are not surprising. These sig-
natures include stability of polar domains in an unpo-
larized reference state (Fig. 4), polar domains simulated
by Monte Carlo [Fig. 5(e,f)], and the broadening of the
probability distributions at high temperatures (Fig. 7),
although overall the probability distributions have char-
acteristics of a displacive transition.

As first pointed out in prior experimental and compu-
tational work, SrTiOg is not easily classified into either
limiting character. Indeed, the same Hamiltonian can
describe both order-disorder and displacive ferroelectrics,
and the overall character of the transition is ultimately
determined by the comparative strength of continuous
parameters of this Hamiltonian. As such, most real ma-
terials will fall somewhere along a continuous spectrum
between the two extreme cases. We find that the binary
classification of the polar transition in SrTiOj is limited
in its descriptive power, and it is far more instructive to
investigate the specific characteristics of the system, such
as its lattice dynamics and domain structure.

IV. CONCLUSION AND OUTLOOK

In conclusion, we have derived a minimal free energy
model of biaxially compressively strained SrTiOgs that
accurately reproduces the energies of disordered configu-
rations and accounts for the coupling between rotation,
polarization, and elongation of the c-axis. The thermal
transition temperatures extracted from our model are
consistent with experimental values, and our results show
characteristics of both a displacive and order-disorder
transition. In the future, our model will be extended
to incorporate doping effects (relevant to superconduc-
tivity), and the phonon spectral function will be calcu-



lated to determine the role of lattice dynamics in the
polar transition. By expanding upon our current model,
we hope to provide insight on the mechanism underlying
the ferroelectric enhancement of superconductivity and
to support or refute current theories for Cooper pairing
in SrTiO3.

Currently, there are two main classes of theories of su-
perconductivity in SrTiOgs, the first being those which
involve quantum critical fluctuations of the polar order
parameter. Existing theoretical treatments focus on the
paraelectric phase and assume prototypical freezing of
the soft mode in a homogeneous system when calculating
the electron-phonon coupling constant A. Future work
using our model may provide an alternative estimate of A
as a function of doping in a system with polar domains. A
reexamination of the quantum critical paradigm is neces-
sary to explain enhanced superconductivity deep within
the ferroelectric phase and to account for clusters of po-
lar order that exist in strained and unstrained SrTiOgz
thin films. In particular, disorder-induced broadening,
reduced phonon lifetimes, and localization of the modes
must be considered.

We also seek to offer additional insight into theories
proposing that a single transverse optical mode facili-
tates pairing. In this scenario, the coupling of electrons
to the soft transverse optical mode is possible due to the
local inversion-symmetry breaking of the polar distortion
and the presence of spin-orbit coupling in the paraelectric
phase. Data published in Ref. [50], for example, shows

that the frequency of the ferroelectric soft mode is lower
than the Fermi energy across the superconducting dome
in bulk SrTiOg, meaning that the adiabatic condition
is satisfied and superconductivity is possible within the
BCS paradigm. It should be noted, however, that not
all theories involving coupling via a single TO mode sug-
gest BCS pairing [51, 59]. We plan to use computational
methods to determine phonon frequencies, Fermi ener-
gies, and transition temperatures for doping levels across
the superconducting dome to determine if the adiabatic
criterion is also met in the compressively strained system.
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