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Abstract
Fracturing in rocks results in the formation of an inelastic region surrounding the crack tip called the fracture process zone 
(FPZ), which is often characterized using the Linear Cohesive Zone Model (LCZM). Various numerical studies have shown 
that the prediction of the FPZ characteristics is significantly influenced by variability in the input parameters of LCZM, 
such as crack tip opening displacement and tensile strength. In this study, an integrated approach was used for evaluating 
the LCZM performance in predicting fracture processes of Barre granite specimens, as a representative rock, under Mode 
I loading. The approach involved experimental testing, numerical simulation, uncertainty quantification of overall fracture 
behavior, and global sensitivity analysis. First, parameters of the LCZM were estimated from three-point bending tests on 
center notch Barre granite specimen using the two-dimensional digital image correlation (2D-DIC) technique. This was fol-
lowed by the implementation of the LCZM in XFEM-based numerical model to simulate the evolution of the FPZ in tested 
geometry. The results from the deterministic numerical simulation showed that while LCZM can predict all stages of FPZ 
evolution, the variability in the experimental results, such as the FPZ size, cannot be accounted. The variability of the mate-
rial response was quantified using a random variable analysis, which involved treating the LCZM’s parameters as random 
variables. This was followed by the global sensitivity analysis that revealed the most sensitive input parameters is the tensile 
strength for accurate prediction of the global response of rock specimens under Mode I loading.

Keywords  Fracture process zone (FPZ) · Digital image correlation (DIC) · Mode I fracture · Linear Cohesive Zone model 
(LCZM) · Response surface · Global sensitivity analysis (GSA)

Abbreviations
DIC	� Digital image correlation
CZM	� Cohesive Zone model
LCZM	� Linear Cohesive Zone model
FPZ	� Fracture process zone
FPZ-I	� Fracture process zone initiation
TFZ	� Traction free zone
RBF	� Radial basis function
MCS	� Monte Carlo simulation
GSA	� Global sensitivity analysis
NSE	� Nash–Sutcliffe efficiency
COV	� Coefficient of variation

PDF	� Probability distribution function
CMOD	� Crack mouth opening displacement
H	� Specimen height
B	� Specimen thickness
a0	� Notch length
CTOD	� Crack tip opening displacement
x, y	� Coordinates
U	� Displacement in x direction
�	� Load-point displacement
�peak	� Load-point displacement at peak load
�norm	� Normalized load-point displacement
Ppeak	� Peak load
Pnorm	� Normalized applied load
w	� Crack opening displacement
we	� Elastic opening displacement
wne	� Inelastic crack opening displacement
wc	� Critical crack opening displacement
wc
ne

	� Critical inelastic crack opening 
displacement
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l, LFPZ	� Developing and fully developed frac-
ture process zone

�n	� Cohesive stress
�e	� External tensile stress
�t	� Tensile strength of rock
�n,max	� Cohesive strength
�max	� Maximum principal stress
�CTOD∕�

(
�norm

)
	� CTOD derivative

GF	� Mode I fracture energy based on CZM
GIc	� Mode I fracture energy based on 

LEFM
Si	� First order Sobol’ index for ith input 

parameter
STi	� Effects Sobol’ index for ith input 

parameter
u(x)	� Total displacement
ucont(x), udisc(x)	� Continuous and discontinuous part of 

displacement
H(x)	� Heaviside enrichment function
F
�
(x)	� Crack tip enrichment functions

aJ , bI�	� Degrees of freedoms of the enriched 
nodes

NI(x)	� Standard nodal shape functions
uI	� Nodal displacement for standard nodes
KΓ, KΛ	� Nodal subsets containing crack

1  Introduction

The rock behavior is typically governed by the various frac-
turing processes such as initiation of new cracks and their 
interaction and not by the intact matrix as these processes 
often act as precursors of ultimate failure. The fracturing 
in rocks and other quasi-brittle such as concrete is often 
characterized by a significant size of an inelastic region sur-
rounding the crack tips (Hoagland et al. 1973; Labuz et al. 
1987). The inelastic deformation occurs due to the forma-
tion of a micro-cracking zone, also known as the fracture 
process zone (FPZ), which has a significant impact on the 
overall failure of laboratory-scale rock specimens, as its size 
is often comparable to pre-existing cracks (Backers et al. 
2005; Ghamgosar and Erarslan 2016; Parisio et al. 2019). 
In recent years, various studies (Wang and Hu 2017; Zhang 
et al. 2018a, b; Yu et al. 2018; Lin et al. 2019a, b, 2020; 
Yang et al. 2019) have used the cohesive zone model (CZM) 
to characterize the formation of the FPZ in rocks. The CZM 
lumps the FPZ into a thin interface with a softening response 
in the form of traction (cohesive stresses inside FPZ)-separa-
tion (crack opening displacement ( w )) law (Hillerborg et al. 
1976; Planas et al. 2003). Despite its extensive application in 
characterizing the FPZ based on laboratory experiments, its 
implementation in simulating rock fracture has been limited 
to a few geometries of Mode I loading such as three-point 

bending test, disk-shaped compact tension test, short-rod 
fracture test, etc. (Fakhimi and Tarokh 2013; Khoramishad 
et al. 2013; Rinehart et al. 2015; Yang et al. 2019).

In this study, the Linear Cohesive Zone Model (LCZM) 
was used to simulate the FPZ evolution. This study’s main 
objective was to assess the LCZM’s capability in predict-
ing various fracturing characteristics, such as the evolution 
of the FPZ and its size, along with the global response of 
the material. To achieve the main objective, fracturing in 
notched Barre granite specimens under Mode I loading was 
explored through an integrated approach involving experi-
mental testing, numerical simulation, uncertainty quantifica-
tion, and global sensitivity analysis.

Over the years, the CZM based on different softening law 
such as linear, bilinear, and exponential law has been used 
to predict the fracture behavior in different materials such as 
concrete, polymers based composites, and asphalt mixtures 
(Bazant and Planas 1997; Elices et al. 2002; Soares et al. 
2003; Roesler et al. 2007; Song et al. 2006). The identifica-
tion of suitable softening law plays an important role in the 
prediction of fracture behavior (Shet and Chandra 2004; De 
Borst 2003), which is typically done using various indirect 
methods that require inverse analysis (Elices et al. 2002; Oh 
and Kim 2013; Chen et al. 2014; Xu et al. 2014; Lin et al. 
2020). These inverse analysis-based methods mostly rely on 
matching the global response of the specimens and thus can 
provide non-unique softening law (Bažant and Yu 2011). 
Alternatively, non-destructive optical techniques such as 
acoustic emission (Zhang et al. 2018a, b), speckle interfer-
ometry (Lin et al. 2009), and digital image correlation (DIC) 
(Le et al. 2014) have been increasingly used to characterize 
the CZM for rocks due to their ability to provide the funda-
mental information about different fracture characteristics 
inside the FPZ. Various studies (Ji et al. 2016; Zhang et al. 
2018a, b) using DIC have characterized the evolution of the 
FPZ in three stages, namely: (1) elastic phase, (2) formation 
and propagation of the FPZ, and (3) macro-crack initiation. 
However, there is no consistent method to pinpoint the tran-
sition between these three stages. For instance, most studies 
(Le et al. 2014; Ji et al. 2016; Lu et al. 2019; Miao et al. 
2020) characterized the tip of the FPZ, i.e., the boundary 
between the elastic zone and the FPZ, as a merged position 
of displacement contour without any support from existing 
fracture model (Lin et al. 2020). As a result, a considerable 
variation in parameters of CZM is found for rocks as seen 
in Berea sandstone (Lin and Labuz 2013; Lin et al. 2019b), 
with significant scatter in the critical opening displacement 
(30–100 µm) and fracture energy (75–140 J/m2). Addition-
ally, these fracture properties, due to their localized nature, 
are strongly influenced by material inhomogeneity and grain 
size, and thus, are difficult to estimate (Lin et al. 2019a).

Numerical simulations can provide valuable insights 
into the kinematic of the FPZ during fracture propagation 
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compared to laboratory experiments. However, due to the 
uncertainty in parameters of the CZM, few applications can 
be found in rocks (Yao 2012; Fakhimi and Tarokh 2013; 
Khoramishad et al. 2013; Rinehart et al. 2015; Xie et al. 
2017; Yang et al. 2019). For instance, Rinehart et al. (2015), 
based on the implementation of the LCZM in Limestone 
specimens, found that accurate estimation of material prop-
erties is vital for the proper prediction of fracture processes 
and the global response of the rock specimens. The accuracy 
of prediction from the CZM is further complicated by mate-
rial heterogeneity in rocks, which is responsible for a large 
variation in its fracture properties such as tensile strength 
( �t ) and fracture toughness (Aliha and Ayatollahi 2014; 
Aliha et al. 2018). Besides material heterogeneity, uncertain-
ties can also occur due to other sources such as the natural 
variation of properties, imperfections, and unpredictability 
caused by the lack of sufficient information on parameters or 
models (Baecher and Christian 2003). Therefore, it is vital 
to quantify the extent of variability in fracture properties for 
proper characterization of the fracture behavior. The recent 
studies by Aliha et al. (2012), Aliha and Ayatollahi (2014) 
and Aliha et al. (2018) tried to achieve this by implement-
ing statistical analyses that involved estimation of the prob-
ability of fracture using a larger number of test data (~ 15 
samples) of various rocks such as Harsin marble and Guiting 
Limestone. However, these studies were based on LEFM 
(assuming the elastic stress distribution around crack tip) 
and, thus, did not account for the FPZ and its influence on 
overall fracture behavior. To characterize uncertainty in the 
CZM, variability in its input parameters is identified by test-
ing a large number of specimens (Bažant and Yu 2011; Kho-
ramishad et al. 2013; Rinehart et al. 2015). Alternatively, 
based on a range of limited data (4–5 tests), uncertainty in 
input parameters of the CZM is quantified and subsequently 
treated as random variables, which then can be used in a 
numerical model to provide a quantification of uncertainty 
in fracture characteristics such as the FPZ initiation and its 
size. Additionally, it is also essential to study the contribu-
tion of the variability of input parameters towards the varia-
bility in overall fracture behavior. This can be accomplished 
by conducting global sensitivity analysis (GSA) and ranking 
the input parameters according to their relative contribu-
tion. Two global sensitivity measures are widely used in 
the literature, namely: (a) variance-based (Sobol 1993) and 
(b) moment-independent sensitivity measures (Borgonovo 
2007). Variance-based sensitivity measure is most often 
adopted due to its ability to provide a good understanding 
of the model structure (Oakley and O’Hagan 2004). Sobol 
indices quantify the relative percentage contribution of each 
input parameter in the total variance of the output. This is 
achieved by estimating the first-order effects (i.e., the per-
centage contribution of the individual variable alone) and 
total effects (i.e., first order in addition to the contribution 

caused by its interaction with other parameters). Literature 
involving the application of these methods to study the sen-
sitivity of input parameters on rock engineering problems 
are sparse. Pandit et al. (2019) estimated global sensitivity 
measure-Sobol indices for rock mass parameters defined 
by the Hoek–Brown constitutive model for the jointed rock 
slope.

The objective of this study was to assess the ability of 
CZM to predict the overall fracture behavior of Barre granite 
rock using an integrated approach involving the four major 
steps, namely: (a) experimental analysis, (b) numerical sim-
ulation, (c) uncertainty quantification of fracture behavior, 
and (d) identification of most influence input parameters of 
the CZM. The previous study by authors (for details, see 
Garg et al. 2020) found that the LCZM (based on linear 
softening law) is suitable for characterizing the non-linear 
deformation inside FPZ of Barre granite specimen under 
Mode I loading. Additionally, various experimental studies 
have also found the LCZM to be a reasonable approxima-
tion of material behavior inside FPZ for various rocks (Yang 
et al. 2019; Xie et al. 2017; Zhang et al. 2018a, b; Xing et al. 
2019; Lin et al. 2019a, b). A series of three-point bending 
tests were performed on center-notch Barre granite specimen 
to estimate parameters of LCZM, which was then imple-
mented in XFEM-based numerical model. The uncertainty 
in the fracture behavior in terms of the peak load and the 
FPZ characteristics were then quantified by treating the frac-
ture properties as random variables and conducting Monte 
Carlo simulation (MCS) on surrogate augmented radial basis 
function (RBF) based response surface of the numerical 
model. This is followed by a variance-based global sensi-
tivity analysis for the identification of the most influential 
input parameters.

2 � Experimental Design

2.1 � Material and Testing Procedure

This study characterizes the fracture processes in Barre 
granite specimens. Barre granite is among the most exten-
sively studied rocks, typically formed in the Devonian New 
Hampshire pluton series of Burlington, Vermont (USA) 
(Goldsmith et al. 1976; Dai and Xia 2010; Morgan et al. 
2013; Moradian et al. 2016; Saadat and Taheri 2019). It has 
a consistent mineral composition with feldspar (65% by vol-
ume), quartz (25% by volume), and biotite (9% by volume) 
as its primary constituents (Iqbal and Mohanty 2006; Nas-
seri et al. 2010). It is a fine- to medium-grained granodiorite 
with an average grain size of 0.87 mm (Shirole et al. 2020). 
Due to its crystalline nature, the Barre granite rock has a 
porosity of 0.6% and a density of 2.59 g/cm3 (Iqbal and 
Mohanty 2006).
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A large block of Barre granite was used to prepare pris-
matic specimens with dimensions of length L = 150 mm, 
height H = 75 mm, and thickness B = 25 mm (Fig.  1a). 
All the surfaces of each specimen were then grounded to 
ensure the desired level of dimension with the tolerance 
of ± 0.20 mm and smoothness with the tolerance of Δ/d 
of 0.0043 mm in accordance with the ASTM D4543. The 
specimen thickness ‘B’ was kept small (25 mm) such that the 
specimen deforms under the plane stress condition, ensuring 
planar fracture across its entire thickness. In each sample, a 
center notch was created by the Colorado WaterJet Company 
with the aperture of 1.02 mm and 1.12 mm at its front and 
back end, respectively. The length of the notch, a0 is 26 mm 
(Fig. 1a).

The three-point bending tests were performed on the 
center-notched Barre granite specimens (specimens pre-
sented as BG-1, BG-2, BG-3, BG-4) using a servo-con-
trolled MTS load frame with 50 kN capacity and measure-
ment accuracy of 0.01 kN. The specimens were loaded by 
pushing the top cylinder at a constant vertical displace-
ment (load-point displacement ( � ) at the mid-span) rate of 
0.2 μm/s (Fig. 1a–c). Additionally, an extensometer called 

a clip-on gauge with a resolution of 1 μm was bonded to 
the bottom surface of the beam to measure the crack mouth 
opening displacement (CMOD) (Fig. 1a). The CMOD rep-
resents the elongation of the bottom fiber of the beam and is 
measured as the displacement between two clips of exten-
someter across the gauge length of 12 mm. The relationships 
between Load–CMOD and Load–load-point displacement 
( � ) were recorded at a sampling rate of 12 points per second 
during the entire test run.

2.2 � 2D‑Digital Image Correlation (2D‑DIC) Setup

2D-DIC is one of the widely used non-contact optical meth-
ods for accurate estimation of the full-field surface defor-
mation on geomaterials (Alam et al. 2014, 2015; Patel and 
Martin 2018; Garg et al. 2019; Miao et al. 2020). In 2D-DIC, 
unique speckles are tracked between two digital images of a 
planar surface (Pan et al. 2009a) in the undeformed (or refer-
ence) and deformed states. First, a region of interest (ROI) is 
defined in the reference image, which is divided into square 
grids with spacing equal to “step size.” The motion of each 
grid point is assessed by tracking the neighboring group of 

Fig. 1   a Loading geometry of 
the three-point bending test 
along with the field of view 
for DIC analysis, b Image of 
the speckle pattern obtained 
on specimen BG-1, and c The 
schematic of the experimental 
setup used for a three-point test 
for synchronously capturing 
the crack propagation using the 
2D-DIC. Figure not to scale
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pixels called subsets (with a corresponding “subset size”) 
between the current and the reference image. The subset 
is chosen rather than a single point because it contains a 
broader variation of gray-scale intensity values that can be 
uniquely identified in the deformed images (Bourcier et al. 
2013). A statistical correlation criterion is used to track each 
subset (initially defined in reference images) in deformed 
images based on the assumption that gray-scale intensity 
values within subsets are preserved during specimen defor-
mation (Schreier et al. 2009). Two types of correlation cri-
teria, namely zero normalized cross-correlation (ZNCCD) 
and zero normalized sum of squared difference (ZNSSD), 
are commonly used for image correlation in DIC (Pan et al. 
2009b). The algorithm implemented in these criteria defines 
a correlation coefficient to evaluate a degree of similarity 
between the reference and deformed subsets. The new posi-
tion or displacement of the deformed subset is located by 
finding the extremum (minimum or maximum) position of 
the distribution of the correlation coefficient (Bourcier et al. 
2013; Hedayat and Walton 2017). The displacement com-
puted from the correlation procedure is then assigned to the 
center of the subset. The same procedure is then repeated for 
all grid points in the ROI to obtain the full-field displace-
ment along the surface of the specimen at various stages of 
deformations (Hedayat et al. 2014). The strain field is com-
puted by numerical differentiation of the full-field displace-
ments, which are first smoothed within a local window (size 
defined by the “filter size”) to minimize errors contained 
in estimated raw displacements and ensure reliable strain 
measurements. In this study, strain fields were calculated 
based on the Lagrangian approach of continuum mechanics 
(Dual and Schwarz 2012).

The proper implementation of the 2D-DIC method 
requires three steps: (a) specimen surface preparation, 
(b) experimental setup and image acquisition, and (c) the 
image correlation. The first step involves creating a stochas-
tic pattern of gray-scale intensity values (speckle pattern) 
over the specimen surface. A high-quality speckle pattern 
typically has well-distributed gray-scale intensity values to 
ensure proper image correlation with low background noise 
(Sharpe 2008), which was achieved by spray painting the 
specimen surface using a combination of white and black 
paints (Fig. 1b). The applied speckle size ranged between 
200 and 300 μm with each speckle containing 4–6 pixels 
as an isotropic magnification factor of M = 50 μm/pixel was 
used (Fig. 1b). This conforms to the recommendation of at 
least 3 pixels per speckle needed for proper image sampling 
during the image correlation process (Sutton et al. 2007).

In this study, a CCD camera with 2448 by 2048 square 
pixels capability was used in combination with a Fujinon 
lens of 17.5 mm focal length (Model CF35HA-1). The Pylon 
Viewer software was used to control the camera, which cap-
tured images of ROI of a small area of 40 × 75 mm2 around 

the center notch (Fig. 1b). During each three-point bending 
test, digital images of the speckled surface were captured at 
the rate of 12 frames/s until the total failure of the specimen. 
The images obtained were analyzed using the Correlated 
Solutions software (VIC-2D) to obtain surface deformation 
and strain field inside the ROI of each specimen.

A proper characterization of localized strain inside the 
FPZ typically depends on various DIC parameters such as 
subset size, step size, and filter size, which are entered as 
inputs in the VIC‐2D software. In the current study, the 
subset size of 31 pixels is used as it is able to capture high 
strain values inside the FPZ without distorting its width (see 
details in Garg et al. (2020)). For similar reasons, the step 
size of 5 pixels and a filter size of 5 points was used in the 
current study, which ensures that the small width of the FPZ 
is accurately captured (see details in Garg et al. (2020)).

3 � XFEM‑Based Numerical Modeling

Since its inception, XFEM has been widely used in vari-
ous fracture mechanics problems due to its effectiveness in 
modeling discontinuities in various static and dynamic crack 
problems (Elguedj et al. 2009; Khoei and Mohammadne-
jad 2011; Fan and Jing 2013; Sharafisafa and Nazem 2014; 
Zhuang et al. 2014; Eftekhari et al. 2015; Zhou et al. 2020). 
In the conventional FEM, modeling discontinuities such as 
cracks requires conformity of the mesh to the geometric dis-
continuities (Khoei 2014). Additionally, cracks in conven-
tional FEM can only propagate along element edges and, 
thus, require remeshing with the formation of new cracks 
(Sharafisafa and Nazem 2014). The XFEM alleviates these 
problems using the partition of unity method, which allows 
elements that are intersected by discontinuities to be locally 
enriched while retaining properties of the stiffness matrix of 
the standard FEM (Moës and Belytschko 2002). In XFEM, 
cracks or voids are represented independent of the FE mesh 
by adding enrichment functions and additional degrees of 
freedom to the elements intersected by the crack (Karihaloo 
and Xiao 2003). The important concepts of XFEM along 
with the details of the implementation in the commercial 
software ABAQUS, are presented in this section.

3.1 � XFEM Representation of Cracks in ABAQUS

In XFEM formulation, displacement field (u) is approxi-
mated as a combination of continuous part and discontinu-
ous part as given by (Belytschko and Black 1999; Zi and 
Belytschko 2003):

(1)u(x) = ucont(x) + udisc(x),
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where x represents position vector, ucont(x) is continuous 
displacement field and udisc(x) represents the discontinuous 
displacement field, which incorporates local enrichment 
functions to account for the presence of a crack. The dis-
placement field in Eq. 1 can be rewritten as:

where NI(x) represents standard shape functions and uI 
represents the nodal displacement contribution due to the 
continuous part of the standard finite element solution. The 
H(x) is the Heaviside enrichment function that accounts for 
displacement jump across crack interior faces and F

�
(x) 

represent the crack tip enrichment functions that account 
for the elastic asymptotic fields near the crack tip (Giner 
et al. 2009). aJ and bI� are the degrees of freedoms (DOFs) 
vectors of the enriched nodes. The displacement contribu-
tion of the continuous part, i.e., first term at the right-hand 
side of Eq. 2, is estimated for all the nodes in the model 
domain. KΓ and KΛ belongs to the nodal subsets contain-
ing crack interior (shown by red circles in Fig. 2) and the 
crack tip (shown by yellow rectangles in Fig. 2). In XFEM, 
each node is only enriched with a single type of enrichment 
function and additional DOFs. For the 2D problems, nodes 
enriched with the Heaviside function have two additional 
DOFs, while nodes with crack tip enrichment functions have 
eight additional DOFs.

3.2 � Crack Initiation and Propagation Criteria

In this study, the CZM was used to simulate the inelas-
tic behavior of the material inside the FPZ. The CZM 

(2)

u(x) =
∑
I

NI(x)uI +
∑
I∈KΓ

NI(x)H(x)aJ +
∑
I∈KΛ

[
NI(x)

4∑
�=1

F
�
(x)bI�

]
,

(Hillerborg et al. 1976) lumps the FPZ ahead of the crack 
tip into a thin interface (also known as cohesive zone) that 
can transmit stresses across its faces (Fig. 3a). The nonlinear 
deformation inside the FPZ is represented by a constitutive 
relationship between cohesive stresses (traction between 
interface faces) and displacement jump across the thin 
interface (virtual crack plane). In pure Mode I fracture, the 
cohesive zone transmits the normal stress as a function of 
the crack opening displacement ( w ) (Fig. 3c). In the current 
study, LCZM was used as it is considered a reasonable con-
stitutive response for characterizing the FPZ in most rocks 
(Reinhart et al. 2015; Xie et al. 2017; Zhang et al. 2018a, 
b; Xing et al. 2019; Yang et al. 2019; Lin et al. 2020). The 
LCZM assumes the material behavior to be linearly elas-
tic from �n = 0 to �n = �n,max (cohesive strength) with the 
associated limit of elastic opening displacement 

(
we

)
 Mode 

I fracture (Fig. 3c). At this stage, the FPZ initiates at the 
crack tip, which subsequently undergoes softening with the 
further increase in the crack opening displacement ( w ) and 
thus results in the degradation of the material’s elastic stiff-
ness (highlighted by light gray in Fig. 3c). The softening of 
the cohesive zone is characterized by a linear decrease in 
cohesive stress from �n = �n,max . with opening displacement 
at the elastic limit 

(
we

)
 to a critical opening displacement (

wc

)
 where the cohesive stress reaches zero 

(
�n = 0

)
. This 

implies that the material has undergone complete failure, 
resulting in the formation of a macro-crack (traction-free 
crack). The softening curve provides information about the 
energy dissipated inside the FPZ. The area under the soften-
ing curve is typically defined as the critical value of energy 
dissipation also known as fracture energy 

(
GF

)
 (Bazant and 

Plaňas 1997; Zhang et al. 2018a, b; Lin et al. 2019b). The 
fracture energy 

(
GF

)
 obtained from LCZM is equivalent to 

the critical energy release rate ( GIc ) when the assumption of 
LEFM is valid (Lin et al. 2019b). For Mode I fracture, the 
constitutive relationship between cohesive stresses ( �n(w) ) 
and crack opening displacement ( w ) is given by:

where wne is critical inelastic crack opening displacement 
and wc

ne
 is the critical inelastic crack opening displacement. 

Both the elastic opening ( we ) and critical opening displace-
ments 

(
wc

)
 along with the size of the fully developed fracture 

process zone (L) are considered material properties. There-
fore, the critical inelastic crack opening displacement ( wc

ne
 ) 

can also be considered as material property. The fracture 

(3a)

⎧⎪⎨⎪⎩

�n(w) = �n,max

�
w

we

� �
0 ≤ w ≤ we

�

�n(w) = �n,max

�
1 −

(w−we)
(wc−we)

�
= �n,max

�
1 −

(wne)
(wc

ne)

� �
we ≤ w ≤ wc

� ,

(3b)wne = w − we; wc
ne
= wc − we,

Fig. 2   Enriched elements in XFEM (after Xie et al. 2017)
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energy 
(
GF

)
 (area under the softening curve) can be writ-

ten as:

Therefore, LCZM characterize FPZ as a cohesive zone hav-
ing a linear distribution of the normal stresses along its length 
with its maximum value ( �n = �n,max ) at the tip of FPZ as 
shown in Fig. 3b.

In ABAQUS, the elastic response of the traction–separa-
tion law of the LCZM (Fig. 3c) is implemented based on the 
tensile elastic modulus ( Et ) of the material instead of using the 
elastic opening displacement ( we ) (ABAQUS 2016). The FPZ 
initiation stage is then predicted using the Maximum Principal 
Stress (MPS) criterion as given by:

(4)GF =
1

2
(�n,max)w

c
ne
.

(5)F =

�⟨�max⟩
�n,max

�
= 1,

where ⟨�max⟩ is maximum principal stress, ⟨.⟩ represents the 
tensile component of stress, i.e., ⟨�max⟩ is equal to 0 when 
stresses are under pure compression ( �max ≤ 0 ). The ten-
sile stress is considered to be positive in the current study. 
Therefore, at the FPZ initiation stage, the maximum prin-
cipal stress ⟨�max⟩ in an element exceeds cohesive strength 
of the material ( �n,max). The cohesive strength �n,max is typi-
cally assumed equal to the indirect tensile strength (�t) of the 
material, estimated from Brazilian tests (Bazant and Planas 
1997; Song et al. 2006). After the FPZ initiation, the soften-
ing is implemented by decreasing the cohesive stresses as a 
function of the inelastic crack opening displacement ( wne) as 
shown in Eq. 4. In the present study, various parameters of 
the LCZM such as critical inelastic crack opening ( wc

ne
 ) and 

the size of the fully developed fracture process zone ( LFPZ ) 
were estimated using the displacement approach of 2D-DIC.

Fig. 3   a FPZ development in rocks, Linear cohesive zone model (LCZM) (b) with linear distribution of traction along the FPZ, and c linear sof-
tening law, traction-free zone (TFZ) (after Zhang et al. 2018a, b)
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3.3 � Model Setup

The commercial general-purpose finite element package 
ABAQUS was used to simulate the crack propagation using 
the XFEM approach in the center-notched Barre granite 
specimen. Figure 4 shows the 2D model of the three-point 
bend test on barre granite specimen under plane stress con-
dition. Due to the small specimen thickness (B = 25 mm) 
compared to other dimensions, the 2D model represents 
planar crack propagation through its entire thickness. The 
assumption is in agreement with other studies such as Rine-
hart et al. (2015) and Obara et al. (2020) that, based on a 
3D model of three-point bending test, found crack propaga-
tion through entire specimen thickness with a straight crack 
front. The modeled specimen in the current study had the 
same nominal dimensions as the experiments with a 1 mm 
wide blunt notch with a semi-circular tip (Figs. 1b and 4), 
which resulted in a finite concentration of stresses around 
the notch tip. Simulation of a finite aperture notch was per-
formed based on recommendations of various studies (e.g., 
Cusatis and Schauffert 2009; Luzio and Cusatis 2018) that 
have shown significant mesh dependency in predicting the 
FPZ characteristics for the case of crack propagation from 
sharp notches (stress singularity at the notch tip). These 
studies have suggested simulating the sharp notch as a finite 
aperture notch with a semi-circular tip. This has been shown 
to reduce mesh dependency provided a sufficiently refined 

mesh is used in the vicinity of the notch tip. To simulate 
actual laboratory testing conditions, physical rollers were 
modeled with bottom rollers being fixed in both x and y 
directions, and the top roller being fixed in the x-direction 
(Fig. 4). Each physical roller was simulated as a rigid cyl-
inder and had frictionless contact with the specimen. The 
specimen was loaded by assigning the vertical displace-
ment on the top roller at a rate of 0.1 mm/step. As a result, 
the analysis ended when the vertical displacement of the 
top roller reached 0.1 mm. The applied load on the beam 
was estimated based on the reaction force on the top roller. 
Additionally, similar to laboratory tests, the crack (notch) 
mouth opening displacement (CMOD) also was recorded 
at the gage length of 12 mm in the numerical model. The 
ABAQUS/standard was used to perform the numerical sim-
ulation, which implemented implicit static stress analyses 
based on Newton–Raphson method with automatic incre-
mental loading (ABAQUS 2016). The implicit analysis with 
automatic incremental loading primarily focuses on ensur-
ing numerical stability during the entire loading stage; as 
a result, no influence of loading rate was found. The entire 
specimen was divided into three partitions to achieve a finer 
mesh in the area around the notch tip with a lower com-
putational time (Fig. 4). The model was discretized using 
a 4-node bilinear plane stress quadrilateral elements with 
a mean size of 0.2 mm in the central partition, while the 
remaining area had a coarser mesh with a mean size of 
2 mm (Fig. 4). The elements size of 0.2 mm in the central 
partition of the beam was estimated using a mesh sensitivity 
analysis. In this analysis, the prediction of global behavior 
(load–CMOD curve) and local fracture characteristics such 
FPZ initiation stage and its size were evaluated for different 
element sizes in the central partition of the beam ranging 
from 2 to 0.1 mm. The elements size of 0.2 mm was found 
to provide mesh independency in fracture behavior of the 
Barre granite specimen.

The material parameters of Barre granite are listed in 
Table 1. In the deterministic numerical model, the mean 
value of each parameter was used. The elastic parameters 
( Et , � ) were taken from the work of Goldsmith et al. (1976) 
to represent the elastic stiffness of Barre granite under ten-
sion. Goldsmith et al. (1976) based on uniaxial compression 
and uniaxial tensile strength tests on Barre granite found its Fig. 4   Model geometry used for three-point bending test in ABAQUS

Table 1   Input properties used 
in the deterministic model and 
random variable analysis

Parameter Mean Range Coefficient of 
variation (COV)

Distribution Truncation limit

Young’s modulus (E
t
 ) (GPa) 28 19–80 20% Lognormal 10–80

Tensile stress ( �
t
 ) (MPa) 14 5–20 20% Lognormal 5–22

Critical inelastic crack opening 
( wc

ne
 ) (µm)

32.5 21–58 27% Lognormal 10–100

Poisson’s ratio ( �) 0.16 – – – –
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tensile elastic modulus ( Et ) to be less than the compressive 
modulus ( Ec) by a factor of 0.5. In the case of the tensile 
strength ( �t ), its most reported value based on the work of 
Goldsmith et al. (1976) and Ching et al. (2018) was used 
in the deterministic numerical model (Table 1). The aver-
age value of the critical inelastic crack opening ( wc

ne
 ) from 

four Barre granite specimens (BG-1, BG-2, BG-3, BG-4) 
was used in the deterministic numerical model (see mean 
in Table 1).

4 � Random Variable Analysis

The presence of natural discontinuities (such as micro-
defect) typically lead to a scatter in fracture properties of 
Barre granite, such as tensile strength ( �t ) and critical ine-
lastic crack opening ( wc

ne
 ) as shown in Table 1. The uncer-

tainties in the estimation of these parameters (used as input 
parameters in the numerical model) can lead to uncertainty 
in the determination of some fracture characteristics, such 
as the peak load and the FPZ size. To statistically character-
ize the overall fracture behavior, the input rock properties 
can be considered as random variables. Two widely used 
methods for this purpose are the Monte Carlo simulation 
(MCS) and point estimate methods (Harr 1989; Hong 1998). 
In this study, the MCS is adopted as it is simple and easy to 
implement. It involves repeated evaluation of the numeri-
cal model with randomly generated input parameters val-
ues from their respective probability distribution function 
(PDF). Since it is computationally expensive to directly con-
duct MCS on the numerical model, an alternative method 
such as explicit function (also known as the metamodel or 
the response surface) can be used as it acts as a surrogate to 
the numerical model. A linear polynomial augmented radial 
basis function (RBF) is adopted in this study since it can pro-
vide higher accuracy for both linear and nonlinear responses 
(Krishnamurthy 2003). This response surface methodology 
was employed in several other rock engineering problems 
(Wang et al. 2016; Pandit et al. 2019).

4.1 � Input Property Distribution

In this study, only three input parameters, namely: (a) tensile 
elastic modulus ( Et) , (b) tensile strength ( �t ) and (c) inelastic 
crack opening ( wc

ne
 ) are treated as uncorrelated random vari-

ables. The variation in tensile strength ( �t ) of barre granite 
(see the range in Table 1) in the literature is typically smaller 
as compared to other igneous rocks (see rock database by 
Ching et al. 2018). Therefore, the lognormal distribution 
type with the Coefficient of Variation (COV) of 20% was 
used for tensile strength ( �t ) in the current study, which is 
the lowest COV for typical granite rocks (Aladejare and 
Wang 2017). Additionally, tensile strength ( �t ) is truncated 

(see the limits in Table 1) to the range of values based on 
lab experiments available in the literature (Goldsmith et al. 
1976; Miller 2008; Morgan et al. 2013; Ching et al. 2018; 
ASTM D3967). For a similar reason, the distribution of ten-
sile elastic modulus ( Et) , is assumed to be lognormal with 
a COV of 20%. It is also truncated to ensure values from 
its distribution lie within the range of experimental data of 
Barre granite available in the literature (see the limits in 
Table 1). The inelastic crack opening displacement ( wne) 
varies from 21 to 58 µm based on DIC analysis of four lab 
experiments in the current study (Table 1). The COV of 
27% was assumed for inelastic crack opening displacement 
( wne) (Table 1), which lies in the range of observed variation 
(COV = 10–35%) of various quasi-brittle materials such as 
concrete and rocks (Bazant and Giraudon 2002; Yang et al. 
2019). Additionally, the truncated limit of inelastic crack 
opening displacement ( wne) (see the limits in Table 1) was 
selected based on typically observed values for rocks (Zhang 
et al. 2018a, b; Lin et al. 2019b). All the input random vari-
ables are assumed independent lognormal distribution as it 
is widely adopted for most rock properties in the literature 
(Jiang et al. 2016; Pandit et al. 2019).

4.2 � Response Surface

The numerical model is approximated using the RBF-based 
response surface augmented with a linear polynomial. 
Response surface construction involves solving numeri-
cal models on LH samples extracted from input space that 
serves as training data. The type of RBF adopted in this 
article is compact support function type II RBF developed 
by Wu (1995). For detailed methodology pertaining to con-
struction and performance assessment of the augmented 
RBF, Pandit et al. (2019) can be referred.

5 � Global Sensitivity Analysis

Since uncertainty in the input parameters leads to uncer-
tainty in the output, it is necessary to study the contribu-
tion of each input parameter variability towards the output’s 
variability. By identifying the sensitive input parameters, 
resources can be directed towards reducing the uncertainty 
in those parameters. Ranking of input parameters according 
to their magnitude of contribution towards the variability 
of output can be achieved by the global sensitivity analysis 
(GSA). GSA based on Sobol indices (Saltelli et al. 2008) 
quantifies the relative contribution of input parameters on 
the output variability. The individual contribution of each 
input parameter in output variability is denoted by first-order 
Sobol’s indices ( Si ). The total effect ( STi ) includes interaction 
effects with other parameters in addition to the individual 
contribution. The estimate of Si and STi can be obtained by 
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MC-based approach, details of which are mentioned in the 
literature (Saltelli et al. 2008; Pandit and Babu 2020).

6 � Results

6.1 � FPZ Characterization

This section presents the characterization of the FPZ based 
on a consistent methodology developed by authors (for 
details, see Garg et al. 2020). This methodology used the 
concept of the LCZM to identify the transition between 
the three stages of FPZ evolution, namely: (a) the elastic 
deformation, (b) the FPZ initiation and its propagation, and 
(c) the macro-crack initiation that leads to unstable crack 
propagation. According to the LCZM, elastic opening dis-
placement ( we ) represents the tip of the FPZ (i.e., the bound-
ary between the elastic zone and the FPZ), while critical 
opening displacement ( we ) can be used to represents the tip 
of macro-crack (the boundary between the FPZ and macro-
crack). In the adopted methodology, both elastic ( we ) and 
critical opening displacement ( wc ) were estimated based on 

the evolution of crack opening displacement at the notch 
tip (CTOD) for Barre granite specimens (Garg et al. 2020). 
Figure 5a presents the contour of horizontal displacement 
at 75% of the peak during the post-peak stage of the test 
(i.e., 25% load drop from the peak was reached. Figure 5b 
shows the crack opening displacements ( w ) profiles at vari-
ous loading stages. In order to quantify the CTOD in a con-
sistent manner, two vertical lines at location x ± 3 mm from 
the notch plane (x = 0) were selected to represent the virtual 
surfaces of the crack plane (Fig. 5a). The horizontal (nor-
mal) displacements were calculated between these two lines 
(Fig. 5a), also known as crack opening displacement ( w ), as 
shown in Fig. 5b.

Figure 6a shows the evolution of the CTOD with the nor-
malized load-point displacement ( �norm ) for four Barre gran-
ite specimens (BG-1, BG-2, BG-3, BG-4). The load-point 
displacement ( � ) was normalized with respect to its value at 
the peak load stage ( �norm = �∕�peak ) for each specimen. In 
the adopted methodology, the elastic stage is characterized 
by the linear variation of CTOD with respect to normalized 
load-point displacement ( �norm ) as observed in four Barre 
granite specimens (BG-1, BG-2, BG-3, BG-4) during initial 

Fig. 5   a Contour of horizontal 
displacement ( U ) obtained 
using the DIC at 75% of the 
peak load in post-peak stage, 
and b Crack opening displace-
ments ( w ) at various loading 
stages along with the method 
to identify the size of FPZ 
and TFZ using displacement 
approach

Fig. 6   Variation of a Crack tip 
opening displacement ( CTOD ) 
in numerical model and four 
Barre granite specimens (BG-1, 
BG-2, BG-3, BG-4), and b 
CTOD derivative for specimen 
BG-1 FPZ-I denotes FPZ initia-
tion stage
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loading stages (0–85% peak load in the pre-peak regime) 
(Fig. 6a). While, FPZ initiation from the notch tip is char-
acterized by an accelerated rate of increase in CTOD result-
ing in its nonlinear variation with respect to normalized 
load-point displacement ( �norm ) starting from 80 to 85% of 
the peak load in the pre-peak stage (denoted by FPZ-I in 
Fig. 6a). The onset of non-linearity in the CTOD–normal-
ized load-point displacement ( �norm ) curve is estimated as 
the point of the first significant change in the derivative of 
CTOD with respect to the normalized load-point displace-
ment 

(
�CTOD∕�

(
�norm

))
 as shown in Fig. 6b for specimen 

BG-1. The macro-crack initiation, in the adopted method-
ology, is marked by the point of a rapid jump in CTOD 
with respect to a small change in the normalized load-point 
displacement ( �norm ) as shown by colored circles in all four 
specimens (Fig. 6a). The rapid jump in the CTOD can be 
attributed to the onset of the unstable crack propagation, 
which is a consequence of macro-crack (traction-free crack) 
initiation at the notch tip. For each specimen, the elastic 
opening displacement ( we ) is defined as the point of non-
linearity in CTOD vs. load-point displacement curve, while 
critical crack opening displacement ( we ) is estimated by the 
point of rapid jump in the CTOD. Table 2 presents the results 
of the four center notch specimens tested in this study. The 
FPZ length ( l ) is again estimated using the concept of the 

LCZM (Sect. 3.2) which defined the FPZ as the region with 
crack opening displacement (w) between elastic and criti-
cal opening displacements (i.e., we < w < wc ) as shown in 
Fig. 5b. It can be concluded that the evolution of CTOD pro-
vides a reliable method for the estimation of LCZM’s param-
eters as it has shown consistent behavior for characterizing 
the three stages of the FPZ evolution in all Barre granite 
specimens (BG-1, BG-2, BG-3, BG-4) in accordance with 
finding by the previous study of authors (Garg et al. 2020).

6.2 � Deterministic Model

Figure 7a provides a comparison between the experimen-
tal and numerical results in terms of the applied vertical 
load as a function of the CMOD. It is clear from Fig. 7a 
that pre-peak responses of numerical model lie within the 
range of four experiments, indicating that the tensile elastic 
modulus ( Et ) of 28 GPa is an appropriate value to capture 
the elastic behavior of the Barre granite beam. However, the 
peak load stage was overestimated by the numerical model 
as both simulated peak load (4.83 kN) and peak CMOD 
(68 µm) lie outside the range of values obtained from experi-
ments (Fig. 7a). Similarly, the numerical model’s post-peak 
response differed significantly with a steeper post-peak 
slope of the load–CMOD curve compared to experimental 

Table 2   Comparison among output parameters obtained from different analyses

Output parameter Mean Standard deviation 
(COV)

95% confidence 
interval

Best fit distribution 
(parameters)

Deterministic 
numerical model

Experi-
mental 
results

Peak load (kN) 4.8 0.74 (15%) 3.5–6.3 Normal
(4.8, 0.74)

4.83 3.5–4.6

FPZ initiation load (%) (Pre-
peak regime)

38 5.07 (14%) 28.8–49.2 Lognormal
(37.6, 5.07)

38 80–92

FPZ length ( L
FPZ

 ) (mm) 16.3 3.7 (23%) 10–24.5 Normal
(16.3, 3.7)

15.4 12–23

Macro-crack initiation load 
(%) (Post-peak regime)

91.6 3.3 (3.6%) 84–96.8 Weibull
(92.9, 34.17)

92 75–95

Fig. 7   Comparison between 
experimental and numerical 
results in terms of a applied 
load vs. crack mouth opening 
displacements (CMOD), and b 
FPZ length ( l ) vs. normalized 
applied load
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results. The difference in peak and post-peak response 
between numerical simulation and four experiments can be 
attributed to the material heterogeneity of granodiorite rocks 
such as Barre granite. Various studies (Nasseri et al. 2010; 
Wang and Hu 2017; Yu et al. 2018) have shown that the vari-
ability in different fracture characteristics such as the FPZ 
size and the tensile strength ( �t ) of granite rocks typically 
depend on various factors such as microstructural anisot-
ropy, grain size, initial notch length ( a0 ), etc. For instance, 
Wang and Hu (2017), based on a three-point bending test on 
yellow granite, found that variability in peak load depends 
on initial notch length (relative to beam height) with a large 
fluctuation in peak load in the beam with smaller notches. 
Additionally, parameters of the LCZM were estimated based 
on average values of four Barre granite experimental data 
(Table 1), which were then directly used in the numerical 
model without any calibration. The fracture properties such 
as the critical crack opening displacement ( wc ) (estimated 
from experiments in the current study) are highly depend-
ent on the material behavior at a localized level and, thus, 
were strongly influenced by structural inhomogeneities 
such as micro-defects and the grain size. As a result, vari-
ous CZM-based numerical studies (Song et al. 2006; Roesler 
et al. 2007; Im et al. 2014; Rinehart et al. 2015) typically 
used a calibration process where parameters of CZM such 
as critical crack opening displacement ( wc ), tensile strength 
( �t ) and tensile elastic modulus ( Et ) are iteratively changed 
until the entire global response (both pre-peak and post-peak 
regime) from the numerical model provides a good fit with 
experimental data.

Figure 7b shows the evolution of the FPZ length ( l ) with 
normalized load ( Pnorm = P∕Ppeak ) between four experi-
ment results and the numerical simulation. The FPZ length 
( l ) in four experiments was calculated using DIC analysis 
(Sect. 6.1). In the numerical model, the FPZ is represented 

by elements undergoing progressive damage, denoted by the 
STATUSXFEM parameter (Fig. 8a–c). The parameter indi-
cates the status of the element with the values between 0 and 
1. A value of 1 (red color in Fig. 8a–c) denotes “completely 
fractured or traction-free crack,” while value 0 indicates an 
elastic state. The elements with the value between 0 and 1 
indicate the elements under softening and, thus, represent 
the FPZ. Figure 8a–c clearly shows the progression other 
FPZ at three different loading stages, namely (a) when 80% 
of the peak load, (b) when the peak load was applied, and 
(c) when 80% of the peak load was applied during the post-
peak stage of the test (i.e., 20% load drop from the peak was 
reached).

Figure 7b clearly presents a consistent trend in the evolu-
tion of the FPZ length ( l ) between the numerical model and 
experiment results except for the FPZ initiation stage. The 
numerical model showed the FPZ initiation at an early stage 
(38% of peak load) compared to four experiments (80–92% 
of peak load). After initiation (Fig. 7b), both numerical 
model and four experimental tests showed a steady increase 
in the FPZ length ( l ) until the peak load (approximately 
97–99% of peak load) followed by the rapid increase in 
post-peak regime to its maximum value around the macro-
crack initiation stage (95–75% of peak load in the post-peak 
regime). The observation of the macro-crack initiation stage 
in the post-peak regime is consistent with various acoustic 
emission (AE)-based studies (Kao et al. 2011; Aggelis et al. 
2013; Lin et al. 2019b) on rocks and other quasi-brittle mate-
rials. The FPZ at the macro-crack initiation stage is known 
as fully developed FPZ, and its length ( LFPZ ) (Fig. 3 in 
Sect. 3.2) is considered as a material property based on the 
LCZM. It can be inferred from Fig. 7b that, after reaching 
its maximum value in the post-peak regime, the FPZ length 
( l ) remains nearly constant in the numerical model and four 
experiments (BG-1, BG-2, BG-3, BG-4) with the exception 

Fig. 8   FPZ evolution in the 
numerical model at a 80% of 
the peak load (pre-peak stage), 
b peak load, and c post-peak 
stage when the load reached 
80% of the peak load
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of a slight decrease (1–3 mm). The observation agrees with 
the other studies (Lin and Labuz 2013; Lin et al. 2014; 
Zhang et al. 2018a, b) on various rocks such as Berea sand-
stone, Sichuan sandstone. Additionally, the length of fully 
developed FPZ ( LFPZ ) obtained from the numerical model lie 
within the experimental range (Fig. 7b and Table 2), which 
is expected as its input parameters were based on average 
values of critical inelastic opening displacements ( wc

ne
 ) from 

four experiments (Table 1).
The early prediction of the FPZ initiation stage in the 

numerical model can be mainly attributed to the assump-
tion of finite width FPZ as a thin interface by the LCZM. 
As a result, in the numerical model, the damage initiation 
is confined within the local element just above the notch tip 
and directly depends on the stress concentration within the 
element. In comparison, the FPZ initiation in the experi-
ments is estimated based on the damage accumulation in the 
finite width micro-cracking zone, which leads to the overall 
inelastic behavior of material around the notch tip. In the 
current study, the evolution of CTOD was used to evaluate 
the material behavior over the notch tip, which is similar 
in the numerical model and four experiments (Fig. 6a in 
Sect. 6.1). Additionally, various AE-based studies (Zhang 
et al. 2018a, b; Lin et al. 2019b, 2020) have shown a small 
amount of material damage outside FPZ, suggesting that the 
assumption of linearly elastic behavior of material before 
FPZ initiation by the LCZM might not be entirely valid and 
thus can lead to errors in the prediction of FPZ initiation 
stage. The prediction of early FPZ initiation is consistent 
with the observation of various studies such as Moës and 
Belytschko (2002) and Ha et al. (2015), which have also 
found that the LCZM can predict the global response of 
quasi-brittle material such as concrete despite showing an 
early FPZ initiation stage. It can be concluded that LCZM 
estimated from standard tests can predict the FPZ evolu-
tion in Mode I fracture of Barre Granite with reasonable 
accuracy.

6.3 � Random Variable Model

In this study, 30 Latin Hypercube (LH) samples based on 
the study by Montgomery (2019) were extracted from input 
parameter distributions (Table 1), which were then used in 
numerical simulation of notched Barre granite specimens. 
The generated data from the numerical model were then 
used to construct an augmented RBF metamodel in MAT-
LAB for each output parameter. The accuracy of the gen-
erated response surfaces was evaluated based on the error 
between the numerical models and augmented RBF obtained 
for additional 15 data sets (used as test samples). Moriasi 
et al. (2007) recommended Nash–Sutcliffe efficiency (NSE) 
as a quantitative index for performance assessment of the 
response surfaces. The NSE values of the response surface 

for each output (Table 3) suggest that the performance is 
Very Good (Moriasi et al. 2007), i.e., the numerical model 
approximation by augmented RBF response surface is Very 
Good. Figure 9 presents the Load–CMOD curves of 45 LH 
realizations (obtained from numerical simulation) against 
the experimental results. It is observed that the experimental 
curves lie within the range of the LH realized samples, i.e., 
the experimental data can be viewed as one of the realiza-
tions from the input probability distribution.

Uncertainty quantification of output variables is con-
ducted by performing MCS on the response surface. Fig-
ure 10 presents the convergence of statistical moments of 
peak load for a different sequence of random numbers with 
increasing MCS. It can be seen that the variation in mean 
and standard deviation decreases with an increase in the 
number of realizations and become constant for 105 . reali-
zations. Thus, 105 realizations are utilized for uncertainty 
quantification of outputs, and the results obtained are men-
tioned in Table 2. Table 4 presents the correlation coeffi-
cients between each output parameter obtained from MCS. It 
can be inferred from Table 2 that the mean of all four output 
parameters matches closely with values obtained from the 
deterministic numerical model, which again confirms the 

Table 3   Accuracy of RBF-based response function for four output 
variables

Statistics NSE value Performance

Peak load 0.998 Very good
FPZ initiation load 0.8069 Very good
FPZ length 0.9944 Very good
Macro-crack initiation load 0.9969 Very good

Fig. 9   Load versus CMOD curves predicted from Monte Carlo simu-
lation along with experiments results of four Barre granite specimens
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robustness of the response surface in the accurate approxi-
mation of the numerical model. Among all output param-
eters, the length of fully developed FPZ ( LFPZ ) has the maxi-
mum COV of 23%, which also lies within the range of the 
input parameters COVs (Tables 1 and 2). While the COV 
of other output parameters is smaller than the input COVs, 
with the macro-crack initiation load having the smallest 
COV of 3.6%. Additionally, the 95% confidence interval (CI) 
of all output parameters (except the FPZ initiation load) is 
similar to the range of experimental results (Table 2). The 
95% CI of FPZ initiation load is significantly lower than the 
experimental range, which can be attributed to the numerical 
model’s limitation as it underestimates the FPZ initiation 
stage (Sect. 6.2). Figure 11 shows distribution of each out-
put parameters obtained from MCS on the response surface 
along with best-fit PDF. The statistics (mean and standard 
deviation) of best-fit PDFs for each output parameters is 
shown in Table 2.  

A large variation of fully developed FPZ length ( LFPZ ) 
in both MCS and experimental results can be attributed 
to it being a local property and, thus, strongly influenced 
by the material heterogeneity. Additionally, the 95% CI of 
fully developed FPZ ( LFPZ ) from MCS is comparable to 
the notch length ( 0.38 < LFPZ∕a0 < 0.94), indicating large 
scale yielding around notch tip and, thus, the assumption 
of LEFM (assume elastic stress distribution around crack 
tip) is not valid for the three-point bend specimens of 
Barre granite used in this study. Due to the significant size 

of the FPZ around the notch tip, macro-crack initiation is 
most likely to occur during the post-peak stage of the test 
as shown in Fig. 11 with 95% CI of macro-crack initia-
tion load around 84–97% of peak load in post-peak regime 
(Table 2). This can be further explained by a strong posi-
tive correlation between two parameters (Table 4), which 
indicates a higher energy dissipation inside the FPZ due 
to an increase in the FPZ length and thus delays macro-
crack initiation. A similar correlation between the FPZ 
size and macro-crack initiation stage has been found by 
various studies (Hoagland et al. 1973; Parisio et al. 2019) 
in various rocks such as Salem limestone, Berea sand-
stone, and Adelaide black granite. Table 4 also shows that 
a strong negative correlation of FPZ initiation load with 
FPZ length ( LFPZ ) and macro-crack initiation load. It can 
be attributed to an increase in the tendency of material 
towards brittle fracture with an increase in the FPZ ini-
tiation load, which based on the LCZM directly depends 
on the tensile strength of the material ( �t ). A higher FPZ 
initiation load (due to high tensile strength ( �t )) can lead 
to smaller FPZ length ( LFPZ ) and, thus, lower the energy 
dissipation across the fracture surface. As a result, higher 
energy can be available for macro-crack formation, which 
is more likely to occur at an early stage near the peak load 
stage. This observation is consistent with other studies 
such as Wang (2012) and Ha et al. (2015) that have found 
the FPZ length ( LFPZ ) inversely proportional to tensile of 
the material ( �t ) that provides a measure of brittle fracture.

Fig. 10   Effect of the number of 
MCS on the mean and standard 
deviation of the peak load

Table 4   Correlation coefficient 
between each output parameters 
obtained from MCS

Peak load FPZ initiation load FPZ length ( L
FPZ

) Macro-crack 
initiation 
load

Peak load 1 − 0.1385 0.071 0.097
FPZ initiation load − 0.1385 1 − 0.8883 − 0.9206
FPZ length ( L

FPZ
) 0.071 − 0.8883 1 0.9472

Macro-crack initiation load 0.097 − 0.9206 0.9472 1
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6.4 � Global Sensitivity Analysis

Both the first-order ( Si ) and total-order ( STi ) Sobol indices 
for output peak load clearly indicate that the variability of 
tensile strength ( �t ) has the highest contribution (60%) to 
the variability of peak load (Fig. 12a). The variabilities in 
the other two input parameters, i.e., critical inelastic crack 
opening ( wc

ne
 ) and tensile elastic modulus (Et ) have a similar 

contribution of around 20% towards total variability of peak 
load (Fig. 12a). A high contribution of the tensile strength 
( �t ) is expected as it is a critical parameter of the MPS crite-
rion used for fracture initiation in the current study. A high 
tensile strength ( �t ) can result in a beam with a large load-
carrying capacity, thereby increasing its peak/failure load. 
The recent studies by Wang and Hu (2017) and Zhang et al. 
(2018a, b) using this assumption developed an empirical for-
mula for estimating tensile strength ( �t ), fracture toughness 
( KIc ) based on Peak load measurements from three-point 
bending tests of various granite rocks. The critical inelastic 
crack opening ( wc

ne
 ) is proportional to energy dissipation 

along the unit length of the FPZ before macro-crack initia-
tion. A higher critical inelastic crack opening ( wc

ne
 ) leads to 

higher resistance of material towards failure/fracture, thus 
consequently increases the peak load of the specimen. The 
high contribution of the tensile strength ( �t ) towards the 
variability of peak load is consistent with the observation 
by various studies (Song et al. 2006; Roesler et al. 2007) 

that have found a larger influence of tensile strength ( �t ) 
than fracture energy ( Gf) . (proportional to critical inelastic 
crack opening ( wc

ne
 )) in different quasi-brittle materials such 

as concrete, asphalt mixture, etc. Similar to critical inelastic 
crack opening ( wc

ne
 ), tensile elastic modulus (Et ) also have 

a minor contribution towards variability of peak load. This 
can.be attributed to the change in the specimen’s elastic stiff-
ness, which also leads to the change in FPZ characteristics, 
such as its size (discussed below), thereby changing the 
material resistance to failure. Additionally, the sum of first-
order indices is 0.984 (less than 1, but close to 1), suggesting 
a negligible contribution from the higher-order interaction 
of input parameters (Fig. 12a).

The source of variability in the FPZ initiation load is 
predominantly due to the variability in tensile strength 
( �t ) which accounts for over 90% of the total contribution 
(Fig. 12b), which can be attributed to the MPS criterion that 
predicts the FPZ initiation only based on material tensile 
strength ( �t ). The small contribution of elastic modulus ( Et ) 
(9%) can be attributed to minor changes in local stresses at 
the notch tip at a given load-point displacement ( � ) due to 
the change in elastic stiffness of the specimen (Fig. 12b). 
The LCZM use critical inelastic crack opening ( wc

ne
 ) only for 

material softening and thus theoretically should have zero 
contribution toward variability of the FPZ initiation load. 
The small contribution (~ 3%) from inelastic crack opening 
( wc

ne
 ) can be considered as an error of the GSA.

Fig. 11   Histograms of each 
output parameter along best-fit 
PDFs
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The FPZ length ( LFPZ ) is most sensitive to critical ine-
lastic crack opening ( wc

ne
 ), which accounts for 39% contri-

bution towards its variability (Fig. 12c). This is expected 
as an increase in the critical inelastic crack opening ( wc

ne
 ) 

also increases the energy dissipation per unit length of the 
FPZ and, thus, facilitates a large FPZ size by increasing 
the material resistance towards fracture. This observation 
is consistent with the study by Ha et al. (2015) that have 
found fracture energy ( Gf) (proportional to critical inelastic 
crack opening ( wc

ne
 )) directly proportional to the FPZ size. 

Similar to critical inelastic crack opening ( wc
ne

 ), tensile elas-
tic modulus ( Et ) also has a significant contribution towards 
FPZ length ( LFPZ ) (Fig. 12c), which typically results in a 
large FPZ size. This can be explained using the concept of 
characteristic length, which provide a theoretical estimate 
of the FPZ size (Bazant and Planas 1997) and is propor-
tional to the tensile elastic modulus ( Et ). The tensile strength 
( �t ) as mentioned earlier, increase the tendency of material 
towards brittle fracture; as a result, a material with high ten-
sile strength ( �t ) is more likely to have a small FPZ length 
( LFPZ ). Therefore, tensile strength ( �t ) will likely to have a 
significant contribution (~ 28%) towards variability in the 
FPZ length ( LFPZ ) due to its negative correlation with the 
FPZ size (Fig. 12c). This observation is consistent with the 
various studies such as Wang (2012) and Ha et al. (2015) 
which found the FPZ size is inversely proportional to the 

square of the tensile strength ( �t ) in the LCZM. For FPZ 
length, the higher-order interaction effects are to be negli-
gible (Fig. 12c).

Similar to the FPZ length ( LFPZ ) variabilities in all three 
input parameters had a significant contribution towards the 
variability in the macro-crack initiation load with the highest 
contribution (45%) of critical inelastic crack opening ( wc

ne
 ) 

followed by the contribution of tensile elastic modulus ( Et ) 
(~ 37%) and tensile strength ( �t ) (~ 27%) (Fig. 12d). This 
is expected as a high positive correlation exists in the FPZ 
length ( LFPZ ) and macro-crack initiation load (Table 4).

7 � Conclusion

While CZM is widely used to predict the overall frac-
ture behavior of various quasi-brittle materials such as 
concrete, asphalt mixtures, its applicability in rocks has 
been limited due to large uncertainty in its parameters, 
which can be attributed to various factors. For instance, 
the inherent variability in tensile strength ( �t ) and criti-
cal opening displacement ( wc ) can lead to variation in 
the global response of the rock specimens. In this study, 
an integrated approach was used to evaluate the LCZM’s 
capability in predicting the fracture processes in notched 
Barre granite specimens by addressing three issues: (a) 

Fig. 12   Sobol indices of the 
input parameters for each output 
parameter. Parameters include 
tensile strength ( �

t
 ), critical 

inelastic crack opening ( wc

ne
 ) 

and elastic modulus (E
t
)
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consistent methodology for estimation of LCZM param-
eters, (b) variability in the input parameters of LCZM, 
and (c) most influential parameters of LCZM to minimize 
the uncertainty in overall rock fracture behavior. This 
approach was based on four steps: (a) experimental testing, 
(b) numerical simulation, (c) uncertainty quantification of 
material response, and (d) global sensitivity analysis. The 
main findings are summarized as follows:

1.	 The evolution of CTOD obtained from DIC analysis can 
be used to characterize three stages of FPZ evolution in 
a consistent manner and, thus, provide a reliable method 
for estimating the parameters of the LCZM.

2.	 The LCZM implementation using the deterministic 
numerical model (XFEM-based simulation) was found 
inadequate in representing the variability in fracture 
behavior defined in terms of the peak load and the FPZ 
size observed in laboratory-scale Barre granite speci-
mens. This variability can be attributed to variability in 
its input parameters such as tensile strength ( �t ), critical 
inelastic crack opening ( wc

ne
 ) and elastic modulus (Et).

3.	 The variability of peak load (COV = 15%) obtained from 
MCS was consistent with variation typically found in 
three-point bend specimens of various rocks such as 
yellow granite and Harsin marble (Wang and Hu 2017; 
Aliha et al. 2018; Zhang et al. 2018a, b).

4.	 Despite variability in input parameters of the LCZM, 
a significant size of the FPZ around the notch tip was 
observed, indicating the large-scale yielding in the 
laboratory-scale Barre granite specimens under Mode I 
loading. As a result, macro-crack initiation is most likely 
to occur in the post-peak regime.

5.	 The results from GSA indicate that tensile strength ( �t ) 
is the predominantly sensitive parameter towards vari-
ability in the global response of the Barre granite speci-
mens. However, the variability in various fracture char-
acteristics, such as the three stages of the FPZ evolution 
and its size, is sensitive to all three input parameters.
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