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Gravitational-wave observations provide a unique opportunity to test general relativity (GR) in
the strong-field and highly dynamical regime of the theory. Parametrized tests of GR are one
well-known approach for quantifying violations of GR. This approach constrains deviations in the
coe�cients of the post-Newtonian phasing formula, which describes the gravitational-wave phase
evolution of a compact binary as it inspirals. Current bounds from this test using LIGO/Virgo
observations assume that binaries are circularized by the time they enter the detector frequency
band. Here, we investigate the impact of residual binary eccentricity on the parametrized tests.
We study the systematic biases in the parameter bounds when a phasing based on the circular
orbit assumption is employed for a system that has some small residual eccentricity. We find that a
systematic bias (for example, on the leading Newtonian deformation parameter) becomes comparable
to the statistical errors for even moderate eccentricities of ⇠ 0.04 at 10 Hz in LIGO/Virgo band
for binary black holes, and ⇠ 0.008 for binary neutron stars. This happens at even lower values of
orbital eccentricity in the frequency band of third-generation (3G) detectors like Cosmic Explorer
(⇠ 0.005 at 10 Hz for binary black holes and ⇠ 0.002 for binary neutron stars). These results
demonstrate that incorporating physical e↵ects like eccentricity in waveform models is important
for accurately extracting science results from future detectors.

I. INTRODUCTION

General relativity (GR) has been tested in weak-
field and strong-field regimes via various experiments [1–
5], with no deviations found to date [6–11]. Gravita-
tional waves (GWs) probe the dynamical and strong field
regime of GR, where nonlinear e↵ects play a dominant
role. Waveform models including the inspiral, merger,
and ringdown of compact objects are now well devel-
oped in GR. Such models are less developed in alterna-
tive gravity theories, particularly for the highly nonlin-
ear merger and ringdown phases [12–22]. Considering the
historical di�culty of solving the two-body and waveform
modeling problems in GR, it may be impractical to also
solve those problems for large numbers of viable alterna-
tive theories. An alternative approach is to test GR by
comparing GW signals to waveform templates that di↵er
from GR predictions via small parametrized deviations
[23, 24].

Additional fields or higher curvature corrections
change the dynamics of compact binaries and their ra-
diation from the GR predictions [13, 14, 25–28]. For
example, the presence of dipole radiation in some al-
ternative theories [29, 30] alters the GW flux from the
binary, leading to a faster decay of the binary’s orbit.
These e↵ects are imprinted on the observed GW phasing
from the binary. One well-developed approach to test
GR using GWs is the parametrized tests of GR (TGR)
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framework [24, 31–33]. In this approach the inspiral part
of the frequency-domain GW phase is parametrized in
terms of non-GR deformation parameters. These non-
GR deformation parameters are introduced as free pa-
rameters at each post-Newtonian (PN) order [34] and
attempt to capture a particular class of deviations from
GR. The value of these deformation parameters is zero in
GR, hence these tests are null tests. Potential deviations
would accumulate over many GW cycles in a detected
GW signal. Precise measurement of these non-GR de-
formation parameters provide a constraint on potential
GR deviations. (For a recent overview and comparison
of multiple approaches for testing GR, see Ref. [35].)
As GWs carry away energy and angular momentum

from a binary, an initially elliptical orbit tends to circu-
larize [36, 37]. In the small eccentricity limit, the eccen-
tricity decreases approximately inversely to the increas-
ing GW frequency, et/e0 ⇡ (f0/f)19/18 [37]. Here et is
the binary eccentricity when the GWs at twice the or-
bital frequency have frequency f , and e0 is the value of
et at a reference frequency f0.1 Eccentricity thus decays
rapidly. For example, a binary with moderate initial ec-
centricity of 0.2 at 0.1 Hz reduces to one with eccentric-
ity ⇠ 10�3 when it reaches a GW frequency of 10 Hz
(the lower limit of the LIGO frequency band). Present
bounds on non-GR deformation parameters [10] assume
that binaries are quasicircular when entering the detec-

1 Formally, the subscript t in et denotes the “time-eccentricity”
parameter in the quasi-Keplerian formalism [38]. It also em-
phasizes that quantity’s time evolution and distinguishes it from
Euler’s number.
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tors’ frequency band (and are well modelled by circular
waveform templates).

The main purpose of this paper is to evaluate the ef-
fect on parametrized tests of GR if the binary is in fact
eccentric, but modeled using circular waveforms. The
unmodeled binary eccentricity will potentially bias our
parameter estimation. Understanding the extent of this
bias on the parameters that model GR violations is es-
sential for performing a meaningful test of GR. This will
be especially important for future third generation (3G)
GW detectors that will operate with higher levels of sen-
sitivity.

The role of systematic errors in GR tests is also ad-
dressed in several other works. For example, Ref. [39]
considers how systematic bias on GR tests can accu-
mulate in a large catalog of GW events. Reference [40]
showed how the neglect of higher modes in the waveform
model could bias GR tests. Reference [41] considered the
role of unmodeled orbital eccentricity, spin, and tidal de-
formation as possible sources of systematic bias using the
parametrized post-Einsteinian formalism [23].

The expected eccentricity of inspiralling compact ob-
jects is dependent on how these binaries formed. There
are mainly two formation channels for compact objects:
the isolated formation channel and the dynamical for-
mation channel [42, 43]. The isolated channel is likely
to produce binaries with low to moderate eccentricities.
But the dynamical formation of compact objects in dense
environments like globular clusters (GCs) and nuclear
clusters can form highly eccentric binaries [44]. When
these sources enter the frequency range of ground-based
detectors, they could still possess non-negligible orbital
eccentricity [45–48].

Based on N-body simulations of GCs, Ref. [45] showed
that ⇠ 50% of the coalescing black hole (BH) binaries
driven by the Kozai mechanism in GCs will have eccen-
tricities > 0.1 at 10 Hz. Reference [47] indicates that
about 0.5% of merging compact binaries in galactic nu-
clei near supermassive BHs (SMBHs) will enter the LIGO
band with eccentricity � 0.5. Reference [46] studied the
stellar mass BHs that form density cusps due to mass
segregation near SMBHs. They predict that most bina-
ries (⇠ 90%) that form through BH scattering in such
dense environments will have eccentricities > 0.9 when
they enter the LIGO band. Reference [48] studied hi-
erarchical triple BH systems in GCs, predicting that ⇠

30% of those systems will have eccentricities > 0.1 at 10
Hz. Work in [49] estimated that ⇠ 4% of the binary
black holes (BBHs) detectable from clusters will have
measurable eccentricity. Recent claims have indicated
signatures of (or constraints on) binary eccentricity in
observed GW events, suggesting a subpopulation of dy-
namically formed binaries [50–53]. See Sec. IA of [54] for
additional discussion and references on the expected ec-
centricities of compact objects in the frequency band of
ground-based detectors.

The current sensitivities of GW detectors make it dif-
ficult to put strong constraints on orbital eccentricity if

the eccentricity is . 0.01 in the detector’s frequency band
[54] (see also [55]). However, future 3G detectors can
more tightly constrain the orbital eccentricity. Precise
measurement of eccentricity will provide crucial informa-
tion about the formation of compact object binaries [56].

The detection of eccentric binaries in ground-based de-
tectors using quasicircular waveforms has been studied in
Refs. [57–60]. They reported that binaries with eccentric-
ities . 0.02–0.15 would be detectable using quasicircular
waveform templates. Moreover, parameter estimation of
eccentric binaries using quasicircular waveforms may lead
to significant systematic biases in the estimated param-
eters [61]. Using the formalism developed in [62], Favata
[61] studied systematic biases in the context of binary
neutron stars (BNS) in LIGO and 3G detectors, consid-
ering the neglect of high-PN-order terms, spins, eccen-
tricity, and tidal deformation. He found that even small
eccentricities (e0 ⇠ 10�3–10�2) can lead to non-negligible
systematic biases, with systematic errors exceeding sta-
tistical errors in some regions of parameter space. Sys-
tematic errors are independent of the signal-to-noise ratio
(SNR), while statistical errors scale as SNR�1. Hence,
for the high SNR sources expected in 3G detectors, sys-
tematic errors could easily dominate the statistical errors
[63].

A recent study [54] has shown that systematic biases
due to binary eccentricity become significant when bi-
naries enter the LIGO band with an initial orbital ec-
centricity of e0 � 0.01 to 0.1. These systematic biases
will a↵ect the estimation of intrinsic parameters of the
binary (masses and spins). Similarly, neglecting orbital
eccentricity in the waveform can also lead to systematic
biases in tests of GR that could mimic GR violations.
This will be a more serious issue for future 3G detectors
such as Cosmic Explorer (CE) [64] and the Einstein Tele-
scope [65, 66]. In addition to their improved sensitivities
at all frequencies, the excellent low-frequency sensitiv-
ity of 3G detectors means that binaries may retain more
residual eccentricity in the frequency band of 3G detec-
tors relative to current (2G) detectors. In this paper,
we quantify the e↵ect of systematic errors due to the ne-
glect of orbital eccentricity on the estimation of the TGR
deformation parameters.

To investigate this issue we adapt the analysis in [54]
to include the TGR parameters. The standard PN wave-
form in the frequency domain (TaylorF2) for circular bi-
naries is adopted, modified by the TGR deformation pa-
rameters. We then make use of the TaylorF2Ecc model
[67] for low-eccentricity binaries to act as the “source” of
the systematic bias. Section II of this paper describes the
waveform model in more detail. To calculate the statis-
tical errors on the TGR parameters, we apply the Fisher
information matrix formalism. Systematic parameter er-
rors are computed via the Cutler and Vallisneri formalism
[62]. Both formalisms are summarized in Sec. III. Our re-
sults and conclusions are presented in Secs. IV and V.
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II. WAVEFORM MODEL

GWs have two independent polarization states in GR:
plus and cross. The GW signal h(t) measured in the
detector is a linear combination of the amplitudes h+,⇥
of these two polarization states,

h(t) = F+h+(t) + F⇥h⇥(t) . (2.1)

Here F+,⇥ are the antenna pattern functions of the de-
tector, which depend on the sky location of the source
and a polarization angle  .

In the stationary phase approximation (SPA), the
Fourier transform of h(t) can be expressed in the form

h̃(f) = Ae
i (f) = Âf

�7/6
e
i (f)

. (2.2)

Averaging over the antenna pattern functions and the
inclination angle, the amplitude parameter Â in the
quadrupole approximation is given by

Â =
1

p
30⇡2/3

p
⌘M

5/6(1 + z)5/6

dL
. (2.3)

Here ⌘ = m1m2/M
2 is the symmetric mass ratio, m1,2

are the component masses in the source frame, M =
m1 +m2 is the total mass, dL is the luminosity distance
to the source, and z is the source redshift. We use the cos-
mological parameters for a flat universe given in Ref. [68]:
H0 = 67.90(km/s)/Mpc, ⌦m = 0.3065, and ⌦⇤ = 0.6935.

In PN theory [69–76], the SPA phase  (f) for circu-
lar binaries is expanded in powers of the relative orbital
velocity parameter v = [⇡M(1 + z)f ]1/3:

 (f) = 2⇡ftc + �c +
3

128⌘v5

X

k

('kv
k + '

log
k v

k ln v) ,

(2.4)
where tc and �c are the time and phase of coalescence re-
spectively. Di↵erent powers of v relative to the leading-
order (Newtonian) term [O(1/v5)] denote di↵erent PN
orders. In our terminology, corrections of order v

k rela-
tive to the Newtonian term correspond to k/2 PN-order
corrections. The PN coe�cients 'k with the summa-
tion index varying over k = (�2, 0, 2, 3, 4, 6, 7) denote
the PN corrections up to 3.5PN order. A constant term
(independent of frequency) at 2.5PN order (k = 5) is
absorbed into a redefinition of �c.2 The negative PN

2 This redefinition, �c + 3
128⌘'5 ! �c, changes the ⌘ dependence

of  (f) and the interpretation of the coalescence phase �c. The
choice to absorb this constant-frequency 2.5PN phase correction
into a redefined �c can have non-negligible impacts on the values
of the statistical and systematic parameter errors computed in
Sec. III, via changes in the derivatives @h/@✓a for ✓a = ⌘. When
performing a statistical best fit, the inferred parameter values of
a binary depend on the set of parameters that are allowed to vary
as well as the waveform model that is adopted. Redefinitions of
�c e↵ectively constitute a change of the waveform.

term (k = �2) corresponds to a correction in the GW
phasing produced by dipole radiation; this term is zero
in GR but nonzero in some alternative theories of grav-
ity [29, 30]. The coe�cients 'log

k , with the index varying
over k = (5, 6), multiply the PN corrections associated
with a logarithmic frequency dependence.
Each PN coe�cient is a function of the intrinsic pa-

rameters of the compact binary, such as the symmet-
ric mass ratio ⌘ and the dimensionless spin parameters
�1,2. (In our analysis we assume that the compact-object
spins are aligned or antialigned with the orbital angular
momentum of the binary.) If the source parameters ⌘,
�1, and �2 are determined, the values of the PN coe�-
cients ('k,'

log
k ) are known in GR. To 3.5PN order, the

values of ('GR
k ,'

GR, log
k ) can be read o↵ of equations in

Refs. [32, 74, 76–78]. Spin-orbit, spin-spin and self-spin
terms are included to 3.5PN order; quadrupole-monopole
terms are also included for BBHs. For binary neutron
stars, finite-sized e↵ects are ignored. Deviation of a co-
e�cient from the GR value is a potential signature of a
di↵erent underlying theory of gravity.
To parametrize deviations in the PN coe�cients, we

modify the waveform by introducing TGR parameters at
each PN order:

'k �! '
GR
k (1 + �'̂k) , (2.5a)

'
log
k �! '

GR, log
k (1 + �'̂

log
k ) . (2.5b)

Here �'̂k and �'̂log
k are the fractional TGR deformation

parameters. By definition their values are zero in GR.
Since the �1PN term vanishes in GR ('GR

�2 = 0), the de-
viations are absolute for this term ('�2 ! �'̂�2). The
precise measurement of these TGR parameters is an im-
portant tool for searching for potential GR deviations.
To estimate the values of the source and TGR param-

eters under the assumption of a circular binary, we can
apply the waveform described by Eqs. (2.4) and (2.5).
To model a systematic bias in those parameters due to
orbital eccentricity, we modify the waveform SPA phase
via

 (f) !  (f)circ.,TGR +
3

128⌘v5
� ecc.

3PN . (2.6)

Here  (f)circ.,TGR refers to the circular PN phasing in-
cluding spin and TGR parameters [Eqs. (2.4) and (2.5)].
The � ecc.

3PN term arises from the TaylorF2Ecc wave-
form approximant developed in Ref. [67]. That waveform
is an extension of the standard circular PN TaylorF2
frequency-domain approximant, but includes leading-
order [⇠ O(e20)] corrections due to eccentricity in the GW
phasing to 3PN order. Eccentric corrections to the cir-
cular waveform amplitude are neglected. Since GW de-
tectors are more sensitive to the GW phase than to the
amplitude, small eccentric corrections to the amplitude
will be less important than corrections to the phase.
The structure of � ecc.

3PN can be understood from the
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following expression:

� ecc.
3PN = �

2355

1462
e
2
0

⇣
v0

v

⌘19/3
"
1 +

✓
299076223

81976608

+
18766963

2927736
⌘

◆
v
2 +

✓
2833

1008
�

197

36
⌘

◆
v
2
0

�
2819123

282600
⇡v

3 +
377

72
⇡v

3
0 + · · ·+O(v6)

#
. (2.7)

We see that � ecc.
3PN is an expansion in powers of v and

v0 in the small-eccentricity limit. Here v0 = [⇡M(1 +
z)f0]1/3, and f0 is the reference frequency at which the
binary’s instantaneous eccentricity et equals e0. See
Eq. (6.26) of [67] for the full expression to 3PN order.
Note that this waveform only models the inspiral phase
of the binary evolution.

Since orbital eccentricity decays rapidly during the
evolution of the binary, it is likely that a compact-object
binary will have small eccentricity when it is observed by
ground-based detectors. Hence, the TaylorF2Ecc wave-
form is su�cient to quantify the e↵ect of small eccen-
tricity on parameter estimation. TaylorF2Ecc is valid
for small eccentricities e0 . 0.2 for comparable-mass sys-
tems and e0 . 0.02 for extreme-mass ratio binaries [67].

When considering alternative theories in the TGR
framework, there will of course also be theory-dependent
corrections (analogous to the ��̂k) to the PN coe�cients
in Eq. (2.7). However, our purpose is not to general-
ize the TGR formalism to eccentric systems. Rather, we
are considering the scenario where GR is correct and one
is placing bounds on the TGR parameters given the as-
sumption of a circular binary (as current LIGO/Virgo
analyses in fact presume). In that case, an eccentric bi-
nary in GR will induce a bias in the TGR parameters.
If that bias exceeds the statistical error bounds on the
��̂k (which should have actual values of zero), one might
falsely conclude that GR is violated.

III. STATISTICAL AND SYSTEMATIC

PARAMETER ERROR FORMALISM

We employ the Fisher information matrix formalism
[79, 80] for the estimation of parameters. The inner prod-
uct between two signals h1(t) and h2(t) is given by

(h1|h2) = 2

Z 1

0

h̃
⇤
1(f)h̃2(f) + h̃1(f)h̃⇤

2(f)

Sn(f)
df, (3.1)

where h̃(f) is the Fourier transform of h(t), Sn(f) is the
one-sided noise power spectral density (PSD) of the de-
tector, and ⇤ denotes complex conjugation. The signal-
to-noise ratio (SNR) ⇢ is defined via the norm of the
signal,

⇢
2 = (h|h) = 4

Z 1

0

|h̃(f)|2

Sn(f)
df . (3.2)

In the limit of large SNR and stationary, Gaussian ran-
dom noise, the probability that the signal s(t) is charac-
terized by the source parameters ✓a is given by

p(✓|s) / p
0(✓) exp

h
�

1

2
�ab(✓

a
� ✓̂

a)(✓b � ✓̂
b)
i
, (3.3)

where p
0(✓) is the prior probability based on our prior

information about ✓. In the absence of waveform model-
ing errors, ✓̂a are the true values of the source and TGR
parameters (i.e., the parameter values where the proba-
bility distribution function is a maximum). The Fisher
matrix �ab is given by the inner product

�ab =

 
@h

@✓a

�����
@h

@✓b

!
. (3.4)

If the prior probability p
0(✓) follows a Gaussian distri-

bution peaked at ✓a = ✓̄
a,

p
0(✓) / exp

h
�

1

2
�0ab(✓

a
� ✓̄

a)(✓b � ✓̄
b)
i
, (3.5)

then the covariance matrix is given by

⌃ab = (�ab + �
0
ab)

�1
, (3.6)

where �0ab denotes the Fisher matrix for the prior, and

we assume ✓̄a = ✓̂
a. The 1� statistical errors �a in the

parameters ✓a are given by the square root of the diagonal
terms of the covariance matrix,

�a =
p
⌃aa . (3.7)

In this study we consider the seven-dimensional pa-
rameter space:

✓
a = {tc,�c, lnM, ln ⌘,�1,�2, �'̂k}, (3.8)

where �'̂k represents any one of the TGR parameters.
(We drop the “log” label here and below for convenience.)
By computing the Fisher matrix and applying Eq. (3.7),
we compute the 1� error bounds. This is done separately
for each of the nine possible choices for �'̂k. Varying
more than one �'̂k coe�cient at a time leads to un-
informative bounds on �'̂k due to correlations among
the di↵erent parameters [34, 81, 82]. In practice, a true
GR deviation would likely modify multiple �'̂k coe�-
cients simultaneously. However, the approach applied
here can pick up those deviations e↵ectively [83–85]. Rec-
ognizing that the coalescence phase and spin parameters
are physically restricted to the ranges �c 2 [�⇡,⇡] and
�1,2 2 [�1, 1], we attempt to incorporate this constraint
in the Fisher matrix approach by imposing Gaussian pri-
ors on those parameters with zero means and 1� widths
given by ��c = ⇡ and ��1,2 = 1 [54]. These priors im-
prove the condition number of the Fisher matrix. No
priors are placed on the TGR coe�cients or other pa-
rameters.
To calculate the systematic parameter biases due to

unmodeled binary eccentricity, we apply the formalism
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developed by Cutler and Vallisneri [62]. Consider a GW
signal described by a “true” (exact) waveform model
h̃T(✓T) that depends on the true system parameters ✓aT.
This signal is analyzed using an approximate waveform
model h̃AP(✓bf) that depends on the “best fit” model
parameters ✓abf . (Under our Gaussian model assumption,

✓̂
a
! ✓

a
bf , which becomes the peak of our recovered Gaus-

sian distribution and is o↵set from the true value ✓aT.) We
can express the approximate and true waveforms in terms
of an amplitude A and phase  via

h̃AP(✓bf) = AAP(✓bf)e
i AP(✓bf ) and (3.9)

h̃T(✓T) = AT(✓T)e
i T (✓T )

, (3.10)

= [AAP(✓bf) +�A] ei[ AP(✓bf )+� ]
,

where�A and� in the last line represent the di↵erence
between the true (T) and approximate (AP) waveform
amplitudes and phases. If we define

�✓a = ✓
a
T � ✓

a
bf , (3.11)

as the systematic error in the parameter ✓a, then �✓a

can be approximated by [62]

�✓a ⇡ ⌃ab(✓bf)

✓⇥
�A+ iAAP� 

⇤
e
i AP

����@bh̃AP(✓bf)

◆
,

(3.12)
where ⌃ab is the covariance matrix calculated using the
approximate waveform. Note that we have dropped the
parameter index on ✓a for simplicity when appearing in-
side a function argument. See [54] for more details.

Since ⌃ab scales as ⇢�2 to leading order and the inner
product on the right-hand side of Eq. (3.12) is propor-
tional to ⇢2, �✓a is independent of ⇢. In contrast, the
statistical error scales like ⇢�1 in the limit of high SNR.
This suggests that systematic errors could exceed statis-
tical errors in the high SNR limit (when statistical errors
become small). Hence, small deviations between the ap-
proximate and true waveforms can bias the estimated
parameter values.

In our case, we are interested in the bias resulting from
a neglect of binary eccentricity. To model this, we apply
the same approach as in [54], setting �A to zero and
considering a waveform deviation � in the SPA phase
that arises from the eccentric corrections contained in
� ecc.

3PN [Eqs. (2.6) and (2.7)]. The approximate wave-
form is taken to be  AP =  (f)circ.,TGR.

The above formalism is applied to the LIGO [86] and
Cosmic Explorer (CE) [64] detectors. We use the LIGO
noise PSD from Eq. (4.7) of [87]. For CE, we use the
PSD from Eq. (3.7) of [88]. When evaluating the inte-
grals in Eq. (3.1) and (3.2), the lower frequency of inte-
gration is chosen to be 10 Hz for LIGO and 5 Hz for CE
(corresponding to the detectors’ low-frequency sensitiv-
ity limits). Since we use inspiral-dominated waveforms,
when considering BBHs the upper limit of the integrals
is chosen as the innermost stable circular orbit (fisco) of

the remnant BH [89–91]. This frequency is a function of
the two component masses (m1 and m2), their dimen-
sionless spins (�1 and �2), and the source redshift z. See
Appendix C of [54] for the full expression. When con-
sidering BNS, we choose the upper-frequency cuto↵ to
be 1000Hz for LIGO and 1500Hz for CE. The reference
frequency f0 is chosen to be 10 Hz for both LIGO and
CE.

IV. RESULTS

Our main goal is to quantify the systematic bias on
the TGR parameters �'̂k (which are zero in GR) due
to the neglect of orbital eccentricity in the waveform
model. In particular, we are interested in the eccentricity
value where the systematic errors are equal to the statis-
tical errors on the TGR parameters. When systematic
bias exceeds the statistical errors, the use of eccentric
waveforms becomes essential for the accurate estimation
of the source parameters and for tests of GR. We con-
sider four representative binary black hole (BBH) sys-
tems with total masses (15M�, 35M�, 65M�, 90M�). All
have mass ratio 2 : 1 and are located at a luminosity dis-
tance dL = 500Mpc. These systems have SNRs of 11.80
(413.92), 23.41 (834.06), 37.41 (1380.95), 46.74 (1790.35)
in the LIGO (CE) bands, respectively. The spins are
assumed to be aligned with the orbital angular momen-
tum of the binary, with dimensionless spin magnitudes
�1 = 0.5 and �2 = 0.4. We also consider a binary neutron
star (BNS) system with component masses m1 = 1.4M�,
m2 = 1.2M�, and component spins �1 = �2 = 0.05 at a
distance of 100Mpc. This system has an SNR of 13.61
(476.62) in the LIGO (CE) band. These values are rep-
resentative of “typical” binaries that might yield strong
constraints on the TGR parameters. At the end of this
section we briefly discuss how other mass ratios and spins
a↵ect our results.
The main results of our analysis are shown in Figures 1

to 3. Figure 1 shows systematic errors (sloped, solid
lines) and statistical errors (horizontal, dashed lines) for
the various �'̂k (except �'̂�2) as a function of eccen-
tricity e0 in the LIGO band. Systematic bias increases
as the eccentricity of the source increases. (Recall that
e0 is defined at a reference frequency of 10 Hz). Figure
2 is the same, but uses the CE sensitivity curve. The
statistical and systematic errors on the dipole parameter
�'̂�2 = '�2 are shown separately (for LIGO and CE) in
Fig. 3.
Recall that these TGR parameters [cf. Eq. (2.5)] are

defined as the fractional deviation from the GR values of
the PN coe�cients in the waveform phasing. To better
understand the meaning of the errors presented in the
figures, let us presume that GR is not correct and the true
(T) values of the PN coe�cients are given by a nonzero
�'̂k, 'T

k = '
GR
k (1 + �'̂

T
k ). A GW measurement then

supplies a best-fit value of the TGR parameter �'̂k (o↵set
from the true value by the systematic error) and its 1�
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Figure 1. (Color online) Systematic and statistical errors on the TGR parameters �'̂k as a function of the binary eccentricity
parameter e0 for various sources in the LIGO band. The eccentricity e0 is defined at 10 Hz. Systematic errors are shown by
slanted solid lines. (Note that these are the absolute values of the systematic errors.) The 1� statistical errors are shown by
horizontal dashed lines. The di↵erent colors indicate sources with di↵erent values of total mass M (see legend). For all sources
the mass ratio is fixed to 2 : 1, the spin parameters are �1 = 0.5, �2 = 0.4, and the luminosity distance is 500 Mpc. The black
lines represent the systematic and statistical errors for a BNS system with component masses m1 = 1.4M�, m2 = 1.2M� and
component spins �1 = �2 = 0.05 at a distance of 100 Mpc.
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Figure 2. (Color online) Same as Fig. 1 but for the Cosmic Explorer (CE) detector. The eccentricity parameter is again defined
at f0 = 10 Hz. The luminosity distance and all other parameters are identical to the choices in Fig. 1.
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Figure 3. (Color online) Systematic and statistical errors for
the dipole TGR parameter �'̂�2. The top panel shows results
for LIGO; the bottom for CE. The system parameters and
labeling scheme are the same as in Figs. 1 and 2. In contrast
to those figures, higher mass binaries show a larger systematic
error at a given value of e0. This is explained in the main text.

statistical error, �'̂bf
k ± ��'̂k = �'̂

T
k + �(�'̂k) ± ��'̂k .

One could equivalently supply the best-fit value of the
PN coe�cients and their statistical errors, 'bf

k ± �'k =
'
T
k +�'k±�'k . The resulting systematic and statistical

errors are related by

�(�'̂k) = �'̂
bf
k � �'̂

T
k =

�'k

'
GR
k

=
'
bf
k � '

T
k

'
GR
k

, (4.1)

��'̂k =
�'k

'
GR
k

. (4.2)

The left-hand sides of the above equations are the sys-
tematic and statistical errors supplied in Figs. 1 and 2.

Note that the statistical error provided is equivalent to
a fractional error in the PN coe�cient relative to its GR
value (not its actual value, which is generically unknown).
In the case that GR is the correct theory, 'T

k ! '
GR
k

and �'̂
T
k ! 0. Then the systematic error �(�'̂k) mea-

sures the shift from 0 caused by binary eccentricity, and
��'̂k is a measure of the fractional measurement preci-
sion relative to the true (GR) value of the PN coe�cient.
(All of this applies equally well to the log coe�cients; we
drop that label for simplicity.) Things are slightly di↵er-
ent for the dipole term (Fig. 3), which vanishes in GR
('GR

�2 = 0). In that case 'T
�2 = �'̂

T
�2, and the systematic

and statistical errors are absolute (not fractional) errors:

�(�'̂�2) = �'�2 = '
bf
�2 � '

T
�2 , (4.3)

��'̂�2 = �'�2 . (4.4)

Considering the statistical errors in Fig. 1, we note
that for BBHs the 0PN, 1PN, 1.5PN, 3PN log, and 3.5PN
TGR parameters have a modest measurement precision
(. 20%–70% error) with a LIGO detector. The 2PN,
2.5PN log, and 3PN coe�cients are poorly constrained.
For the BNS the 0PN, 1PN, 1.5PN, and 2.5PN log coef-
ficients are measured with a precision of ⇡ 1%–7%. The
2PN, 3PN, and 3PN log terms are measured with a pre-
cision of ⇡ 30%–50%. This is consistent with the results
reported in [10]. For BBHs in CE (Fig. 2), the constraints
on the 0PN, 1PN, 1.5PN, 2PN, and 2.5PN log coe�cients
improve by a factor ⇠ 10 relative to the constraints with
LIGO, with the first three coe�cients reaching fractional
constraints �a ⇠ 0.01–0.07. The 3PN and higher coe�-
cients show a less significant improvement in their preci-
sion (by a factor . 2). The BNS statistical errors in the
CE band show an improvement by a factor of ⇠ 1.3–18
compared to LIGO constraints.
Constraints on the measurement precision of the �'̂�2

coe�cient (corresponding to dipole radiation) are much
stronger. Dipole emission is forbidden in GR but al-
lowed in many alternative theories of gravity [29, 30].
Figure 3 shows an absolute constraint of ⇠ 10�6–0.008
for LIGO. This improves by a factor of order ⇠ 100
for the CE detector. The improved measurement pre-
cision of the dipole coe�cient arises because it acts as
a �1PN order term in the GW phase [e.g., a relative
1/v2 ⇠ (Mf)�2/3 correction compared to the leading
0PN e↵ect]. Statistical errors for the TGR parameters
scale like �a ⇠ 1/(⇢@a AP) ⇠ 1/(⇢Nk/'k), where Nk

refers to the number of GW cycles contributed by the
k/2 PN contribution to the SPA phase [54]. In addi-
tion to the SNR dependence, the statistical errors in the
TGR parameters thus depend on the number of GW cy-
cles per the magnitude of the PN coe�cient 'k. (See
Appendix A for a more complete explanation.) For
the 0PN term, N0/'0 ⇠ 1/v5low ⇠ 1/(Mflow)5/3, while
N�2/'�2 ⇠ 1/v7low ⇠ 1/(Mflow)7/3 for the dipole term,
where flow is the detector’s low-frequency limit. Hence,
even though '�2 = 0 in GR, the dipole term potentially
contributes more GW cycles (per value of '�2) in the
detector band, leading to improved measurement preci-
sion. Because CE has a smaller value of flow, as well as a
factor ⇠ 10 improvement in sensitivity relative to LIGO,
the measurement precision of �'̂�2 improves by a factor
⇠ 100.
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We next consider the systematic errors. In Fig. 1
(LIGO) the systematic errors exceed the statistical er-
rors for BBHs at e0 & 0.04, with lower mass BBH systems
exceeding the statistical errors at smaller eccentricities.
For M = 15M�, systematic bias is comparable to the
statistical error at e0 ⇡ 0.04. For heavier BBH systems
(� 65M�), systematic errors do not exceed statistical er-
rors unless e0 & 0.1. For the BNS system, systematic
errors become greater than statistical errors at smaller
values of eccentricity, ⇠ 0.008.

Systematic errors scale according to [54]

�(�'̂k) ⇠ e
2
0

✓
f0

fc

◆19/3 1

(Mfc)k/3
. (4.5)

Here fc is a characteristic frequency scale that serves as
a dimensional proxy for the actual numerical evaluation
of the frequency integrals; see Appendix A for details.
Since the SNR scales like ⇢ ⇠ M

5/6, one can then show
that the ratio of systematic to statistical errors scales like

�(�'̂k)

��'̂k

⇠ ⇢N
ecc.

⇠
e
2
0

M5/6
, (4.6)

where N
ecc. is the number of GW cycles contributed by

the eccentric piece of the SPA phase. Hence, heavier mass
systems require larger values of e0 for systematic errors
to be comparable to statistical errors [�(�'̂k) ⇠ ��'̂k ].
For k > 0, we also see [Eq. (4.5)] that at fixed e0 the
systematic error decreases with increasing mass, which is
the pattern seen in Fig. 1.

In Fig. 2 (CE) we see similar behavior. The systematic
bias in lower mass BBH systems exceeds the statistical
errors at a lower value of e0 compared to higher mass
BBH systems. Systematic errors dominate over statisti-
cal errors at eccentricities that are a factor ⇠ 10 smaller
compared to the LIGO case (e0 ⇡ 0.005–0.01). For the
BNS system, systematic errors cross the statistical errors
at e0 ⇡ 0.001–0.003. While systematic errors are inde-
pendent of SNR, the excellent low-frequency sensitivity
of CE (down to ⇠ 5 Hz) allows for higher values of ec-
centricity in band (for a given value of e0 at 10 Hz). This
produces larger systematic errors for a binary observed
with a given M and e0 (in comparison to the systematic
error in LIGO). The magnitude of the systematic errors
are also many orders of magnitude larger than the sta-
tistical errors at higher values of e0. This is due to both
the improved low-frequency limit of the detector and its
better sensitivity at all frequencies compared to LIGO.
The source has a longer inspiral and executes more GW
cycles in the CE band. This both lowers the statistical
errors (due to the higher SNR) and increases the number
of cycles N

ecc. contributed by the eccentric piece of the
GW phase [cf., Eq. (4.6)]. CE is thus susceptible to large
systematic biases even at very low eccentricities.

Because they can be measured relatively precisely
(small statistical errors), the deformation parameters at
0PN, 1PN, and 1.5PN orders (�'̂0, �'̂2, �'̂3) are most af-
fected by the systematic bias. This systematic error due

to eccentricity may lead us to falsely claim a violation of
GR. It is therefore essential to include eccentric correc-
tions to the waveform model when constructing mean-
ingful GR tests with data from sensitive 3G detectors.
Returning to Fig. 3, for BBHs we see that the sys-

tematic errors on the dipole term become larger than the
statistical errors at e0 & 0.04 for LIGO. For CE, sys-
tematic biases become comparable to statistical errors at
e0 & 0.004. For the BNS system, the systematic error
on the dipole term becomes significant at low values of
eccentricity, e0 ⇠ 0.008 and e0 ⇠ 0.001 in the LIGO and
CE bands, respectively. The magnitude of the system-
atic errors on the dipole coe�cient is roughly similar for
LIGO and CE. In contrast to the non-negative PN order
coe�cients (k � 0) shown in Figs. 1 and 2, the system-
atic bias on the dipole term �'̂�2 is larger for the higher
mass systems rather than the lower mass ones. This may
be understood via Eq. (4.5), which shows that the sys-
tematic bias is proportional to the ratio of eccentric GW
cycles to the GW cycles contributed by the k/2 PN or-
der piece of the SPA phase (per the magnitude of that
term’s PN coe�cient 'k). We see that the ratio changes
character for k < 0. For example, �(�'̂2) ⇠ 1/M2/3 for
the 1PN coe�cient, but �(�'̂�2) ⇠ M

2/3 for the -1PN
(dipole) coe�cient.3

In addition to our “fiducial” BBHs with parameters
q = 2, �1 = 0.5, and �2 = 0.4, we also explored a handful
of BBH systems with other mass ratios and spins. We
found that the e0 value corresponding to the intersection
point between statistical and systematic errors varies at
the level of a few percent to ⇠ 25%. For example, for a
M = 15M� binary, changing the value of q from 2 to 5
while keeping the spins the same (�1 = 0.5, �2 = 0.4)
changes the value of the intersection point for the �'̂0

coe�cient from e0 = 0.005 to 0.004 in the CE band (a
⇠ 20% change). In the LIGO band the e0 intersection
point changes from e0 = 0.04 to 0.03 (a ⇠ 25% change).
Changing q from 2 to 1.2 results in a negligible change
in the e0 intersection value for both the LIGO and CE
bands.
If we fix q = 2 but change the spins from �1 = 0.5,�2 =

0.4 to a maximally aligned configuration (�1 = �2 = 1),
the intersection point changes from e0 = 0.04 to 0.041
in the LIGO band (a ⇠ 2.5% change); in the CE band
there is a negligible change in the intersection point. If
we consider instead a change to a maximally antialigned
spin configuration (�1 = �2 = �1), the intersection point
changes from e0 = 0.04 to 0.035 in the LIGO band (a
⇠ 12.5% change). In the CE band the corresponding
change is from e0 = 0.005 to 0.004 (a ⇠ 20% change).

3 Note that for k = 0, the systematic bias for the 0PN parameter
�'̂0 scales nearly independently with BBH mass. This e↵ect is
seen in the �'̂0 panel of Fig. 2. In Fig. 1 (LIGO) this e↵ect
is not seen, likely due to a combination of the additional mass
dependence that enters the upper frequency limit fisco and the
di↵erent low-frequency cuto↵s in LIGO and CE noise response.
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V. CONCLUSION

Dynamical formation of BBHs in dense environments
such as globular clusters, nuclear star clusters, and ac-
tive galactic nuclei disks may lead to the formation of
highly eccentric binaries. A fraction of these eccentric
binaries, when observed in ground-based detectors, may
still possess residual eccentricity. Cosmic Explorer is ex-
pected to observe ⇠ 8.6⇥ 104 to 5.4⇥ 105 BBH mergers
in a mere ⇠ 1 year of observation time [92]. With such a
high detection rate, it is plausible to expect many eccen-
tric BBH mergers. If quasicircular templates are used for
parameter estimation of these eccentric BBHs, it will in-
troduce systematic biases in the estimated TGR param-
eters even for eccentricities as small as ⇡ 0.04 for LIGO.
In the case of third-generation detectors such as CE, even
smaller eccentricities (e0 ⇡ 0.005) can lead to systematic
biases in the TGR parameters. For BNS the systematic
errors become dominant at lower values of eccentricities
e0 ⇡ 0.008 in the LIGO band and e0 ⇡ 0.002 in the CE
band. Controlling these systematics is extremely impor-
tant in any search for physics beyond GR.

In addition to removing systematic bias, waveforms
including the e↵ect of orbital eccentricity can also be
employed to develop new tests of GR that exploit the
eccentric dynamics of these binaries. Considering the
non-negligble number of eccentric binaries that could be
discovered by 3G detectors, these tests could probe new
physics beyond what is considered in the present suite of
tests that assume circular binaries.

ACKNOWLEDGEMENTS

We thank Anuradha Gupta for a critical reading of the
manuscript and useful comments. K.G.A. acknowledges
support from the Department of Science and Technology
and Science and Engineering Research Board (SERB)
of India via the following grants: Swarnajayanti Fellow-
ship Grant No. DST/SJF/PSA-01/2017-18, Core Re-
search Grant No. CRG/2021/004565, and MATRICS
grant (Mathematical Research Impact Centric Support)
No. MTR/2020/000177. K.G.A and P.S. also acknowl-
edge support from the Infosys Foundation. M.F. was
supported by NSF (National Science Foundation) Grant
No. PHY-1653374 and a grant from the Simons Founda-
tion (554674, M.F.). This material is based upon work
supported by the LIGO Laboratory, a major facility fully
funded by the National Science Foundation. This paper
has been assigned the LIGO Preprint No. P2200073.

Appendix A: Scaling laws for statistical and

systematic errors

Here we provide a concise summary of scaling laws
for statistical and systematic errors that we apply in the

interpretation of our results in Sec. IV. The goal is to un-
derstand how these errors scale with mass, eccentricity,
frequency, and the PN order of a particular TGR param-
eter. This follows from a similar analysis in Sec. IV C
of [54]. See, in addition, Eqs. (2.19), (4.11), and (4.17)
in that reference. Those results demonstrate the follow-
ing scalings for the statistical and systematic errors for
parameter ✓a, as well as for the SNR:

�a ⇠
1

⇢@a AP
, (A1)

�✓a ⇠
� 

@a AP
, and (A2)

⇢ ⇠
⌘
1/2

M
5/6

dL

1

f
1/6
c [fcSn(fc)]1/2

. (A3)

In the SNR scaling we introduce a characteristic fre-
quency scale fc that preserves the dimensional scaling
of the equation; this serves as a proxy for the numerical
integration of the SNR integrand over a frequency range
[flow, fhigh].
Considering the form of the circular SPA waveform

phasing  (f)circ.,TGR in terms of the PN expansion co-
e�cients [Eq. (2.4) above], we see that the k/2 PN term
of the phase scales like

 AP,k ⇠
1

⌘(Mf)5/3
'k(Mf)k/3 , (A4)

⇠
'k

⌘

1

(Mf)(5�k)/3
,

for k = (�2, 0, 2, 3, 4, 6, 7). (For simplicity we ignore the
log terms in this scaling analysis; it can be easily modified
to include those terms.) The eccentric correction that
sources the systematic bias � scales like [Eqs. (2.6) and
(2.7)]:

� ecc. =
3� ecc.

3PN

128⌘v2
⇠ �e

2
0

1

⌘(Mf)5/3

✓
f0

f

◆19/3

. (A5)

The derivative with respect to a single TGR parameter
scales like

@�'̂k AP ⇠
1

⌘

1

(Mf)(5�k)/3
, (A6)

where  AP = 2⇡ftc+�c+
P

k  AP,k. The corresponding
statistical and systematic errors for the TGR parameter
�'̂k then scale like

��'̂k ⇠ dL⌘
1/2

fc[fcSn(fc)]
1/2(Mfc)

5�2k
6 , (A7)

�(�'̂k) ⇠ e
2
0

✓
f0

fc

◆19/3 1

(Mfc)k/3
. (A8)

Hence for k > 0, we see that the systematic error de-
creases with increasing total mass, while for k < 0 (e.g.,
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the dipole term at k = �2), the systematic error increases
with increasing total mass.

It is also convenient to explain the above scalings in
terms of the “number of cycles” contributed by a partic-
ular PN e↵ect. If we specifically consider the number of
GW cycles of the SPA phasing N [see Eq. (7.8) of [67]
for a precise definition], then (roughly speaking) the to-
tal number of cycles scales like N ⇠  AP. (This must be
evaluated as a di↵erence between the end points of a fre-
quency range, but we can consider the result to scale as
the function  AP evaluated at a characteristic frequency
fc.) The number of cycles contributed by a particular
PN term then scales like Nk ⇠  AP,k. In the case of the
TGR coe�cients (but not necessarily any source param-
eter),

Nk ⇠  AP,k ⇠ 'k @�'̂k AP . (A9)

Then the statistical and systematic errors scale like

��'̂k ⇠
1

⇢Nk/'k
, (A10)

�(�'̂k) ⇠
N

ecc.

Nk/'k
, (A11)

whereN ecc.
⇠ � ecc. is the number of cycles contributed

by the eccentric contribution to the SPA phasing. The
fractional systematic bias then scales like

�(�'̂k)

'k
⇠

N
ecc.

Nk
, (A12)

and the ratio of systematic to statistical errors scales like

�(�'̂k)

��'̂k

⇠ ⇢N
ecc.

, (A13)

⇠ e
2
0

✓
f0

fc

◆19/3 1

dL
p
⌘f

1/6
c

p
fcSn

M
5/6

(Mfc)5/3
,

⇠
e
2
0

M5/6
.

Note that the latter ratio does not depend on k.
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