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Within the next several years pulsar timing arrays (PTAs) are positioned to detect the stochastic
gravitational-wave background (GWB) likely produced by the collection of inspiralling super-massive
black holes binaries, and potentially constrain some exotic physics. So far most of the pulsar timing
data analysis has focused on the monopole of the GWB, assuming it is perfectly isotropic. The
natural next step is to search for anisotropies in the GWB. In this paper, we use the recently
developed PTA Fisher matrix to gain insights into optimal search strategies for GWB anisotropies.
For concreteness, we apply our results to EPTA data, using realistic noise characteristics of its
pulsars. We project the detectability of a GWB whose angular dependence is assumed to be a
linear combination of predetermined maps, such as spherical harmonics or coarse pixels. We find
that the GWB monopole is always statistically correlated with these maps, implying a loss of
sensitivity to the monopole when searching simultaneously for anisotropies. We then derive the
angular distributions of the GWB intensity to which a PTA is most sensitive, and illustrate how one
may use these “principal maps” to approximately reconstruct the angular dependence of the GWB.
Since the principal maps are neither perfectly anisotropic nor uncorrelated with the monopole, we
also develop a frequentist criterion to specifically search for anisotropies in the GWB without any
prior knowledge about their angular distribution. Lastly, we show how to recover existing EPTA
results with our Fisher formalism, and clarify their meaning. The tools presented here will be
valuable in guiding and optimizing the computationally demanding analyses of pulsar timing data.

I. INTRODUCTION

Pulsar timing arrays (PTAs; see e.g. [1, 2] for recent
reviews) are poised to detect the nanohertz stochastic
gravitational wave background (GWB) produced by the
collection of inspiralling super-massive black hole bina-
ries (SMBHB) within the next few years [3, 4]. A de-
tection of the GWB will provide a wealth of information
about empirical scaling relations between galaxies and
SMBH masses, and shed light on the dynamical processes
that affect the evolution of SMBHBs after galaxy mergers
(e.g., Refs. [5-7]). In addition, PTAs are sensitive to a
range of low-frequency GWBs produced by more exotic
but no less interesting processes, such as cosmic string
networks, non-standard inflation, or phase transitions in
the early Universe (see, e.g., Refs. [1, 8, 9]).

Three major PTAs have been operating for over a
decade: the North American Nanohertz Observatory for
Gravitational Waves (NANOGrav [10]), the European
Pulsar Timing Array (EPTA [11]), and the Parkes Pul-
sar Timing Array (PPTA [12]). They moreover join ef-
fort within the International Pulsar Timing Array (IPTA
[13]). These PTA collaborations have been setting in-
creasingly stringent limits to the GWB amplitude, and
refining their analysis methods as systematics are bet-
ter understood. In the near future, the Square Kilome-
ter Array (SKA) [14] is expected to detect hundreds of
new low-noise millisecond pulsars [15], which will allow
the construction a highly sensitive PTA [16]. With such

large datasets, it is critical to have simple but robust and
versatile forecasting tools, in order to understand the sen-
sitivity of a PTA without having to run computationally-
demanding simulations. In a previous paper [17] (here-
after, Paper I), we laid down the bases of a Fisher for-
malism to assess the sensitivity of a PTA to a GWB with
generic frequency, angular, and polarization dependence.
In the present work, we explore in detail the angular de-
pendence aspect, using realistic PTA noise properties.

Most PTA data analyses assume that the GWB is
isotropic [18-22]. Although this is expected to be a
good approximation, some amount of anisotropy should
arise from the finite number of loud, nearby SMBHBs,
as well as the non-uniform distribution of cosmologi-
cal sources tracing large-scale structure [7, 23]. Other
sources of nanohertz GWs such as cosmic string net-
works [24-26] or domain walls [27] may also produce
an anisotropic GWB. A handful of studies have looked
into characterizing the sensitivity of PTAs to GWB
anisotropies. Refs. [23, 28, 29] computed the response
of pulsar timing residual correlations to an anisotropic
GWB, parametrized by its spherical-harmonic expansion.
Refs. [30, 31] developed a Bayesian analysis pipeline and
tested it against simulated GWBs. Lastly, Ref. [32] (here-
after TMG15) conducted a search for GWB anisotropies
by performing Markov Chain Monte Carlo (MCMC)
analyses of EPTA data. In order to keep computational
costs manageable, they limited their analysis to a subset
of 6 EPTA pulsars determined to be the most sensitive



for continuous gravitational-wave searches [33]. TMG15
found this dataset was not informative enough to con-
strain anisotropies, as their upper limits saturate the
physical prior which imposes a positive GWB intensity.

The main thrust of this paper is to build on the Fisher
formalism derived in Paper I, in order to assess the infor-
mation content of a real PTA, and in particular its sensi-
tivity to the angular distribution of the GWB intensity.
We start by laying out the basic formalism in Section II,
where we derive the weak-signal-limit Fisher matrix for a
GWB with a fixed frequency dependence, but arbitrary
angular dependence. To construct this Fisher matrix for
a specific PTA requires an accurate characterization of
the noise properties of each pulsar. To provide a specific
application of our approach as well as make contact with
the analysis in TMG15, we focus on the EPTA in this
paper. In Section IIT we describe how we infer the char-
acteristic noise strains of the EPTA pulsars using pub-
licly available timing data, and the public code Hasasia
[34, 35]. As a first application of the Fisher formalism, we
show how one can rank-order pulsar pairs — rather than
individual pulsars — by their contribution to the signal-
to-noise ratio (SNR) of an isotropic GWB. In particular,
in Fig. 3 we identify the best 44 EPTA pulsar pairs (out
of 861 available) that contribute 90% of the SNR2.

Furthermore we show how to use the Fisher matrix
to forecast the detectability of GWB anisotropies using
standard bases in Section IV. Specifically, we first con-
sider a toy model of a stochastic “hot spot” in a known
direction on top of an isotropic background, then forecast
the sensitivity of the EPTA to the GWB amplitude in a
finite number of coarse pixels, as well as to its spherical-
harmonic coefficients. Importantly, we show that a PTA
with Npair pulsar pairs can constrain the projections of
the GWB on at most Np,i, independent basis functions.
For generic choices of bases (e.g. coarse pixels or spherical
harmonics), these projections are, in general, statistically
correlated with one another and with the amplitude of
the GWB monopole. This implies that the sensitivity to
each projection and to the monopole is systematically de-
graded as one expands the set of basis functions — e.g. by
increasing the cutoff £, in a spherical-harmonic expan-
sion. In other words, the sensitivity to various GWB
anisotropies strongly depends on the priors.

In Section V, we explicitly derive the Ny statisti-
cally independent functions of direction that a PTA is
most sensitive to. These “principal maps” are simply
the eigenmaps of the Fisher matrix, and provide a model-
independent and PTA-specific basis on which to decom-
pose the GWB. They allow one to search under the lamp-
post provided by a given PTA. As an example application,
we discuss how one may use principal maps to attempt
to reconstruct the angular dependence of the GWB. We
find, however, that a useful reconstruction likely requires
a very large amplitude of the GWB, at least for the EPTA
data we used. In Section VI, we propose an alternative
approach to search for unknown anisotropies, in a model-
independent fashion, using a frequentist criterion.

The hurried reader may want to skip ahead to Section
VII, where we apply our formalism to the subset of 6
EPTA pulsars used in TMG15. We derive sensitivity es-
timates for the low-order spherical-harmonic amplitudes
in good agreement with their upper limits. We also clar-
ify the meaning of their pixel-by-pixel upper-limit map,
as well as their limits on high-order spherical harmonic
amplitudes, for which the number of independent param-
eters is larger than Npai,. We prove that the parameters
they constrain are not the pixel-by-pixel or spherical-
harmonic amplitudes of the true GWB, but rather of its
projection on the Np,i-dimensional space of sky maps
observable by the PTA. As a consequence, the derived
limits get worse with more pulsars, and cannot be inter-
preted as true upper limits. We sharply demonstrate our
point by closely reproducing their results using the Fisher
matrix and its principal maps. This comparison with ex-
isting results ought to provide a clear demonstration of
the usefulness of our Fisher formalism to forecasting the
sensitivity of real PTAs to anisotropies.

We discuss our results and possible extensions in Sec-
tion VIII. While we apply our formalism to the EPTA
in this paper, we emphasize that our approach can be
easily applied to any other PTA given the pulsar timing
and parameter files. To this end, we will make a version
of the Python script used in this paper public.

II. BASIC CONVENTIONS AND FORMALISM
A. Map notation and dot product in map space

Throughout this paper, we denote by Q) a direction in
the sky (i.e. a unit-length vector). We refer to functions
M : Q) — M(Q) as “maps” and denote them with bold
symbols when referring to the function itself. We denote
by 1: Q +— 1 the monopole map. Lastly, we define the
dot product of two maps M, M5 as follows:

M, - M, E/CZ?Ml(Q)Mg(Q). (1)

With this convention, the monopole map has unit norm,
and the average of a map M over directions is just 1- M.

B. Stochastic gravitational-wave background

We denote by hay(f,§) the GW strain at frequency
f and with propagation direction (. We assume that it
is a stationary Gaussian random field (as would be the
case if it is generated by a large number of uncorrelated
sources). It is therefore entirely determined by its rank-4
power spectrum, for which we give a complete geometric
description in Paper I. Here we focus on the total inten-
sity map Z(f) of the GWB, i.e. we assume that the strain



power spectrum takes the form

o (€, Q) o (f — f)
A 2
XI(,ﬂ Q)jabcd(Q)7 (2)

where the purely geometric (frequency-independent)
rank-4 tensor J,peq(£2) is given by

<h0«b(fa Q) :d(flv Q/)> =

jabcd( )_ 6L525LQ +5u25lsz 5;})5250{162, (3)

6ab = (sab — QaQb. (4)

We refer the reader to Paper I for the correspondence
of our frame-independent expressions with the frame-
dependent notation usually adopted in the literature, as
well as the generalization of Eq. (2) to a linearly and
circularly polarized GWB.

The GWB intensity is related to the characteristic
strain h.(f) through

PO o 1)
1.7 / -5t (5)
Equivalently, we may write
1.0 = 3 " pir, 0, (©

where P(f) is the (frequency-dependent) angular distri-
bution of GWB intensity, with unit angle average.

C. Pulsar timing residuals correlations

Consider a pulsar p, in the direction p. The times of
arrival (TOAs) of its pulses are a combination of a de-
terministic term due to intrinsic processes (such as the
spin-down of the pulsar or variations in the position of
the pulsar on the sky), a pulsar-specific intrinsic noise
term NN, uncorrelated between different pulsars (due to
measurement noise, variations of the dispersion measure,
as well as any intrinsic stochastic processes, such as pul-
sar ‘jitter’), and additional stochastic contributions cor-
related among pulsars. In this paper, we assume that the
latter are exclusively generated by the GWB, and neglect
additional sources of correlated noise, such as global clock
and ephemeris errors [19, 36, 37]. After fitting for a de-
terministic timing model, the pulsar time residual R, is
thus

R, =N, + RSW. (7)
We define the (one-sided) cross-power spectrum

Rpq(f) of the total time residual at pulsars p, ¢ as fol-
lows:

(Rp(NRG(f)) = ———

and similarly define Rg‘qw( f) as the cross-power spectrum

of the GW-induced timing residuals RS’W. The cross-
power spectrum of the intrinsic noise is defined as

o= Ds ). )

In Paper I we derived the following simple compact form
for the linear relation between quw( f) and Z(f):

(Np (/)N (f)) =

1+5pq
(4 f)?

where the pairwise timing response function, 74, is the
map with values

Ry () =

i Z(f); (10)

o (i 000
) = e T )
~(1=p- Q1 —4-9). (11)
Using Eq. (6), we may rewrite Eq. (10) as
_ hZ(f)
quvv(f) - qu(f) 127T2f3’ (12)
where
Tya(f) = 201+ 8p)vzq - PUS) (13

is the frequency-dependent “overlap reduction function”.

If the GWB is a pure monopole, the timing residual
cross correlation is is proportional to the Hellings and
Downs function [38], and only only depends on the dot
product p - ¢ through the function

H(p- @) =vp5- 1. (14)

Specifically, this function is given by, for u = p - q,

1) In (i”) . (1)

Note that we do not impose any normalization on the
Hellings and Downs function #H(u): it is simply defined
as the response to an isotropic GWB intensity with unit
amplitude, through Eq. (14). In particular, H(1) = 4/3.

M) = 2T 4001 -

D. Gaussian likelihood for the GWB intensity

In what follows we use capital indices to label unique
pairs of distinct pulsars, e.g. I = (p,q) = (q,p) for p # q.
We then define Ry = Rpq, 71 = Vpg, and Hy = H(p - §).

Let us define R;(f) to be unbiased estimators of the
timing residual cross-power spectra at a given frequency
f. Assuming that the only source of correlated tim-
ing residuals for distinct pulsirs is the GWB, these
estimators have mean value (R;) = REW. In prac-
tice, one cannot directly construct finite-variance esti-
mators of the cross-power spectra, but only of finite



bandpowers, from which one may then extract ﬁI( )
for sufficiently narrow bands, see Paper I for details.
Mathematically, the covariance matrix of the estimators

Cry = cov (ﬁ;(f),ﬁJ(f)
the bandwidth A f used to estimate the bandpowers: we
denote it as

) is inversely proportional to

Aif Q:I.]a
where both C;; and €;; depend on frequency.

Estimators of R; at frequencies separated by more
than ~ 1/T are uncorrelated, where T is the characteris-
tic observation time. If the estimators are constructed
from a sufficiently large number of uncorrelated data
samples, we may approximate their probability distribu-
tion P as the product of uncorrelated multivariate Gaus-
sians:

P (R} ) > T
¢if (Ro(H) =RGV(H) ]
~ exp [— %/dfz (ﬁl(f) _R?W(f))
1J

er) (Rah) =RV () ] 7

Cry = (16)

- REV())

- ;Af%: (Reth)

(17)

where the second approximation holds provided the fre-
quency bands are narrow, Af < f.

As is standard in Bayesian data analysis, one may in-
terpret this probability distribution as the likelihood L of
the signal Z(f) given the data (assuming flat priors):

L(T)xP ({ﬁ,} ‘I)

It is useful to write this probability explicitly as a Gaus-
sian distribution for Z. To do so, we first define the maps
~7, as the unique linear combinations of the Np,ir pair-
wise timing response functions that satisfy v7-v; = 0r.
These are the dual maps (not to be confused with com-
plex conjugates) of the pairwise timing response func-
tions. We then define the following estimator of the in-

tensity map:
I(f) = (4nf)* Y Ralf)vi
J;

We may then rewrite the likelihood (18) in the form
L(T) x

exp [—;/df (I

where G(f, 2, Q') is a continuous inverse covariance “ma-

trix”, given by
(4rf) f (4 )4 Z 1($

(18)

(19)

~3() -6+ (2() - Z(0)| 0

g(f, Q Q IJ'VJ ) (21)

E. Weak-signal limit

In Paper I we derived the weak-signal limit of € ;:

1 ay(f)ai(f)

2

g,
Crym —— 2106,
Y T T (AT

I'=(p,q), (22)

where 7,(f) is the transmission function, which accounts
for the loss of information when fitting a deterministic
timing model [39], and T}, = min(T},,7,) is the mini-
mum observation time of the pulsar pair (p,q) (or more
generally, the time of overlap between the two pulsar ob-
servations). This limit holds if the GWB-induced timing
residual is subdominant to the intrinsic timing noise for
each pulsar, and at every frequency, i.e. if

I(f) < (4n f)?a2(f), Vp, V.

In what follows we adopt the compact notation of
Ref. [39] and define the characteristic noise strain for pul-
sar p as

(23)

()2 fo3(F)

9 3
e S A

(24)

The factor of 3/4 arises from the Hellings and Downs
normalization convention in Ref. [39]; we chose to use
exactly the same definition for h., as in that paper to
avoid any confusion. With this notation, we find the
following expression for the weak-limit intensity inverse-

covariance:
G(f.0,9) ~ ng (@), (25)
where, for I = (p, q), we have defined
9 2T
g =-__ - Pn 26
)= 55, (k2,1 (#6)

F. Application to a GWB with a power-law
frequency dependence

It is of course easier to search for signals with a specific
frequency dependence. In the remainder of this paper, we
will specialize to a GWB whose frequency and direction
dependence factorize, and with a power-law frequency
dependence, of the form

A©)

I(fv Q) = (f/fyr)_Qa ) a>0, (27)

where fyr = (1 year)~!'. With this convention, and as

can be seen from Eq. (5) the characteristic strain takes
the form he(f) = Ap(f/fyr) ™%, where A2 =1 Ais the
angle average of A.

While we keep our expressions general, for numerical
applications we will specialize to a power law a = 2/3.
Indeed, this is what is expected from a population of



SMBHBS on circular orbits, shrinking exclusively due to
GW emission [40]. The true frequency dependence may
differ from this simple form, especially at low-frequencies
if the binaries are eccentric or if environmental effects
such as stellar hardening and/or gas torques are driving
the binaries to merge instead of GWs [1, 5, 41]. Note
that our formalism can readily be applied to an arbitrary
frequency dependence.

We now want to rewrite Eq. (20) as a likelihood for \A.
To do so, we define the dimensionless Fisher “matrix”

F(O,0) = Z]:I Yr(Q)y1(€), (28)

Fi= /df f/ZYJ;Q

as well as the inverse-variance-weighted estimator ampli-
tude map

gr(f), (29)

L / o Yl

The likelihood of the GWB amplitude A is then propor-
tional to

Gr(f)(4nf)*Re(f). (31)

L(A) x exp [—;(A— A FA-D|. 32

Equations (28) and (32) are fundamental to all the forth-
coming calculations in this work.

The total SNR? for an arbitrary GWB with amplitude
A is given by

SNR*=A-F- A=) Fily, - A°.  (33)
I

We see that for each pulsar pair, the coefficient F; char-
acterizes its overall sensitivity to a power-law GWB, and
the pairwise-timing response function «; characterizes its
angular response.

Before moving on, let us remark that, given Npai, dis-
tinct pulsar pairs, there are at most Np,i, independent
detectable components of the GWB. In particular, a PTA
is completely blind to the projection of the GWB per-
pendicular to all the pairwise timing response functions.
Specifically, given an amplitude A, we may always de-
compose it as a piece AH which is a linear combination
of the +,’s, and a piece A, orthogonal to all of them;
the latter is completely undetectable by the PTA The
estimator A generalizes the “optimal statistic” AGWB
[19, 42] to an anisotropic GWB. It is an unbiased estima-
tor of the observable piece of the signal Aj|, but of course
not ofAthe full map A. We can therefore equally write

.ﬁE.AH.

G. Contribution of anisotropies to timing residual
autocorrelations

The GWB also contributes to each pulsar’s timing
residual autocorrelation (or power spectrum). These au-
tocorrelations differ from the cross correlations in an es-
sential aspect: one does expect a non-zero autocorre-
lation even in the absence of a GWB, due to intrinsic
noise. In the analysis of real data, one must therefore
search simultaneously for an appropriately parametrized
intrinsic noise spectrum, for each pulsar, jointly with a
GWB-induced noise common to all pulsars (a “common
red noise”). Because of the unknown intrinsic noise, one
therefore cannot hope to ever achieve a detection of the
GWB with autocorrelations alone [43]. Still, autocorre-
lations do contain information about the GWB: at the
very least, they can be used to set upper limits on its
amplitude.

Here we expand on a point that we made in Paper I:
a pulsar’s autocorrelation term is sensitive to the GWB
anisotropy. In other words, GWB anisotropies contribute
a common red noise. While this fact can be readily
inferred from the expressions for the overlap reduction
functions given in Ref. [23], it is unclear whether this im-
portant point has been accounted for in previous searches
for anisotropic GWB. Moreover, here we show that only
the GWB monopole, dipole and quadrupole contribute
to pulsars’ autocorrelations.

From Egs. (10) and (27), the GWB contribution to the
single-pulsar timing residual power spectrum is propor-
tional to v - A. As we saw in Paper I, the single-pulsar
timing response function 7,313(@) is a linear combination
of a monopole, dipole projected along p, and quadrupole
twice projected onto p:

m(fl)zé—% Q+p (smﬂ ;5 ) (34)

3

Let us define the following geometric decomposition of
the GWB dimensionless amplitude:

3
=A0+32Aifli

i=1

A(Q)

3
15 i (i 1 )
5 A (Q O — 35]) +AAG),  (35)

,j=1

where the tensor Aj is symmetric and trace-free (thus
has 5 independent components), and AA only contains
contributions that are octupolar and higher order. The
components Ag, Al and A3 are uniquely defined through

A= A1, Agz/‘mA( L (36)

AV = / dZQA( )(Qiﬂj;&j). (37)

They are, respectively, the monopole, dipole and



quadrupole components of the GWB. With this decom-
position, we obtain

Vs A 7A0—2Zp Al + Z PAY. (39
,j=1

Thus, as noted in Paper I, the auto-correlated power
spectra constrain specific combinations of the GWB
monopole, dipole and quadrupole. Importantly, when al-
lowing for anisotropies, one must self-consistently prop-
agate their impact on the single-pulsar noises, i.e. one
must account for “common red processes” which arise
from the dipole and quadrupole pieces of the GWB, in
addition to its monopole. If autocorrelations are used
to set upper limits on a common red process, their de-
pendence on dipole and quadrupole GWB anisotropies
systematically degrades the inferred upper limits on the
monopole.

One of our main objectives here is to explore the abil-
ity of PTAs to detect the GWB. While autocorrelations
do contain information, they cannot be used to claim a
detection [43]. As a consequence we focus on the corre-
lations between different pulsars in the remainder of this

paper.

III. DATASET USED IN THIS PAPER

Throughout most of this paper, to provide a concrete
example, we will apply our formalism to the full EPTA
dataset described in the last data release [44]. The EPTA
is composed of the high-precision timing of 42 millisecond
pulsars for up to 17 years with an overlap of 21 pulsars
with the NANOGrav Nine-Year dataset [45]. We show
the locations of the EPTA pulsars relative to the Galactic
plane in Fig. 1.

Out of the 42 EPTA pulsars, six were determined to
contribute 90% of the SNR? in simulated continuous GW
searches [33], and were used for searches of anisotropies in
the GWB in Ref. [32] (hereafter, TMG15). Specifically,
these six pulsars are J0613-0200, J10124-5307, J1600-
3053, J17134+0747, J1744-1134, and J1909-3744. Their
locations in the sky are shown in Fig. 1, and their char-
acteristic noise strains in Fig. 2. We will use this subset
of the EPTA in Section VII to compare our sensitivity
estimates to those of TMG15.

A. Evaluation of the characteristic noise strains

As described in the previous section, the primary quan-
tity characterizing pulsar noise properties is the charac-
teristic noise strain. Here, we explain how we estimate
the characteristic noise strains of all 42 EPTA pulsars.

We model the intrinsic white noise in the standard way:

[(OR(t:)0Ry (1)) e = (EFAC,,p 02,

white

+EQUADZ, )dy;,  (39)

J101245307 — %

e
ﬁﬁ( J1713+0747 * Ye

v X
B J1744-1134. Tx=-J0613-0200

FIG. 1. Locations of the EPTA pulsars, in equatorial coor-
dinates. We use the full EPTA dataset in Sections ITI-VI.
The subset of 6 highlighted pulsars is used when compare our
results to those of Ref. [32] in Section VII. The background
map is the Stockert and Villa-Elisa 1.4 GHz continuum map
[46, 47], which situates the positions of the pulsars relative to
the Galactic plane.

where t; is the i*" time-of-arrival of pulsar p, Op,i is the
uncertainty in the i*" timing residual of pulsar p, and the
white noise parameters, EFAC, ;, and EQUAD,, ;,, are in-
cluded for each observing system b (i.e. different telescope
and/or backends). EFAC is dimensionless and EQUAD
has dimensions of time (we use units of seconds for our
analysis). Our priors on these parameters were a flat-
linear prior on EFAC € [0.01,10] and a flat-log prior on
EQUAD € [10785,1073] sec. The effects of variations
in the dispersion measure (DM) and intrinsic red-noise
(RN) were modeled with a power-law spectral density of
the form

(f/fyr) *yr3, X = RN or DM, (40)

U?),X(f ) 12 7'('2
where Agry is independent of radio frequency v whereas
Apym o< 2. We use a flat-linear prior on the power-law
indices, vx € [0, 7] and a flat-log prior on the dimension-
less amplitudes Ax € [10720,10~!], for both RN and
DM. The prior on the power-law indices have been cho-
sen so that they range from white noise (yx = 0) to
the steepest power-law for which the fit to the timing
model removes any dependence on the functional form for
these spectral densities at low frequencies (f < 1/Tobs)
[48]. This range also covers the expected variation in the
power-law index due to random walks in phase, period
and period derivatives (which give yrn = 2,4, 6, respec-
tively) [19]. Note that we do not include a “common red
noise” process in our analysis. This is consistent with
our weak-signal assumption, and allows us to fit for each
pulsar noise properties independently.

In order to extract values for these noise parameters
we used the Parallel Tempering Markov-Chain Monte
Carlo sampler PTMCMCSampler [49], the PTA software
Enterprise [50], and the TOA and timing model param-
eters used in the EPTA data release [51] from the EPTA
repository [52]. We set the noise parameters to equal
their median values from MCMC chains that contain 10°
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FIG. 2. Characteristic noise strains for 6 of the EPTA pul-
sars, produced using publicly available EPTA data [51] and
Hasasia [34, 35], see main text for details. The spikes at
1/yr and 2/yr arise from degeneracies with the Earth’s or-
bital motion when fitting the pulsar position and distance.
For J1713-0747, the spike at f &~ 5.4/yr is at the 67.8-day
period of this binary system.

samples. We have confirmed that our noise parameters
match well with the noise analysis described in [53].

After we have estimated the noise parameters for each
pulsar we use Hasasia [34, 35] to compute the total noise
power spectrum ag( f), transmission function 7,(f), and
characteristic noise strain h.,(f), for each one of the
EPTA pulsars. As an illustration, we show the charac-
teristic noise strains of 6 of the EPTA pulsars in Fig. 2.
We will use these specific 6 pulsars when comparing of
our results with those of TMG15 in Section VII.

B. Best pulsar pairs for isotropic GWB searches

In what follows we determine which pulsar pairs con-
tribute most to the total SNR? from a cross-correlation
analysis. We will see that only a small number of pul-
sar pairs are needed to get most of the SNR2. A similar
analysis was performed in Ref. [54] for the Parkes PTA;
here we consider the EPTA and provide a much simpler,
analytic calculation.

As can be seen from Eq. (33), for a general GWB, each
pair I contributes F;(v; - A)? to the SNR?. The rela-
tive ranking of pulsar pairs thus depends on the angular
dependence of the GWB, and there is no universal rank-
ing that holds for an arbitrary GWB. Since we expect
the GWB to be predominantly isotropic, it is sensible to
rank pulsar pairs under this assumption.

For an isotropic GWB A(f)) = A2, from Eq. (33) we
see that the SNR? is given by

SNR? = A} > Fr M7, (41)
I

First, to check the soundness of our analysis, we esti-
mate the 95% sensitivity to a monopole, A?LM’, such that

SNR[A)”] = 2. Using Eq. (41), we find

—1/4
AP =2 (Z Fr H%) : (42)
1

Using the characteristic noise strains we computed for the
EPTA dataset, we find A5°” = 2.5 x 1071, If we restrict
ourselves to the 6 EPTA pulsars used in Refs. [20, 32], we
find instead A9°% a 3.4 x 107!, This lies between the
95% upper-limit values found in these references, of 3.0 x
10715 [20] and 3.9 x 10715 [32]. This gives us confidence
that our characteristic noise strains provide a realistic
description of the data.

From Eq. (41), we see that for an isotropic GWB, each
pair I = (p,q) contributes A} F;H? to the SNR?. We
have ranked the 861 pulsar pairs of the full EPTA dataset
in terms of their contributions to the SNR?. In Fig. 3
we show the normalized cumulative contributions of the
best 44 pulsar pairs, which contributed 90% of the SNR?2.
While this is three times as many pairs as what can be
constructed with the 6 pulsars used in Refs. [20, 32], these
44 pairs represent 5% of the total number of pairs in the
full dataset, and should still constitute a manageable col-
lection of data. Moreover, we find that the 6 pulsars used
in Refs. [20, 32] only contribute 26% of the total SNR? for
an isotropic GWB, while the best 15 pairs would amount
to 68% of the SNR?2, as can be seen in Fig. 3.

This result is of significant importance to speed up
future analyses of real data. It is well known that ac-
counting for all the correlations between pulsar pairs in a
full Bayesian analysis of timing residuals is computation-
ally challenging. Here we see that it suffices to include
a small, manageable number of pulsar pairs to recover
most of the SNR2. Our simple Fisher formalism allows
us to efficiently determine which pairs to use for any given
dataset. This can be done not only for an isotropic GWB,
but also for any assumed angular dependence, if desired.

IV. SENSITIVITY TO GWB ANISOTROPIES
USING STANDARD BASES

A. General approach

Suppose that we model the GWB amplitude to be a
linear combination of known maps M ,,:

A=Y A,M,, (43)

where A,, are scalar amplitudes. The maps M, could
be, for instance, spherical harmonics, or Dirac functions
centered at specific directions in the sky. They can be,
in general, any set of linearly independent maps, and
need not even be orthogonal nor normalized. We can
always define the dual maps M, (not to be confused with
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J171340747 and J1640+2224 -
J1744-1134 and J17134-0747 A
J1909-3744 and J1744-1134 {
J1909-3744 and J1640+2224 A
J1857+0943 and J1744-1134
J1857+0943 and J1713+0747 -
J1857+0943 and J1640+2224 4
J1744-1134 and J1640+2224
J1909-3744 and J1012+5307 A
J1909-3744 and JO751+1807 A
J1640+2224 and J1012+5307 -
J1744-1134 and J0613-0200 -
J2124-3358 and J1909-3744 -
J1640+2224 and J0613-0200 4
J1713+40747 and J0613-0200 4
J1911+41347 and J1909-3744 4
J1918-0642 and J1909-3744 -
J2010-1323 and J1909-3744 -
J1857+0943 and J0613-0200 4
J2317+1439 and J1909-3744 4

J1744-1134 and J1643-1224 A
J1909-3744 and J0613-0200 4
J1918-0642 and J1857+0943 -

J1918-0642 and J1744-1134 -
J171340747 and J1012+5307 -
J1909-3744 and J1600-3053 A
J1744-1134 and JO751+1807 A
J2317+1439 and J1640+2224 -
J1857+0943 and JO751+1807 -
J1744-1134 and J1730-2304 -
J1640+2224 and J1022+1001 -
J2145-0750 and J1640+2224 4
J2317+1439 and J1744-1134 {
J1744-1134 and J1600-3053 -
J1909-3744 and J1730-2304 -
J17134+0747 and J1643-1224 4
J1857+0943 and J1012+5307 4
J1012+5307 and J0613-0200 A
J2317+1439 and J1713+0747 -
J1909-3744 and J1804-2717 A
J0751+1807 and J0613-0200 4
J1911+1347 and J1744-1134 {
J1909-3744 and J1751-2857 -
J1643-1224 and J1640+2224 A

FIG. 3. Normalized cumulative SNR? for an isotropic GWB with characteristic strain he(f) o« f~23. The total SNR?
is computed with the full EPTA array of 42 pulsars [44], corresponding to 861 distinct pairs. This figure only shows the
contributions of the best 44 pairs, labeling the z-axis, required to reach 90% of the SNRZ.

complex conjugates), such that M, - M = np. Given

~

the estimator map A, we may then define A,, = M - A.
The probability distribution £(.A) given in Eq. (32) can
then be interpreted as a joint probability distribution for
the set of coefficients {A,}, and be recast in the form

P({An}) o< exp _% Z(-Am - ﬁm)an(An - A\n) (44)
Fo.=M,,-F-M,. (45)

In other words, the coefficients A, are Gaussian-
distributed, with mean A,,, and covariance

cov(An, Am) = (F ™) mn. (46)

In particular, upon marginalizing over all other parame-
ters, the probability distribution of any single parameter
A, is a Gaussian with mean A,, and variance (F~1),,.
This means that, to be able to claim a 95%-confidence de-
tection of a non-zero coefficient A,,, the underlying true
parameter needs to satisfy A, > A?f%, where

AB% =2\ /(F~1),. (47)

This represents a threshold for detection, i.e. allows us
to forecast the sensitivity of a given PTA. Note that
(F~Y)pn > 1/F,,, unless the map M, is statistically
uncorrelated with all other maps. Therefore the sensitiv-
ity to any given map amplitude A, is always degraded if
one simultaneously searches for other amplitudes.

It is important to note that at most Npa;; map am-
plitudes can be simultaneously searched for. Indeed, the

Fisher matrix F only has rank Npa.i, as can be seen
by writing Eq. (28) formally as a sum of tensor prod-
ucts F =Y ; Fr v; @ ;. Therefore, the matrix F,,, is
guaranteed to be singular if it has more than Npai rows
and columns. In other words, at most Ny, parameters
can have finite variance. In practice, one can still set
upper limits even with more than Np.i, parameters, if
additional priors are included (e.g. physical priors, or a
prior based on the auto-correlation functions of individ-
ual pulsars). But in order to be able to claim a detection,
at most Npair parameters can be simultaneously searched
for.

B. A toy problem: monopole and hot spot with a
known direction

As a first application of this formalism, let us con-
sider a simple toy problem, with only two basis maps.
Suppose that external considerations lead us to expect a
GWB “hot spot” in known direction (2., in a addition to
a background monopole. Note that we are still consider-
ing a stochastic “hot spot”, i.e. this cannot be generated
by a single binary, but rather must originate from a con-
centration of many binaries radiating incoherently. Both
the hot spot and monopole have an unknown amplitude.

Mathematically, we assume that the GWB amplitude
takes the form

A(Q) = Ay + 4mA16p(0;40,). (48)

Note that this is a different split between monopole and



hot-spot than adopted in Ref. [29] and Paper I; with the
convention (48), the amplitude of the hot spot is un-
bounded from above. One can interpret A as the ampli-
tude of a background monopole, on top of which the hot
spot sits. The total monopole amplitude is then Ag+.A;.
In the notation of Section IV A, the maps M, M are
Mo=1, M;:Q~ 470p(Q;Q.). (49)
The two maps My, M1 are not orthogonal, and more
importantly, are in general not statistically independent,
in the sense that My - F - M, # 0.
Applying the formalism of Section IV A, we must first
compute the 2 by 2 inverse-covariance matrix Fy,,. For
any given {2, its components are

Foo =Y FiHj, (50)
I
Fo1 = Fio = Z}—IHI'YI(Q*)a (51)
I
Fiy=>_ Frly(Q))P (52)
1

The covariance matrix of the amplitudes (A, .A;) is then
the inverse of F. In Fig. 4, we show the minimum back-
ground monopole and hot-spot amplitudes detectable at
the 95% confidence level, as a function of the direc-
tion of the hot spot. We see that the sensitivity to

the background monopole amplitude \/Ag‘r’% varies from

2.5 x 107! to 3.3 x107'?, depending on the assumed
location of the hot spot. This is to be compared with the
estimated EPTA sensitivity to a monopole-only GWB,
AP% ~ 2.5 x 1071°. We thus see that searching for
a monopole simultaneously with another map, in this
case a hot spot, systematically degrades the sensitivity
to the monopole relative to the case where one assumes
the GWB is a pure monopole. This is due to the statisti-
cal correlation (i.e. non-zero matrix element Fp;) between
the two maps.

It is important to emphasize that this analysis applies
to a hot spot in a known direction. Without prior knowl-
edge of the hot spot direction, it is not possible to set
any constraint on its amplitude, as the number of free
parameters would then be infinite, thus exceeding Npair.
As mentioned, this is mostly a toy problem, as in prac-
tice it is highly unlikely that one would expect only one
single spot at a time. Next we consider a more realistic
setup, where we simultaneously constrain the amplitudes
of the GWB in multiple coarse pixels.

C. Detectability of coarsely pixelized anisotropies

As explained earlier, we may simultaneously search for
at most Npair independent amplitudes of the GWB. It
is therefore not possible to simultaneously constrain the
GWB in all pixels in the sky. We can, however, mean-
ingfully analyze the amplitudes of GWB in Npix < Npair

2.5 2.7 29 3.1 3.3
(45" (=) [x107]

FIG. 4. Minimum amplitudes of a background monopole
(top) and hot spot (bottom) detectable at the 95% confidence
level by the EPTA, as a function of the hot spot direction
—,. This assumes the GWB consists of a monopole and a
single hot spot originating from a known direction.

coarse pixels. For this analysis, we will use the HEALPix
pixelization [55] into Npix = 12N2,, pixels of equal area
47 /Npix. We define the Ny coarse-pixel basis functions
P, such that PR(Q) = 1if Q is within the n-th pixel, and
0 otherwise, and search for coarse-grained anisotropies of
the form

Npix

A=>" AP, (53)

n=1

To compute the discrete Fisher matrix coefficients Fi,,,,
we need to first computed the dot products v;4 - Ppn =
ﬁ(?’pq%a where (M), is the average of map M in the
n-th pixel. The latter is obtained by “degrading” the
map to a resolution of Npiy.

The 861 distinct pulsar pairs afforded by the EPTA
allow us to use Nyq. as large as 8. We show the 95% sen-

sitivity A?f’;/;’x = /A%% in each coarse pixel in Fig. 5,



for Ngige = 1,2,4, corresponding to Npix = 12,48 and
192, respectively. For Ngge = 8, we found that the
768 x 768 coarse-pixel covariance matrix is numerically ill-
conditioned, thus do not consider this case. We see that
the pixel-by-pixel sensitivity degrades dramatically as
Nsige is increased (especially in the less well-constrained
parts of the sky). Note also that the lower Npiy limits
cannot be simply recovered by degrading the higher Vi«
limits, as the order of map-degrading and inverting the
Fisher matrix cannot be interchanged.
The average characteristic strain squared is given by

Npix
An, (54)

n=1

1
A2 =
Npix

which has variance

var (A7) = —— Z cov(Ap, Am), (55)

PIX n.om

translating to a 95% sensitivity (142517‘/’)2 = 2y/var (437).
For the EPTA, we find A% = (4.6,5.0,7.8) x 10~
for Ngge = 1, 2,4, respectively. This is to be contrasted
with Az‘r’% = 2.5 x 10715 if the GWB were known to
be strictly isotropic. This highlights once again that the
general form assumed for the GWB strongly affects the
sensitivity to the monopole.

D. Detectability of spherical-harmonic amplitudes
1. Setup and physical prior

Following common practice [23, 32|, we may decom-
pose GWB anisotropies on the basis of real spheri-
cal harmonics Yy, (€2), which we normalize such that
Vi -Verm: = 600 6mm: (i.e. with a factor /47 larger than
the standard definition of spherical harmonics). Explic-
itly, we assume the GWB amplitude takes the form

Lrax

A= Z Z A/m yﬁm (56)

{=0 m=—¢

Note that this form assumes the rather stringent prior
that harmonic coefficients for ¢ > #,,.. all vanish.

In order for A to represent a physical GWB, it needs
to be positive everywhere. To our knowledge, there is no
simple analytic expression for this physical prior. Never-
theless, we can derive an approximation as follows. We
define the GWB anisotropy AA(Q) = A(2) — Ago. It
has the following variance over directions in the sky:

(8ap), = [ df[AA( P = AA AA

Lmax Lrmax

=Y Z A, =D 20+ 1)Ce, (57)

{=1 m=—/4 {=1

10

where we have defined

14
— 1 2
Co = DY E Afpn- (58)

m=—

A simple approximate physical prior follows: we require
that the monopole amplitude Agg is larger than twice the
rms anisotropy, implying

Lmax

Co>4> (20+1)Ce. (59)
/=1

This implies a conservative physical prior

Co
< —_— > 1.
Ce < 420+ 1) £z (60)

This simple criterion reproduces quite accurately the nu-
merical results of TMG15 (see inset in their Fig. 1). Our
conventions map to those of TMG15 through Ay, =
A,QLCZm/\/E, Co = A%Cl/élw. Note that the monopole co-
efficient is just the amplitude of the characteristic strain
squared, Aoy = A7, and that Co = A3, = A}.

2. Forecasted sensitivity of the EPTA

Let us start by pointing out that for a given maximum
0 = lyayx, the decomposition (56) includes (pax + 1)2
independent coefficients. It thus follows that one may
constrain the spherical-harmonic amplitudes from pulsar
pair cross correlations only if £pax < \/Npair — 1. For
larger values of £y,,y, the Ay, are then only constrained
by the physical prior. For the full EPTA, we may there-
fore use {nax < 28. For the subset of 6 EPTA pulsars,
one is restricted to fpax < 2.

We compute the covariance of the amplitudes Ay, as
described in Section IV A. Instead of showing the sensi-
tivity to the individual Ay, coefficients, we estimate the
detectability of the rotationally-invariant coefficients C,
defined in Eq. (58). Their mean and covariance matrix
are given by

1 14

<Cg> = m m;g Var(.AZm), (61)
cov(ApmAprm: )?
cov(Cr, Cr) = 2;[ Z e e+ @

The C, are not Gaussian-distributed (especially for small
). Nevertheless, we may define an approzimate 95% sen-
sitivity estimate as follows:

CP% = (Cp) 4 24/ var(Cy). (63)

Note that even for ¢ = 0, this gives C;°% = (1 +
2v/2)var(Ag) ~ 3.8 var(Ag), which is very close to the
correct 2-0 sensitivity C95% = 4 var(Ago).
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FIG. 5. Sensitivity of the EPTA to a coarsely pixelized GWB, for Npix = 12,48 and 192 HEALPix pixels. Specifically, this
shows the sensitivity in each coarse pixel after marginalizing over all other pixels.

We show CJ°% in Fig. 6, for several values of fpax.
We see that for any given coefficient Cy, the sensitivity
systematically degrades as fi.x is increased. In partic-
ular, as anticipated, the sensitivity to the monopole sig-
nificantly worsens as £« is increased. This is because
the monopole is correlated with other spherical harmon-
ics, and as one enlarges the space of functions to be
searched over, the uncertainty on the monopole ampli-
tude increases.

Let us remark that the coefficients Cy are statistically
correlated. We explicitly give their correlation coeffi-
cients in Tabs. I for £, = 2 and 5. We see that these
correlations coefficients are in general not small, and de-
pend on the chosen ;.

Finally, note that this analysis specifically estimates
the minimum amplitudes necessary for a detection,
through pulsar timing cross correlations. In addition,
the monopole, dipole and quadrupole can be constrained
by pulsar autocorrelations, as discussed in Section II G.
In the limit that autocorrelations constrain the £ = 0,1, 2
harmonic coefficients much more tightly than the cross
correlations, the variance of the remaining coefficients
should be obtained by inverting the Fisher matrix re-
stricted to these coefficients, leading to a lower noise for
the C; with ¢ > 3. We have checked explicitly that this
lowers the noise by no more than ~ 10 — 20%.

In conclusion, we have demonstrated that our Fisher
formalism allows to forecast the sensitivity of a PTA
to the spherical-harmonic amplitudes of the GWB, for
a given cutoff /.. We have applied this specifically
for the EPTA, and shown that the minimum detectable
amplitudes are systematically larger than allowed by
the physical prior, given current upper limits on the
monopole. This seems to indicate that spherical har-
monics are a suboptimal choice of basis for anisotropy
searches. We will specifically compare our results with
those of TMG15 in Section VII.
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FIG. 6. Approximate 95% sensitivity of the full EPTA to the
coefficients C, = 3", A7,,/(20+1), as a function of the cutoff
lmax, beyond which the coefficients are assumed to strictly
vanish. The physical prior is computed for a monopole upper
limit A, < 4 x 107' [32], and is systematically lower than
the minimum detectable anisotropy amplitudes.

V. PRINCIPAL MAPS OF A PTA
A. Motivation and formalism

As highlighted in the previous section, one of the chal-
lenges when using standard bases to decompose the GWB
intensity is that the amplitudes of the basis maps are
statistically correlated. Moreover, their covariance ma-
trix depends on the number of maps considered. As a
result, one cannot easily set model-independent limits on
the map amplitudes.

If one is completely agnostic regarding the angular de-
pendence of the GWB, it is best to search under the
lamppost, i.e. look for the amplitudes of maps which are
best-measured by a given PTA, and uncorrelated with
one another. To do so, we construct the Np,ir unit-norm
principal maps {M,}. They are defined to extremize
SNR? = M,, - F - M,,, under the normalization con-
straint M,, - M,, = 1. The solutions of this constrained



lrnax = 2
Co | C1 | C
Co 1 0.28 |1 0.33
Ci 1 ]0.12
lnax =D
Co | 1 Co Cs | C4 | Cs
Co 1 ]043|0.45|0.15|0.06 | 0.03
C1 1 ]0.33/0.20|0.07|0.05
Co 1 0.46 1 0.20 | 0.17
Cs 1 0.39 | 0.27
Cy 1 0.52
TABLE Dimensionless correlation coefficients

cov(Ce,Cpr)/+/var(Ce)var(Cer ), for max = 2 and flymax = 5,
using the EPTA pulsars. The ellipses indicate that the tables
are symmetric. This illustrates that the C,’s are statistically
correlated and that for a given pair £,¢, the correlation
coefficient depends on the assumed fpax.

optimization problem are simply the eigenmaps of the
Fisher matrix, i.e. maps that satisfy

1
2

n

F - M, =M, (64)

where we denoted the corresponding eigenvalues by
1/¥2. Since F is symmetric, its eigenmaps are orthog-

onal to one another and, importantly, uncorrelated with
one another:

5mn

We may rewrite the Fisher matrix as a direct sum of
tensor products of the principal maps:

1
F= ZE—%Mm@Mn. (66)

Any GWB amplitude A(Q) can always be written as
a linear combination of the Np,i, eigenmaps and a piece
orthogonal to all of them:

A:AH—"_AJ_? (67)
Npair
A” = Z A, M, A -M,=0 Vn (68)

n=1
In that case, the total SNR? is given by

SNR2[A(Q)] = Z

n=1

.A2
2

(69)

From Eq. (69), we see that the minimum amplitude of the
eigenmap M, detectable with SNR = 2 is A,, = 2%,,.

12

The eigenmaps for an orthonormal basis of the Npai-
dimensional space of observable maps for a given PTA.
Maps A, which are orthogonal to this space are com-
pletely unobservable, i.e. have infinite noise.

To compute the eigenmaps in practice, we first write
them in the form of linear combinations of the pairwise
timing response functions:

Ma(Q) = M Fr (). (70)
T

The eigenvalue problem (64) is then equivalent to the
finite-dimensional eigenvalue-problem

1
> FuM; = 7 Mo (71)
J n

where the symmetric Npair X Npair matrix Fry has ele-
ments

Fry=vFrFryr-vy- (72)

We show the first 9 eigenmaps of the EPTA in Fig. 7.
These maps look very different from any known analytic
basis functions (such as spherical harmonics): indeed,
they reflect the properties of a particular PTA. We show
the eigenvalues (translated into a detectability threshold
in characteristic strain) of the first 20 eigenmaps in Fig. 8.
Note that beyond the first ~ 20 eigenmaps, the noise
eigenvalues ¥, start increasing exponentially with n.

One can use the principal maps as a basis to decompose
the observable GWB, and follow the same formalism as
in Section IV. The advantage of using this basis is that
the map amplitudes are statistically uncorrelated. As
a consequence, upper limits obtained on any given map
amplitude do not depend on the cutoff. In particular,
one could start by searching for the amplitude of the first
principal map alone, then search simultaneously for the
amplitudes of the first two maps, etc..., and not change
any of the sensitivity estimates.

B. Application: map reconstruction

Several map-making methods for the GWB have been
proposed, from a potential high-frequency GWB in the
LIGO-band [56-60], to millihertz LISA band [57, 61-66],
to the nanohertz PTA band [23, 28-30, 42]. There are
also studies exploring methods to extract maps of con-
tinuous gravitational waves [67, 68]. Here we propose a
new reconstruction method for the GWB, relying on the
principal maps.

In principle, given Np,ir estimated timing residual
cross-spectra 7%1( f), one can build an estimate of the
underlying GWB intensity from Eqgs. (30)-(31). How-
ever, in the weak-signal limit, all the estimators le\z are
individually noise-dominated. Collectively, however, a
PTA may still measure some independent pieces of in-
formation with high signal-to-noise ratio: these are pre-
cisely the amplitudes of the lowest-noise principal maps,
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FIG. 7. First 9 principal maps of the EPTA, ordered by increasing noise. The maps have unit norm and their sign was chosen
so that their average value (i.e. projection on the monopole) is positive, i.e. My -1 > 0.

A\n =M, A. Concretely, using this expression with
Eq. (31), we see that the A, are linear combinations
of the timing residual cross-spectra R 1(f), appropriately
integrated over frequencies.

We can then use the principal maps to attempt to
“reconstruct” the GWB angular dependence. Provided
some of the individual principal map amplitudes .»Zl\n
are measured with sufficiently high individual SNR,, =
A, /En (say, SNR,, > 3), we can define the reconstructed
map

AI‘SCOI] = Z An Mn~ (73)

n;SNR,, >3

This procedure is analogous to the production of “dirty
map” in radio interferometry, i.e. including the contribu-
tions of observed “visibilities”, and setting the remaining
(unobserved) piece to zero. Unlike interferometry, how-
ever, the ability to reconstruct a map is a strong function
of its amplitude. Indeed, for a single interferometer, dif-
ferent visibilities typically have comparable noise, and as
a consequence all contribute to the dirty map once any
one of them is detected with sufficiently high SNR. In
contrast, the noise of principal maps of a PTA increases

steeply with the principal map number, see Fig. 8 for the
principal maps of the EPTA. Note that this property is
not a result of unequal pulsar noises: even for an array
of equal pulsars, densely and isotropically distributed on
the sky, the eigenvalues of the Fisher matrix are steep
function of principal map index (see Fig. 4 in Paper I).

We illustrate the map reconstruction technique with
the EPTA in Fig. 9. In the top row, we show the recon-
structed maps obtained if the underlying GWB is a pure
monopole, with amplitudes Ay = 10714, v/3 x 10714,3 x
10714, from left to right. The bottom row shows the
reconstructed maps obtained if the underlying GWB is
proportional to the map shown in Fig. 10, with the same
monopole amplitude. We see that even with these very
large amplitudes, the reconstructed maps have little re-
semblance with the underlying GWB intensity distribu-
tion. Note, also, that the overall amplitude of these maps
(corresponding to total SNR of 30, 100 and 300, respec-
tively, from left to right), is so large that they are most
likely inconsistent with the weak-signal limit.
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FIG. 8. Noise eigenvalues of the first 20 principal maps of
the EPTA. Specifically, the principal maps are normalized to
unity, and here we show the minimum amplitude of the co-
efficients multiplying them (with dimensions of characteristic
strain) required for a 95%-confidence detection.

C. Possible extensions of principal maps singling
out the monopole

The principal maps provide a useful basis to decom-
pose the GWB if one is fully agnostic about its angular
distribution. In practice, however, this is not the case:
one does expect a significant monopole component in the
GWRB. In other words, physical considerations isolate a
preferred map, which should always be included in GWB
searches. This map is in general different from the prin-
cipal maps, which are entirely based on the noise and
geometric properties of the PTA, rather than external
physical considerations.

Fig. 11 shows the monopole components of the first 20
EPTA principal maps, as well as their correlation coef-
ficient with the monopole. Even though the monopole
has the largest projection on the first principal map, we
see that it still has significant projections on and correla-
tions with some of the higher-order eigenmaps. In other
words, higher-order eigenmaps are (¢) not anisotropic and
(i1) statistically correlated with the monopole.

In order to alleviate issue (), one could try to construct
a set of “principal anisotropies”, {4, }, which are orthog-
onal to the monopole, i.e. satisfy A, -1 = 0. One would
then find the unit-norm maps extremizing A, - F - A,
under this additional constraint. This optimization prob-
lem admits Npair — 1 solutions, which, in addition to
the monopole, form a basis of Np,ir maps which can be
used to search for a monopole and anisotropies. How-
ever, the principal anisotropies derived in this fashion
are in general statistically correlated with the monopole,
A, - F -1 #0, thus would inflate the error bar on the
monopole when included in a search.

To alleviate issue (i), one could construct a set of
“monopole-uncorrelated maps”, {B,,}, which are uncor-
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related with the monopole, i.e. satisfy B, - F -1 = 0.
One would then find the unit-norm maps extremizing
B, - F - B, under this additional constraint. This opti-
mization problem also admits Npai, — 1 solutions, which,
in addition to the monopole, form a basis of Np,ir maps
which can be used to search for a monopole and uncor-
related maps. However, the maps B, derived in this
fashion in general have a non-zero projection on the
monopole, B, -1 # 0. Thus, detecting a non-zero am-
plitude for these maps would not imply that one has de-
tected anisotropies in the data.

One could try and alleviate both issues simultaneously
by searching for a set of normalized maps C,which are
anisotropic and uncorrelated with the monopole, with
extremal SNR2. As long as F - 1 is not colinear with 1
(which is the case if the monopole is not an eigenmap
of the Fisher matrix), the two constraints are indepen-
dent. The resulting optimization problem thus admits
Npair — 2 solutions. To span the Npai-dimensional set of
observable maps, one must supplement these monopole-
uncorrelated principal anisotropies with the monopole
and F -1 — (F -1)1 (properly normalized). Indeed, this
additional map is orthogonal to the monopole and to all
the C,, maps (which stems from the condition that the C,,
are orthogonal to and uncorrelated with the monopole),
thus linearly independent from all of them. However, this
additional map is in general not statistically independent
from the monopole nor from the maps C,,. Therefore, this
construction still does not alleviate the issue.

To conclude, unless the monopole is an eigenmap of
the Fisher matrix, there is no good strategy to agnosti-
cally search for anisotropies within the standard Bayesian
setup. In Section VI, we explore a frequentist approach
to this problem.

VI. FREQUENTIST APPROACH TO
AGNOSTIC ANISOTROPY SEARCHES

In the previous sections we have highlighted the
difficulties in carrying a standard Bayesian search
for anisotropies of pre-determined shapes alongside a
monopole. Here we take a different approach, and derive
a criterion to assess the presence of anisotropies in the
data, regardless of their specific shape, without requiring
a basis of maps on which to decompose the GWB.

A. Derivation of the frequentist criterion

Given the data translated into an estimator A for the
GWB amplitude, one may seek the monopole amplitude
that minimizes the x2, given by

(Ag) = (Aol—ﬁ) F. (Aol—ﬁ). (74)
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FIG. 9. Reconstructions of a purely isotropic GWB (top row) and of the “GWB” map shown in Fig. 10 (bottom row) with the
EPTA. In each column, from left to right, the input map has monopole amplitude A7 = 1072 3 x 10728, 10™27, respectively.
For the isotropic input map, these reconstructed maps are built from 3, 9 and 21 principal maps detected with individual SNR
> 3. For the “GWB” map, the reconstructed maps are built from 3, 13 and 26 principal maps.

FIG. 10. Dimensionless GWB intensity map used to illustrate
the map reconstruction technique in Section V B, as well as
the frequentist approach in Sec. VI. This map is normalized
to a unit monopole.

The best-fit monopole amplitude is then simply

1-F-A

bf __
%"LIJ'

(75)
The SNR of the best-fit monopole is then SNRP =
|ABf|\V/1-F-1. This quantifies how well the best-fit
monopole is detected relative to statistical noise. How-
ever, it does not quantify whether a pure monopole is a

st ettt yr e tenne

(]
1 3 5 7T 9 11 13 15 17 19
Principal map number

FIG. 11. Monopole component (upper panel) and correlation
coefficient for the first 20 EPTA principal maps. The correla-
tion coefficient is defined as corr(M,,,1) = M,,-F-1/[(M,,-
F-M,)1-F-1)Y2%

good fit to the data or not.
To quantify the goodness of fit, one can examine the
x?2 at this best-fit value. After simplification, one obtains

2 _ 2(4bf\ _ 4. . A_(l'}-'-’a)Q
xur=x"(Ag) =A-F-A 1 F 1
=A-F A (76)
where we have defined the projected Fisher matrix
(F-1H)e@@-F)

F=F-— (77)

1. 71



which satisfies 1+ F = F -1 = 0. This implies that any
monopole contribution to A drops out of x3.

If the underlying GWB is purely isotropic, so that A
is a monopole plus pure statistical noise, only the latter
contributes to x%f, which has a chi-square distribution
with Npair — 1 degrees of freedom. In particular, it has
mean Np,iy — 1 and variance 2(Npair — 1).

In the limit that Npu, > 1, x¥; is approximately
Gaussian-distributed. A simple criterion for the detec-
tion of a anisotropy with 95% confidence (i.e. for the

presence of a non-pure-statistical noise in .A4) is then

1] > 2v2y/Npair — 1. (78)

Note that this criterion does not provide any information
about the nature of the anisotropy (besides the fact that
it must have some non-zero projections on one of the
Npair — 1 eigenmaps of F). It merely asserts that the
data cannot be well described purely by a monopole.

Consider a map A = A1 M, where M # 1 is a di-
mensionless map. The minimum amplitude A; required
for an anisotropy to be confidently detected in the data
(without knowledge of its precise form) is thus

1/2
. 2v24/Npair — 1
Amin — (“) ) (79)

‘X%f - (Npair -

M-F-M

This corresponds to a best-fit monopole AS™™™ =

APin(1.F.M)/(1-F-1), hence to a minimum SNR for
the best-fit monopole
1/2
: 2v/24/Npair — 1 1-F- M
SNR™In — ( \[ p = ) | | (80)
VM- F oMy F o

B. Illustration with the EPTA

We illustrate this frequentist approach to the map M
shown in Fig 10, which is normalized to have a unit
monopole. First, we compute the best-fit monopole am-
plitude for this map, A = A(1-F - M)/1-F-1).
We find AYf = 0.96A4;: the best-fit monopole amplitude
turns out to be rather close to the actual value. This
is because the projections of M and 1 on the first few
principal maps happen to be similar in this case. This
need not be always the case for other maps or PTAs.
From Eq. (79), and using the EPTA Fisher matrix, we
find /AP &~ 1.2 x 10~ (this quantity has dimensions
of characteristic strain). This corresponds to an SNR for
the best-fit monopole amplitude 0.96 x APy/1 - F - 1 ~
46. In other words, if the GWB has the angular depen-
dence shown in Fig. 10, the full EPTA would only be able
to establish the presence of anisotropies with 95% confi-
dence (without being able to specify their precise form)
after it detects the best-fit monopole with SNR, > 46.

16
VII. REPRODUCING TMG15’S RESULTS

To our knowledge, TMGI15 is the only study of
anisotropies in the GWB with real PTA data. In this
section, we show how to use our Fisher formalism to re-
produce their results. We moreover clarify the meaning
of some of their upper limits. Indeed, as discussed earlier,
a PTA is sensitive to Npair independent maps at most.
This means that it is not possible to simultaneously con-
strain the GWB amplitude in more than Ny, pixels in
the sky, or constrain more than Npaj, of its spherical har-
monic amplitudes. Yet, TMG15 present a 95% upper-
limit map on the GWB in 12288 pixels, using only the
15 pairs afforded by 6 EPTA pulsars. They also present
upper limits on spherical harmonic coefficients with £,
as large as 10, corresponding to 121 independent coeffi-
cients. Clearly, these cannot be true upper limits. In this
section we shall understand precisely what these limits
are, and reproduce them approximately using the Fisher
matrix and its eigenmap decomposition.

A. Pixel-by-pixel upper limit maps

Following TMG15, we define P = A/A?, which sat-
isfies [d*Q P(2) = 4r. With our notation, the Npai
overlap reduction functions are given by I'y = %fy ;- P.

We now discretize the sky into Npix pixels centered at Q,

with equal area AQ. Asin TMG15, we define ¢; = P(€;).
The overlap reduction functions are then

Npix

3 (20
'y = — —_— P(Q) ~ Hi iy 1
1=5 [ G PO = Y A )
where the Npair X Npix matrix H has elements
3 . AQ
Hyp = =1 () —. 82
1= () (82)

We can thus rewrite the relationship between the overlap-

reduction functions and the power distribution P(2)
in matrix form, as r = H¢c, where T is the Npair-
dimensional vector with components I'; and ¢ is the the
Npix-dimensional vector with components c;.

Unless Npix = Npair, the matrix H is not square, and a
fortiori not invertible. One can however define its Moore-
Penrose pseudo-inverse [69, 70] H'. We may then define
the Npix-dimensional vector

¢=H'T = (H"H) (83)

Unless Npix = Npair, HY # H ' and ¢ # & In-
stead, as we demonstrate in Appendix A, ¢; = PH(Ql)
is the (discretized) power distribution projected on the

Npair-dimensional space spanned by the 7;’s. In other
words, ¢ corresponds to the observable component of the

GWB power, i.e. the only piece of P(£2) that is measur-
able by a PTA. Importantly, it cannot be identified with



¢; = P(£;) as done in TMGI15. As a consequence, the
map shown in TMG15 is only an upper-limit map for the
projected (i.e. observable) GWB intensity. We refer to it
as the Moore-Penrose pseudo-upper-limit map.

We now explicitly construct an approximation of this
pseudo-upper-limit map. Given estimators for the timing
residual correlations, one may construct an estimator for
the projected GWB map VXH = A given by Egs. (30)-
(31). The pixel values of this estimator map are precisely
-ZH(Qi) = A%LPH(Q) = A?¢;. In order to compute the
variance of these values, it is best to first decompose it
on the basis of principal maps M.,,:

Npair

Aj(Sn) = > A Mo (), A =M, A (84)
n=1

The Npair amplitudes A, are uncorrelated Gaussian vari-
ables with covariance

o~

cov(An, Am) = Snm>2. (85)

We thus find

varl A (@) = 3 (ann(Qi))Q. (6)

From this we can estimate a 95%-sensitivity to AH(QI-),

A1) = 2, varl A () = {225%(@)]2, (87)

where the last equality defines the characteristic strain
APE).

We show AZE’%(Q) in the top panel of Fig. 12. The
qualitative and quantitative similarities with Fig. 2 of
TMG15 are striking. The overall amplitude of our map is
lower than that of TMG15, consistent with our lower 95%
sensitivity estimate for the monopole amplitude A?f%.
Note, also, that we cannot hope to reproduce precisely
the same map as TMG15, as their map is constructed
from real data, i.e. a non-zero realization of the noise.

Let us point out that the pseudo-upper-limit map de-
rived with this procedure gets worse if one includes more
pulsars. Indeed, as can be seen from Eq. (86), the

variance of JZH(Ql) is dominated by the noisiest eigen-
maps. As more pulsars are added, and the number
of eigenmaps grows, the noisiest ones become increas-
ingly noisy. Conversely, using only one pulsar pair re-
sults in a pseudo-upper-limit map with an overall am-
plitude lower by nearly one order of magnitude, as can
be seen in the bottom panel of Fig. 12. In fact, in the
right hemisphere, the map amplitude nearly vanishes, as
does the pairwise-timing response function of the single
pulsar pair. Clearly, adding more information should
only tighten true upper limits, not make them weaker.
This demonstrates once again that these Moore-Penrose
pseudo-upper-limit maps cannot be interpreted as true
pixel-by-pixel upper limits.
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FIG. 12. Moore-Penrose pseudo-sensitivity maps produced
with 6 EPTA pulsars (top) and one single EPTA pulsar pair
(bottom). The qualitative and quantitative similarities of the
top map with Fig. 2 of TMG15 are striking. The overall
lower amplitude of our map relative to that of TMGI15 is
consistent with our lower 95% sensitivity to the monopole
amplitude Ap. These maps cannot be interpreted as actual
upper limits on the GWB intensity in each pixel, as a PTA
cannot constrain more than Np.ir independent components
simultaneoulsy. This is further demonstrated by the fact that
the pseudo-sensitivity map produced with only two pulsars
(hence less data) has lower amplitude than the one produced
with 6 pulsars.

B. Constraints to spherical harmonic coefficients

We now apply the formalism of Section IVD to the
subset of 6 EPTA pulsars used in TMG15, and compare
our results to theirs. With the 15 pairs afforded by 6
pulsars, cross-correlation data can simultaneously con-
strain spherical-harmonic coefficients only if . < 2.
For these values of £, our 95% sensitivity estimates
on C; and Cy, shown in Fig. 13, are remarkably close to
their 95% upper limits in the absence of physical prior
(see their Fig. 1, right panel, for £y, = 1,2). However,
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FIG. 13. 95% sensitivity estimates of the 6 EPTA pulsars
to spherical harmonic amplitudes. Compare with Fig. 1 of
TMG15, right panel, for max < 2. The physical prior assumes
a monopole upper limit A, <4 x 1075,

we find that the 95% sensitivity to the monopole ampli-
tude Cp gets significantly degraded as £y, increases from
0 to 2, while the upper limit of TMG15 is virtually unaf-
fected. We attribute this to their use of autocorrelations,
which we do not include in our analysis. We note, how-
ever, that since the GWB dipole and quadrupole affect
autocorrelations, increasing £y, from 0 to 1 and then 2
should result in poorer constraints on the monopole. It
is unclear why this is not what is found in TMG15.

Let us now understand TMG15’s upper limits on the
spherical-harmonic amplitudes for £,.x > 2, for which
there are more independent coefficients than independent
data. In this case, TMG15 also define ¢y, given the
overlap reduction function I'; through the Moore-Penrose
pseudo inverse of the linear relation between I'; and ¢y, .
Again, unless the number of harmonic coefficients is equal
to Npair, Cem 7 Cem. For finite £ .y, there is no simple
intuitive interpretation of the ¢, but for £, — 00, it
is straightforward to show that the ¢, are the spherical-
harmonic coefficients of the projected GWB. Specifically,
using our normalization conventions, we define Ag, =

A%Egm/\/ 47 = Yo - ';lll' Using Eq. (84), we thus have

Npair
n=1
Using Eq. (85), we thus obtain
Npair
COV(AE’WH »Aé/m’) = Z 2721 (yfm . M7L)(y€/7n’ : Mn)-
n=1

(89)
We then define C; = )., A2 /(2¢ + 1). The mean
and variance of these coeflicients is given by Eqgs. (61)
and (62), with the substitution cov(Agm, Aem) —

cov(Apm, Aprm), from which we can infer a 95% sensi-
tivity 035% as in Eq. (63). We show 035% in Fig. 14.
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FIG. 14. 95% sensitivity to the Moore-Penrose pseudo C;’s in
the limit £max — 00, for 6 EPTA pulsars (upper curve) and 2
EPTA pulsars (lower curve). Compare the upper curve with
the right panel of Fig. 1 of TMG15, for max = 7,10. The
C, are obtained from the harmonic amplitudes of the projec-
tion of the GWB on the Npair-dimensional space of observable
maps, and therefore are not equal to the true harmonic am-
plitudes of the GWB, see text for details.

This can be compared to the right panel of Fig. 1 of
TMG15. The similarity of their £, = 7, 10 results with
ours (which holds in the limit ¢,,,x — o0) is striking.
Note again that we cannot expect to reproduce exactly
TMGI15’s results, which are based on actual data, i.e. a
particular realization of the noise. Here again, a sharp
illustration of the fact that these Moore-Penrose pseudo-
upper-limits cannot be interpreted as upper limits on the
Cy is the fact that 035% decreases if one only includes 2
pulsars instead of 6, as can be seen in Fig. 14.

VIII. CONCLUSIONS

In this paper, we have built on the Fisher formalism we
introduced in Paper I, and applied it to EPTA data, since
this PTA is currently the only one with published lim-
its on GWB anisotropy (TMG15). We showed through
multiple examples how this framework can serve to un-
derstand the sensitivity of a PTA to a general, anisotropic
GWRB, and can be used to guide and optimize data anal-
ysis. We also showed how to recover existing EPTA re-
sults, and clarified their meaning, in the light of our im-
proved understanding of the sensitivity of PTAs to GWB
anisotropies. In particular, we pointed out that one can-
not simultaneously detect — or constrain beyond physical
priors — more than Ny, components of the GWB, be
they pixel values or spherical harmonic amplitudes.

The fundamental tool of our formalism is the Fisher
“matrix” for the direction-dependent GWB intensity.
This matrix condenses the essential noise characteris-
tics of a PTA in a compact form. It can be computed
given the positions of the pulsars and their characteristic



noise strains. The latter requires analyzing the timing
data of individual pulsars, but not conducting any cross-
correlation analysis with real data.

We started by using our formalism to find the pulsar
pairs which are the most sensitive to an isotropic GWB
with a power-law frequency dependence h.(f) oc f~2/3.
We identified the 44 best EPTA pairs (out of the 861
available) that provide 90% of the SNR?. With the Fisher
formalism, finding these best pairs for any PTA is a triv-
ial exercise, and can be used to dramatically speed up
real data analyses, at very little cost in sensitivity.

In the remainder of the paper we focused our attention
to anisotropies in the GWB. We first considered the case
where the GWB is assumed to be a linear combination
of a finite number of known maps (no more than Np,i, ),
such as spherical harmonics, coarse pixels, or hot spots
in pre-determined directions. We showed that the sensi-
tivity of a PTA to the component of the GWB on any
of the basis maps systematically and quickly degrades as
the number of basis functions is increased. This stems
from the fact that the noise properties of standard ba-
sis maps are correlated; therefore, adding more functions
to the search changes the overall covariance structure of
the entire set of amplitudes. In particular, the ability to
detect the monopole through pulsar cross correlations is
systematically degraded as one searches simultaneously
for anisotropies. We did not quantify the ability of a
PTA to set upper limits through pulsar autocorrelations
(or “common red noise” analyses), but pointed out that
these are sensitive to the GWB monopole, dipole and
quadrupole. Hence, upper limits on the monopole should
also degrade as one accounts for anisotropies.

Having shown that standard basis maps are poorly
adapted for agnostic GWB searches, we then constructed
the “principal maps” of a PTA, which are the eigenmaps
of the Fisher matrix. These maps form an orthonormal
and uncorrelated basis of the Np,i,-dimensional space of
observable maps. In other words, they represent the Ny,
statistically independent pieces of information accessible
to a PTA, in the space of GWB maps. We showed how
one can in principle “reconstruct” the observable part
of the GWB as a linear combination of principal maps
detected with sufficiently high significance, a procedure
similar to the making of “dirty maps” in radio interferom-
etry. However, in contrast with a radio interferometer,
for which different “visibilities” have similar noise lev-
els, principal maps have highly unequal noise properties.
As a consequence, the ability to reconstruct the GWB
is strongly dependent on its overall amplitude. For the
EPTA, we found that even detecting a small number of
principal maps would typically require a GWB amplitude
largely exceeding current bounds.

Principal maps are a useful basis if one is fully ag-
nostic about the angular dependence of the GWB: they
allow for an optimal search “under the lamppost” of a
given PTA. However, the GWB is expected to be pre-
dominantly isotropic; physical considerations therefore
mandate including the monopole as part of the search,
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and being able to identify anisotropic components of the
GWB. We showed that the principal maps are in general
correlated with the monopole and have a non-vanishing
isotropic component, and are thus not adapted for such
searches. We argued that one cannot construct a com-
plete set of anisotropies which are uncorrelated among
themselves and with the monopole, because the latter is
not an eigenmap of the Fisher matrix.

In summary, there are two options when searching for
a general, direction-dependent GWB within a standard
Bayesian framework. On one hand, one can include
the monopole in GWB searches, alongside anisotropic
basis functions, but then suffer from the loss of sen-
sitivity resulting from correlations with the monopole.
On the other hand, one may search under the lamp-
post of PTAs with principal maps, being fully agnostic
about the angular dependence of the GWB, but then give
up the special status of an isotropic GWB. To circum-
vent these limitations, we proposed a frequentist crite-
rion to determine whether the GWB is consistent with
isotropy, even if one cannot determine the specific type
of anisotropy. This criterion simply relies on computing
the chi-squared statistics of the best-fit monopole am-
plitude, and comparing it with its statistical noise. We
illustrated this with a fictitious, highly anisotropic GWB
map, and showed that the EPTA would have to first de-
tect its best-fit monopole with a SNR of 46 before being
able to confidently assert that the data is inconsistent
with a purely isotropic GWB.

The prospects for current PTAs to detect fully un-
known anisotropies in the GWB appear to be somewhat
limited, but the situation may improve dramatically with
the several hundreds (or even thousands) of millisecond
pulsars that SKA is expected to detect [15]. The Fisher
formalism presented here provides a useful set of tools
to address this question, under realistic assumptions for
the properties of a future PTA built with SKA pulsars,
and without requiring to run expensive simulations. We
defer such forecasting analyses to future studies. In addi-
tion, there may be hope to detect anisotropy in the GWB
through its statistical properties, for instance through its
correlations with tracers of large-scale structure [71]. We
will explore these avenues in future work.

In closing, let us note that our Fisher formalism has
far broader applications than what we considered in this
work. First, we assumed an overall known frequency de-
pendence, identical for the monopole and anisotropies. It
would be straightforward to generalize our work to arbi-
trary frequency dependence, possibly dependent on the
angular structure — something which would be difficult to
do with a full-on data analysis. One could also include
other sources of correlated noise, such as global clock or
ephemeris errors [36, 37], and go beyond current stud-
ies which ascribe them the same frequency dependence
as the GWB. In addition, we could generalize our Fisher
matrix beyond the weak-signal limit, and consider, for
instance, the weak-anisotropy limit. Lastly, one could
easily extend the formalism to include polarized GWBs.



Overall, this formalism is a valuable tool that can be used
to guide and cross-validate any full-blown data analy-
sis. It will be especially important when SKA harvests
hundreds of new millisecond pulsars, out of which PTAs
with tens of thousands of independent pulsar pairs can be
constructed. Once the GWB monopole is confidently de-
tected by a PTA, the Fisher formalism will be extremely
valuable in determining the next steps forward.
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Appendix A: Proof that ¢; = PH(QZ)

In this appendix, completing Section VII, we prove
that the vector ¢ = H'T = (H" H)¢ is the GWB angu-
lar distribution projected on the Np,i-dimensional space
observable by a PTA. Thus, in general, §7é c.

To see this, recall that the Moore-Penrose pseudo-
inverse matrix is defined as HY = HY(HH")'.

As a consequence, HTH is clearly a projector, since
[HYH]?> = H"H. Since Hy; o< (), (HTH)M, =
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0 for any map M | orthogonal to all the v; (in the limit of
large Npix, and replacing sums by integrals). Moreover,
we have

(HH");; = ZHIjHJi

= (25}) 2 21: 'YI(Qi)'VJ(Qi)

3/8)2A0
~ %71 Y (A1)

For a given pair index I, we define the Npix-dimensional

vector 4y with elements ~7(€2;). The J-th component of
the Npair-dimensional vector H7y is

- A 3 AQ R R
[HY;), = E Hyivi (%) = e 77 ()71 ($%)
3 340\

Therefore, the K-th component of the Np,;-dimensional
vector (HH")~'H7; is

R 3A0\ !
From this, we conclude that
(H'H)y, = H (HH")""H7 = 71. (Ad)

This achieves the proof that HTH is the projector on
the space spanned by the Nyai, maps ;. Therefore, as

announced, ¢; = P}|(€2;) is the GWB angular power pro-
jected onto that Npai,-dimensional space.
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