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Abstract

In this study, the results of numerical simulation of mechanically adaptive bone remodeling
were compared with clinical images. Cone beam computed tomography (CBCT) images of
multiple human subjects were superimposed to obtain a continuous bone density spatial
distribution map inside the mandible supporting the lateral incisor. Strain energy density in the
bone under normal chewing and biting forces was computed using finite element analysis. A bone
remodeling algorithm was implemented to compute the bone density distribution at equilibrium.
Linear regression analysis was performed between the bone density computed by numerical
simulation and that obtained from image analysis, for every trabecular bone element. The results
exhibited close agreement with a coefficient of correlation of 0.8499. The bite forces were
transmitted through tooth roots to the surrounding bone, thus stimulating high trabecular bone
density near the roots. The bending and torsion moments on the sagittal section of the mandible
resulted in lower bone density near the center than those towards the edge of the mandible. The
results provide a new method to compare the results of adaptive bone remodeling simulation with
experimental data and also provide model parameters to predict the bone density distribution

surrounding a dental implant that replaced the tooth.

Keywords: Bone density, bone remodeling, finite element, cone beam computed tomography,

dental implant
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1. Introduction

Bone adapts to the change of mechanical stimulus by remodeling activities, which results in
changes in bone density [1]. There have been several numerical algorithms that simulated this
process. Initially, these algorithms were developed for orthopedic applications, especially for
femoral heads [2,3]. Later, the algorithms were extended to dental problems, such as dental implant
material selection, implant geometry design, or just mandibular bone density distribution around

teeth [4-7].

In these models, when the mechanical stimulus remains in an equilibrium range, bone density
remains unchanged. When the mechanical stimulus shifts outside the equilibrium range, it leads to
an increase or decrease in bone density which again influences the mechanical stimulus. These
cycles persist until the mechanical stimulus returns to the equilibrium range. These models are
iterative, nonlinear, and multi-parameter. Our prior work on the numerical simulation of mandible
bone remodeling under tooth loading has demonstrated the effects of several model parameters on
the bone density distribution at the equilibrium state and also discussed the stability, uniqueness,

and convergence in the models [§].

To validate these models, the computed results have been compared with optical images,
radiographs, or computed tomography images. In some studies, the comparison was qualitative
and was done visually [9]. Some studies compared the overall bone density or bone morphology
without considering their spatial distribution [10]. Some studies compared the computed results
with the grayscales in radiography or CT images in a limited number of regions of interest [11,12]
A few studies compared the computed bone density with the Hounsfield unit (HU) in CT images

across the whole model [13,14]. The discrepancies between the computed results and images
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remained large in many of these studies. There is a need to improve the method that compares the

computed results with images quantitatively and thoroughly.

In this study, a new method is proposed to compare the bone remodeling simulation results
with the clinical images. Cone beam computed tomography (CBCT) images of the mandibles for
multiple human subjects are superimposed to obtain the average outline of the mandible and the
average bone density distribution around the lateral incisor. Finite element models are built based
on the average outline from CBCT images. A bone remodeling algorithm is carried out to compute
the bone density distribution around the tooth under normal biting and chewing forces. The
computed bone density for every element was compared with the bone density obtained from
CBCT images at the corresponding location. Applied loads, boundary conditions, and algorithm
parameters are adjusted to achieve the best linear fit. The same loads, boundary conditions, and
algorithm parameters are used to predict the bone density surrounding a dental implant that
replaces the tooth. The implications of the results and the limitations of the current method are

discussed.

2. Materials and Methods

2.1 Calibration of CBCT scanner

A CBCT scanner (VGi, NewTom, Verona, Italy) in a dental clinic was calibrated using two
self-costumed phantoms. One phantom was an acrylic plate with 38 mm thickness and 148 mm
diameter that was comparable to the diameter of a human head. The other phantom (Fig. 1a) was
the same size acrylic plate that contained 4 holes with 25 mm diameter that were filled with

aluminum, polyvinyl chloride (PVC), water, and air, respectively. The phantoms were then
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scanned in the CBCT scanner using 1 mA scanning current and 110 keV voltage. The isometric

voxel size of the images was 0.15 mm.

The X-ray mass attenuation coefficients, u/p, for each phantom material at various energy
levels from 10 to 150 keV were obtained from the National Institute of Standards and Technology
(NIST) database [15]. The X-ray linear attenuation coefficients, x, were obtained by multiplying
w/p with their densities, p, respectively [15,16]. Simple linear regression analysis was performed
between the average grayscale values in the CBCT images and the linear attenuation coefficients
for the five phantom materials at various energy levels, respectively. The energy level that resulted

in the highest coefficient of determination was defined as the effective energy level [17].

The Hounsfield unit of each material is given by

HU = 1000 x —Fwater_ (1)

Uwater —Hair

where u is the linear attenuation coefficient of each specific material at the effective energy level;

Uwater and Uiy are the linear attenuation coefficients of water and air, respectively [17].
2.2 Analysis of CBCT images

This study received an exemption from the institutional review board (IRB) at Penn State
University (STUDY00006032). CBCT images of 33 human subjects were obtained from the same
dental clinic. These images were previously collected for various dental treatment purposes before
this study. The subjects were randomly selected and included 12 females and 21 males ranging
from 23 to 76 years old. The scanning parameters were the same as those used for the phantoms

in section 2.1.
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The sagittal cross-sectional images at the center of lateral incisors were extracted from each
CBCT image stack using Avizo software (Thermo Fisher Scientific, Waltham, Massachusetts,
US). The incisors that were lost, had root canal treatment, or had severe bone recess were excluded,
thus 42 cross-sectional images were obtained. A few representative images were presented in Fig.
2. Using Avizo software, the background (air) and the surrounding soft tissues were cropped out.
Each remaining image was divided into 4 parts, tooth, lingual and buccal halves of the alveolar
bone holding the tooth, and the base of the mandible (Fig. 2). The cusp of the tooth, the apex of
the tooth root, the lingual and buccal bone crest, and the lowest point of the mandible were

identified in the images (Fig. 2).

The average outline was calculated using the following steps. The average height of each part
was calculated among all cross-sectional images, respectively, and each part was rescaled to its
average height. Inside each part, row by row, the mean coordinates of the leftmost and rightmost
pixels were calculated to obtain the left and right outlines, respectively. The average outlines of
the 4 parts were then pieced together to form an average outline for the lateral incisor and bone in

the mandible.

The average bone density distribution was then calculated. Each cross-sectional image was
mapped to the average outline by mapping the grayscale values in the rescaled parts row by row
to the average outline. For each pixel point location, the average grayscale value among all cross-
sectional images was calculated. They were then converted to X-ray linear attenuation coefficient,
U, using the linear relationship obtained in the CBCT calibration process (section 2.1). The X-ray
linear attenuation coefficient was converted the HU scale using equation (1), and lastly converted

to apparent bone density, which is given by
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cortical' HU
L — &)

HUcortical

where p is the apparent bone density and p.rticar 1S the apparent bone density for cortical bone,
which was assumed to be 2.0 g/cm? [18], HU is the Hounsfield unit for this pixel location and
HU orticar 18 the averaged Hounsfield unit for the cortical bone, which was obtained from 30

randomly-selected areas of interest in cortical bone in the cross-sectional images for incisors.
2.3 Bone remodeling around a tooth

Finite element analysis was carried out to calculate the strain energy density in the mandible
surrounding a lateral incisor under normal chewing and biting forces using the Abaqus 2021
software package (Dassault Systemes Simulia Corporation, Providence, RI). A model was built
based on the average outline of the tooth-bone structure obtained from the CBCT images analysis
in section 2.2 (Fig. 3a). The model contained 6,569 4-node linear quadrilateral elements, with
1,555 of them representing the trabecular bone. The model consisted of dentin, pulp, periodontal
ligament (PDL), cortical bone, and trabecular bone. The interfaces of PDL-dentin and PDL-bone

were fully bonded.

All materials were assumed to be linear elastic and isotropic. The non-linear viscoelastic
behaviors of PDL were neglected because its mechanical behaviors under normal mastication
loading conditions fall in the linear elastic region of the constitutive model [19] and do not
significantly affect the strain and stress in the bone. The material properties used in the simulation

are listed in Table 1 [20].

The initial apparent density for all trabecular bone elements was assumed to be 0.8 g/cm?. The
nominal modulus for trabecular bone was given by Carter and Hayes [21] and has then adapted to

be:
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where E is the nominal modulus in MPa, C is a constant of 3790 MPa-cm’/g> and p is the apparent

density in g/cm® [19,22-24].

As illustrated in Fig. 3a, a load was applied on the cusp of the incisor to mimic the normal
chewing and biting forces. Part of the base of the mandible was fully constrained. A torsion
moment was applied near the center of the trabecular bone region. Uniform pressures were applied
over several regions at the border of the mandible (Fig. 3a) [4]. The total elastic strain energy

density in the incisor-bone structure was calculated.

The strain energy density per unit bone mass, U/p, was chosen to be the mechanical stimulus,

S, in the bone remodeling algorithm. The change of apparent bone density in each iteration was

given by
—0.05p, bone loss at constant rate, forS <S§;
(§—(1—-6)S,)BAt, bone loss, forS; < S<(1-96)S,
Ap =<0, equilibrium, for(1=8)Sy <S<@+6)S, 4
l(S — (14 68)Sy)BAt, bone growth, for (14+6)S;<S<S,
0.05p, bone growth at constant rate, for S > S,

where S, is the reference value for the mechanical stimulus. S; and S,, are the lower and upper
limits of the mechanical stimulus; 6 is the half-width of the equilibrium zone; B is the remodeling
rate constant, and At is the time step. Also, the trabecular bone density was mandated to be higher

than 0.1 g/cm? to prevent negative density and lower than 2.0 g/cm?, the apparent density of cortical

bone [25].

The bone remodeling algorithm was implemented by the self-customized Python scripts via
the Abaqus scripting interface that iterated the above-mentioned finite element analysis, which

calculated the total elastic strain energy density in the incisor-bone structure (refer to online

8
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supplementary material). The computer server included 20 CPU processors (10-core Intel Xeon
E5-2680 2.8 GHz), 256 GB random access memory (RAM), and a 40-core GPU processor
(NVIDIA GK106GL Quadro K4000) for acceleration in Abaqus. In each iteration, the apparent
density of trabecular bone was updated using the forward Euler method in equation (4), with BAt
of 1.5 g%/(J - cm?), and & of 15%. The lower and upper limit of Ap was directly mandated for each
element in the Python scripts, without calculating the lower and upper limit of the mechanical
stimulus. Then the elastic modulus for each trabecular bone element was updated using equation
(3). The process was repeated until the average bone density in all trabecular bone elements
changed by less than 0.02% in the last two iteration steps. A flow chart of the implementation of

the bone remodeling algorithm is presented in Fig. 4.

The bone density of every trabecular bone element was compared with the bone density
obtained from CBCT image analysis. In total, 1,555 elements were compared. First, the bone
density of each element was extracted. Next, corresponding to the location of the centroid of each
element, the bone density values were extracted from CBCT image analysis results. Then, simple
linear regression analysis was performed between the bone density values obtained from numerical
simulation and those obtained from CBCT images for each element. Simple linear regression
analysis was commonly used in the literature to compare the computational results with clinical or
experimental images [11,12,14]. Ideally, the slope should be 1 and intercept should be 0. The
applied loads and the reference value of the mechanical stimulus were adjusted to achieve the best

linear fit.
2.4 Bone remodeling around a dental implant

Finite element analysis was then carried out to calculate the strain energy density in the

mandible surrounding a dental implant under normal chewing and biting forces. A model was built

9
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based on the average outline obtained from the CBCT images analysis in section 2.2, with the
tooth replaced by a titanium alloy dental implant with an abutment and a zirconia crown. The gap
in the alveolar socket was filled with woven bone (Fig. 3b). The model contained 8,109 4-node
linear quadrilateral elements, with 1,077 of them representing the woven bone and 1,754 of them
representing the trabecular bone. The model consisted of a crown, an implant with an abutment,
woven bone, cortical bone, and trabecular bone. The interface between implant and bone was fully

bonded.

All materials were assumed to be linear elastic and isotropic. The material properties used in
the simulation are listed in Table 1 [26-28]. The PDL is heterogeneous and anisotropic. It was
simplified as an isotropic linear elastic material in the finite element models. The elastic modulus
of PDL has a wide range in the literature. The value that was chosen in this study, 70.1 MPa, was
often used in other finite element simulations [19,29,30]. Using equation (3), the initial apparent
density for woven bone was determined to be 0.79 g/cm?. The initial apparent density for trabecular
bone was assigned based on the results from the bone remodeling simulation around the tooth in
Section 2.3. As illustrated in Fig. 3b, the same boundary conditions and applied loads determined
from the comparison of tooth-bone simulation and CBCT image analysis (Section 2.3) were

applied in the implant-bone model.

The total elastic strain energy density in the implant-bone structure was calculated. The bone
remodeling algorithm in equation (4) was implemented. In each iteration, the apparent density of
woven bone and trabecular bone was updated using the forward Euler method with BAt of 0.1
g2/(J - cm®) and other parameters unchanged. The process was repeated until the average bone
density in all woven bone and trabecular bone elements changed by less than 0.002% in the last

two iteration steps.

10
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3. Results
3.1 Bone density distribution around a tooth determined from CBCT images

The coefficients of determination for the simple linear regression between the X-ray linear
attenuation coefficients and the grayscale in CBCT images for the five phantom materials were
obtained at various energy levels from 10 to 150 keV (Fig. 4a). The highest coefficient of
determination was 0.9928 at the energy level of 76 keV, which was therefore determined as the
effective energy level. The X-ray linear attenuation coefficients, u, for each phantom material at
the effective energy level are listed in Table 2. The relationship between linear attenuation

coefficient and grayscale in CBCT images was obtained, which gives
1 =0.0002432GV + 0.1947 (5)

where GV is the CBCT image grayscale (Fig. 4b). The Hounsfield unit (HU) of each phantom

material was calculated using equations (1) and (5) and listed in Table 2.

The average outline of the mandible bone supporting the lateral incisor is presented in Fig. 5a
together with the dashed line showing the standard deviation. The top of the outline shows an
alveolar socket that surrounds the tooth root. The crest of the alveolar bone was missing because
the quality of CBCT images was not high enough to clearly show it for every patient. Prominence
can be seen on the external surface of the base of the mandible, which is the mental protuberance
that forms the chin. Figure 5b shows the averaged grayscale images at the center of lateral incisors

in the sagittal plane. The averaged HU for cortical bone was calculated to be 1007.87+£122.75.

The average bone density distribution map is presented in Fig. 5c. The bone density of cortical
bone was ~ 2.0 g/cm® on the buccal side and ~1.9 g/cm® on the lingual side of the mandible.

Generally, the trabecular bone density was between 0.5 and 1.6 g/cm®. It is relatively high

11
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surrounding the tooth root (~1.2 g/cm?), also high near the base of the mandible (~1.2 g/cm?), but
relatively low around the center of the mandible, especially towards the lingual side (~0.5 g/cm?).
The standard deviation of bone density (Fig. 5d) is the smallest in the cortical bone at the lingual
side (~ 0.1 g/cm®), and the largest at the boundary between cortical and trabecular bone (~ 0.6

g/em?).

In the bone density distribution along a horizontal line near the center of the mandible (Figs.
4e), it can also be seen that the bone density was close to 2.0 g/cm’ in the cortical bone. The
trabecular bone density reduced from ~0.65 g/cm?® on the buccal side to ~0.5 g/cm?® on the lingual

side.
3.2 Computed bone density distribution around a tooth

The reference value for the mechanical stimulus, S,, was determined to be 0.012 J/g. The
applied loads were determined to be a concentrated load of 64.03 N on the cusp of the incisor, a
torsion moment of 300 N-mm near the center of the trabecular bone region, and uniform pressures

of 3, 10, and 15 MPa over several regions at the border of the cortical bone (Fig. 3a), respectively.

In the numerical simulation, the average bone density of all trabecular bone elements (Fig. 6)
increased rapidly in the first few iterations; then the bone density change rate reduced. The
iterations stopped after the 36" iteration when the average bone density of all trabecular bone
elements was 0.878 g/cm’. The distribution of bone density also gradually changed over the
iteration steps (Fig. 7). It gradually increased near the tooth root and the base of the mandible.
After the 36" iteration, bone density was ~1.5 g/cm® near the tooth root and ~ 1.2 g/cm?® near the
base of the mandible. Bone density also decreased at the center of the mandible. Especially at the

lingual side of the mandible, it was ~ 0.5 g/cm? after the 36™ iteration (Fig. 7).

12
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The bone density distribution obtained from bone remodeling simulation (Fig. 7) was
compared with those from CBCT image analysis (Fig. 5c). Simple linear regression between the
bone density at all element locations resulted in a coefficient of determination, R?, of 0.7223 (Fig.
8), 1.e. a coefficient of correlation, R, of 0.8499. The slope and intercept of the linear fit were

1.0276 and 0.0888, respectively.
3.3 Computed bone density distribution around a dental implant

The average bone density of all woven bone and trabecular bone elements increased rapidly in
the first few iterations. Then the bone density change rate reduced (Fig. 9). The iterations stopped
after the 59" iteration when the average bone density of all trabecular bone and woven bone
elements was 0.855 g/cm?’. The bone density near the implant shoulder increased from an initial
value of 0.79 g/cm?® for the woven bone to about 1.8-2.0 g/cm® (Fig. 10). The bone density

distribution in the trabecular bone region did not change significantly.
4. Discussion
4.1 Comparison of simulation results and experimental data

The validity of numerical simulations of bone mechanics and adaptive bone remodeling is
often questioned due to the complex mechanical properties of bone and complex loads and
boundary conditions in mandibles. To validate the mechanically adaptive bone remodeling
simulations, several prior studies have attempted to compare the computed results with

experimental data.

In an earlier work by Weinans et al., the overall bone area fraction on transverse sections of
the femur was compared between simulation and radiograph in animal experiments [10], but the

spatial distribution of bone density was not discussed. In the work of Chou et al., the quality of CT

13
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images was too low to show trabecular bone and to compare with simulation results [9]. In the
work of Reina et al., the CT images show discrete single trabeculae, but they were difficult to be
quantitatively compared with the continuous bone density distribution from their simulations [7].
Thus, they compared the computed elastic modulus with those from experimental measurements
at one spot in the cortical bone [7]. However, these experiments couldn’t be performed in vivo,
thus its potential for clinical applications was limited. Some other bone remodeling algorithms can
simulate adaptive trabecular microstructures. When comparing with experimental results, the
comparison was limited to the bone morphology index for the whole model, such as bone volume

fraction, and trabecular thickness [31-33].

Pérez et al. compared the bone density distribution by calculating the differences between the
bone density computed by their simulation and that converted from CT images across the whole
model [13]. In a large portion of the trabecular bone region, the relative difference was greater
than 44% [13]. Li et al. performed a linear regression between the computational results and
clinical CT images in several regions of interest (ROIs) in mandibles and maxillae and obtained
R? up to 0.65 [11,12]. Sharma et al. compared the bone density from their simulation and CT
images at all element and node locations across the glenoid models and obtained R? up to 0.48

[14].

In this study, the analysis of CBCT images of a group of subjects provided a new method for
the comparison of computed results and experimental data. The difficulty in previously existing
validation methods was associated with the low image quality or discrete pattern of trabeculae. In
this study, by superimposing high quality CBCT images for multiple subjects, the different
discontinuous trabecular structures in each individual were converted to a continuous bone density

spatial distribution map (Fig. 5c). Although mandibles exhibit large individual variations in terms
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of size, shape, bone volume fraction, and trabecular microstructures (Fig. 2), the common features
in the anatomy of the mandible and common trend in bone density distribution were obtained. It
also enabled improved quantitative comparison with numerical simulation results. Instead of
comparing limited number of ROIs, the simulation results and the CBCT image analysis results
were compared for every trabecular bone element inside the model. The spatial distribution of
bone density computed from bone remodeling simulation was in good agreement with that
obtained from CBCT image analysis (Fig. 8). The R? of 0.7223 was higher than that in previous
works [11,12,14]. The slope of 1.0276 was close to 1. The intercept of 0.0888 was close to 0. The
improved results can be attributed to the new image analysis method and comparison method

proposed in this study.

CBCT is widely used in dental clinics because of its low radiation dose, rapid scanning time,
and affordable cost [34]. CBCT images have been used to estimate bone density [17,22,35], and
its correlation with Lekholm and Zarb ratings of bone quality [36], the primary stability of the
implants [37], and bone fracture [38]. However, there are still concerns about the accuracies in the
bone density calculated based on the grayscales in CBCT, due to the artifacts in CBCT images
[22,39]. In this study, the HU variation was calculated based on a full range from -1000. It
decreased from 20.35% to 11.90% with increasing HU values from 0 to 1541.2 for five phantom
materials. Since the HU values of trabecular bone ranged from 252 to 907, the uncertainties in the
HU values and the bone density for trabecular bone were estimated to be about 12.5% using linear

interpolation.

4.2 Bone density distribution and boundary conditions

The average bone density distribution obtained in this study (Fig. 5c¢) represents the common

trends of bone density distribution among multiple human subjects. It adds new information to the
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current knowledge of the spatial distribution of mandible bone density. The spatial distribution of
trabecular bone density and its relationship to mechanical stimulation are important, as they are
related to periodontal diseases [23], the stability and success of dental implants [40], and even
osteoporosis [41]. In the future, the current image analysis method can potentially be extended to
study the trabecular bone density distribution for different groups of subjects, for example, subjects

with and without periodontal diseases.

Moreover, the relationship between bone density distribution and mechanical stimulations was
revealed through the bone remodeling simulation in this study. The bite forces applied to teeth
were transmitted through the tooth roots to the bone surrounding them, thus stimulating high
trabecular bone density near the tooth roots (Figs. 5S¢ and 7). The torsion moments on the sagittal
section of the mandible resulted in lower strain energy density near the center of the section than
that towards the periphery of the section. Therefore, the trabecular bone density near the center of
the section was also lower than that towards the periphery of the section (Figs. 5¢ and 7). It was
especially low towards the lingual side, due to the combined effect of torsion and pressure that
were applied in the models. The distributed pressures at the edge of the models further affected

the bone density at the edge of the mandible.

The loads and boundary conditions applied in the numerical models in this study are the
equivalent loading conditions that can represent the mechanical stimulations in physiological
loading. The forces applied on a mandible include bite forces on teeth during mastication and
swallowing, forces deployed by masticatory muscles, and reaction forces on the
temporomandibular joints (TMJ). In the literature, maximum bite force in the incisor region was
measured to be from 111 to 244 N. It was distributed on several incisors and varied for subjects of

different ages, genders, and races [42,43]. Considering the bite force that may distribute on a single
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incisor, a load of 64.03 N that was applied in the finite element model in this study was within the
reasonable range of normal chewing and biting force. There are nine pairs of masticatory muscles
applying forces of different magnitudes and in different directions. There were studies using
computer modeling to estimate the forces generated by individual muscle groups [44,45], but

accurate experimental measurements have not been done to the best of our knowledge.

The combination of bite force, muscle forces, and joint forces resulted in sagittal bending [46],
torsion, lateral transverse bending, and shear on the 2D sagittal plane. In the bone remodeling
algorithm (equation 4), strain energy density per unit bone mass was chosen to be the mechanical
stimulus. Torsion and bending both result in low strain energy density at the center of the structure.
Distributed pressure and shear force resulted in relatively uniform strain energy density throughout
the plane. Therefore, in the models in the current study (Fig. 3), a torsion moment was applied near
the center of the trabecular bone region to mimic the bending moment and torsion, while
distributed pressure was applied at the border of the cortical bone to mimic the shear force. The
application of distributed pressure can also be found in prior works by Chou et al. [4]. The values
of the applied loads in this study were adjusted to achieve the best linear fit between the bone
density calculated from bone remodeling simulation and CBCT image analysis. Hence the
boundary conditions and applied loads used in this study represent the equivalent mechanical
stimulation to maintain the bone density distribution around the tooth. After the tooth was replaced
by an implant, assuming that the same loads and boundary conditions will be applied to the
implant-bone structure, finite element simulation and bone remodeling algorithms were carried

out to predict the bone density around the implant.

4.3 Limitations
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A major limitation of the current study is that the image analysis in the current work was
limited to 2-dimensional (2D) sections. Since the finite element model was built based on the
image analysis results, it was also limited to 2D. A direction of future work would be to extend the
current methods to three-dimensional (3D) image stacks and 3D models. The loads and boundary
conditions can also be better defined and more realistic if the finite element model can be extended
to 3D in the future. Another limitation of the current study is the lack of experimental evidence for

many simulation parameters used in this study. This could possibly be a direction for future works.

A weakness of the bone remodeling algorithm used in this study is that it did not consider bone
resorption due to overloading. The large bone density near the implant shoulder indicates large
mechanical stimulation in the area. If bone resorption due to overloading is considered, instead of
bone apposition, the bone loss could occur in this region [47]. Moreover, stress shielding
phenomena was not observed in the results. This may be another limitation of the current study. A
possible direction in the future would be to compare the simulation results with CBCT images
collected before and after implant placement. Another limitation is that the current results represent
the general trends for multiple individuals. In the future, further work is needed to extend the

current method to individual-specific models and comparisons with individual data.

The forward Euler method used in this study is not very accurate and becomes unstable for
large time steps. According to the results in our previous parametric study [8], a few approaches
was taken in current study to enhance stability and convergence. The product of remodeling rate
and time step, BAt, was set to small; An equilibrium zone was set near the reference value of the
mechanical stimulus; The density change rate had lower and upper limits; Also, the algorithm was
stopped when the change of bone density slowed down (Figs. 7 and 10) because in our previous

parametric study [8] and other group’s work [48,49], it was discovered that excessive iteration
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steps may lead to instability and checkerboard phenomenon. Nevertheless, future work should seek

alternative approaches to carry out the bone remodeling algorithm.

5. Conclusions

In this study, the results of numerical simulation of mechanically adaptive bone remodeling
were compared with clinical images. CBCT images of multiple human subjects were analyzed to
obtain the average outline of the mandible and spatial distribution of bone density in the mandible
surrounding a lateral incisor. The bone density distribution around the tooth computed by bone
remodeling algorithms was in good agreement with that obtained from CBCT images. The
relationship between the bone density distribution and the mechanical stimulations on the tooth-
bone construct was also explained. The results added new information to the current knowledge
of the spatial distribution of bone density in the mandible, and also provided a new method to
compare the results of numerical simulation of mechanically adaptive bone remodeling with
experimental data. The results also provided model parameters to predict the bone density
surrounding a dental implant that replaced the tooth, including boundary conditions and applied

loads in the finite element models and the parameters for the bone remodeling algorithm.
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Tables

Table 1 Material properties used in the finite element simulations

Materials ol (MPa)  ratio
Dentin 18600 0.3
Pulp 2 0.45
PDL 70.1 0.45
Cortical Bone 15,000 0.3
Titanium alloy 110,000 0.31
Zirconia 205,000 0.3
Woven Bone 1,900 0.34

Table 2 Grayscale, material properties and results in the calibration of CBCT scanner

Materials Air Water PMMA PVC Aluminum
Grayscale -898.4+77.9 -7.5£159.0 -145.1+£163.36 99.7+£185.9 1648.5+236.3
X-ray mass attenuation
coefficient, u/p (cm?/g) 0.173 0.132 0.160 0.391 0.224
[15]
Density, p (g/em?) [15] 0.0012 1.00 1.19 0.55[16] 2.70
X-ray linear
attenuation coefficient, 0.000208 0.132 0.190 0.215 0.606
p (cm™)
Hounsfield unit (HU) -1000+99.7 0+203.5 121.5+209.1 139.5+145.2 1541.24£302.5
N/A 20.35% 18.64% 12.74% 11.90%

Variation in HU
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Fig. 1. (a) A photo and (b) a slice of CBCT image for one of the phantoms that were used in the

calibration of CBCT scanner. 1 — aluminum; 2 - PVC foam; 3 — air; 4 — water; and 5 — acrylic.

Fig. 2. Representative sagittal sections of CBCT image for lateral incisors in mandible. White

arrow — buccal plate; Black arrow - mental spine.

Fig. 3. Finite element model of (a) a lateral incisor and (b) an implant, respectively, in mandible

including applied loads and boundary conditions.
Fig. 4. Flow chart of the bone remodeling simulation

Fig. 5. (a) Coefficient of determination obtained from simple linear regressions between X-ray
linear attenuation coefficient and CBCT images grayscales for 5 materials at various energy levels;

(b) Linear regression line at the effective energy level of 76 KeV.

Fig. 6. Results obtained from analysis of CBCT images of mandible around lateral incisors: (a)
Average outline of mandible; (b) Averaged image intensity; (c) Average bone density distribution;
(d) The standard deviation of bone density and (e) Bone density distribution along the line in (b)

and (c).

Fig. 7. Adaptation of average bone density in all trabecular bone elements around a tooth in the

bone remodeling simulation.

Fig. 8. Adaptation of bone density distribution around a tooth at the 0, 6, 18™, and 36 iteration

in the bone remodeling simulation.

Fig. 9. Quantitative comparison of bone density computed by bone remolding numerical

simulation and obtained from CBCT image analysis.
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Fig. 10. Adaptation of average bone density in all woven bone and trabecular bone elements around

an implant in the bone remodeling simulation.

Fig. 11. Adaptation of bone density distribution around an implant at the 0, 10™, 30" and 59

iteration in the bone remodeling simulation.
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