Downloaded 11/15/22 to 160.39.34.79 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

SIAM J. CONTROL OPTIM. © 2022 Society for Industrial and Applied Mathematics
Vol. 60, No. 6, pp. 3191-3216

EXPLORATORY HJB EQUATIONS AND THEIR CONVERGENCE*

WENPIN TANGT, YUMING PAUL ZHANG!, AND XUN YU ZHOU'

Abstract. We study the exploratory Hamilton—Jacobi-Bellman (HJB) equation arising from the
entropy-regularized exploratory control problem, which was formulated by Wang, Zariphopoulou, and
Zhou (J. Mach. Learn. Res., 21 (2020), 198) in the context of reinforcement learning in continuous
time and space. We establish the well-posedness and regularity of the viscosity solution to the
equation, as well as the convergence of the exploratory control problem to the classical stochastic
control problem when the level of exploration decays to zero. We then apply the general results
obtained to the exploratory temperature control problem, which was introduced by Gao, Xu, and
Zhou (SIAM J. Control Optim., 60 (2022), pp. 1250-1268) to design an endogenous temperature
schedule for simulated annealing in the context of nonconvex optimization. We derive an explicit
rate of convergence for this problem as exploration diminishes to zero, and find that the stationary
distribution of the optimally controlled process exists, which is however neither a Dirac mass on the
global optimum nor a Gibbs measure.
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1. Introduction. Reinforcement learning (RL) is an active subarea of machine
learning. RL research has predominantly focused on Markov decision processes in dis-
crete time and space; see [29] for a systematic account of the theory and applications,
as well as a detailed description of bibliographical and historical development of the
field. Wang, Zariphopoulou, and Zhou [32] are probably the first to formulate and
develop an entropy-regularized, exploratory control framework for RL in continuous
time with continuous feature (state) and action (control) spaces. In this framework,
stochastic relaxed control, a measure-valued process, is employed to represent explo-
ration through randomization, capturing the notion of “trial and error” which is the
core of RL. Entropy of the control is incorporated explicitly as a regularization term
in the objective function to encourage exploration, with a weight parameter A > 0 on
the entropy to gauge the tradeoff between exploitation (optimization) and exploration
(randomization). This exploratory formulation has been extended to other settings
and used to solve applied problems; see, e.g., [13] and [17] to mean-field games, and
[33] to Markowitz mean-variance portfolio optimization. [15] apply the same formu-
lation to temperature control of Langevin diffusions arising from simulated annealing
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for nonconvex optimization. The problem itself is not directly related to RL; however,
the authors take the same idea of “exploration through randomization” and invoke
exploratory controls to smooth out the highly unstable yet theoretically optimal bang-
bang control. For more literature review on the exploratory control, see [37].

Wang, Zariphopoulou, and Zhou [32] derive the following Hamilton—Jacobi-
Bellman (HJB) partial differential equation (PDE) associated with the exploratory
control problem, parameterized by the weight parameter A > 0:

—pua(z) + /\ln/uexp <§\ [h(x,u) + b(z,u) - Voy(z)

(1.1) + %Tr(a(x,u)a(x, U)TVQU)\(I’)):|)du =0.

This equation, called the exploratory HJB equation, appears to be characteristically
different from the HJB equation corresponding to a classical stochastic control prob-
lem. Among other things, (1.1) does not involve the supremum operator in the control
variable typically appearing in a classical HJB equation. This is because the supre-
mum is replaced by a distribution among controls in the exploratory formulation.
Wang Zariphopoulou, and Zhou [32] do not study this general equation in terms of
its well-posedness (existence and uniqueness of the viscosity solution), regularity, sta-
bility in A, or the convergence when A — 0*. They do, however, solve the important
linear-quadratic (LQ) case where the exploratory HJB equation can be solved explic-
itly, leading to the optimal distribution for exploration being a Gaussian distribution.
Wang and Zhou [33] apply this result to a continuous-time Markowitz portfolio selec-
tion problem which is inherently LQ.

The goal of this paper is to study the general exploratory HJB equations beyond
the LQ setting. We first analyze a class of elliptic PDEs under fairly general as-
sumptions on the coefficients (Theorems 3.6 and 3.7). The application of the general
results obtained to the exploratory HJB equations allows us to identify the assump-
tions needed, to derive the well-posedness of viscosity solutions and their regularity,
and to establish a connection between the exploratory control problem and the clas-
sical stochastic control problem (Theorems 3.9 and 3.10). More specifically to the
last point, we show that as the exploration weight decays to zero, the value function
of the former converges to that of the latter. This result, which extends [32] to the
general setting, is important for RL especially in terms of finding the regret bound
(or the cost of exploration as termed in [32]). As a passing note, our analysis for the
general class of fully nonlinear elliptic PDEs may be of independent interest to the
PDE community.

In the second part of this paper, we focus on a special exploratory HJB equation
resulting from the exploratory temperature control problem of the Langevin diffusions.
The latter problem was introduced by Gao, Xu, and Zhou [15] aiming at designing
a state-dependent temperature schedule for simulated annealing (SA). To provide a
brief background (see [15] for more details), one of the central problems in continuous
optimization is to escape from saddle points and local minima, and to find a global
minimum of a nonconvex function f : R? — R. Applying the SA technique to the
gradient descent algorithm consists of adding a sequence of independent Gaussian
noises, scaled by “temperature” parameters controlling the level of noises. The con-
tinuous version of the SA algorithm is governed by the following stochastic differential
equation (SDE),

(12) dXt = —Vf(Xt)dt + QBtdBt, XO =,
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where (By, t > 0) is a d-dimensional Brownian motion, and the temperature sched-
ule (B, t > 0) is a stochastic process. If 5, = S is constant in time, then (1.2)
is the well-known overdamped Langevin equation whose stationary distribution is
the Gibbs measure Gg(dz) o exp(—f(z)/8)dz (f is called the landscape and S the
temperature).

When allowing (8;, t > 0) to be a stochastic process, we have naturally a stochas-
tic control problem in which one controls the dynamics (1.2) through this temperature
process in order to achieve the highest efficiency in optimizing f. Gao,Xu, and Zhou
[15] find that the optimal control of this problem is of bang-bang type: the temper-
ature process switches between two extremum points in the search interval. Such a
bang-bang solution is almost unusable in practice since it is highly sensitive to errors.
Moreover, in the present paper we discover that the optimal state process under the
bang-bang control may even not be well-posed in dimensions d > 3 (section 4.1).
These observations support the entropy-regularized exploratory formulation of tem-
perature control proposed by [15], not so much from a learning perspective, but from
a desire of smoothing out the bang-bang control.

The results for the general exploratory HJB equations apply readily to the tem-
perature control setting in terms of the well-posedness, regularity, and convergence
(Corollaries 4.3 and 4.7). Moreover, due to the special structure of the controlled
dynamics (1.2), we are able to derive an explicit convergence rate of Aln(1/)) for the
exploratory temperature control problem as A tends to zero (Theorem 4.6). Finally,
we consider the long time behavior of the associated optimally controlled process and
show that it will not converge to the global minimum of f nor any Gibbs measure
with landscape f (Theorem 4.9). The first property is indeed preferred from an explo-
ration point of view because exploration is meant to involve as many states as possible
instead of focusing only on the single state of the minimizer. The second property
hints at the possibility of more variety of target measures other than Gibbs measures
for SA. Finally, while the main focus of the paper is on problems in the infinite time
horizon, our results also carry over to the exploratory control problem in a finite time
horizon (Theorem 5.2).

The remainder of the paper is organized as follows. In section 2, we provide some
background on the exploratory control framework and present the corresponding ex-
ploratory HJB equation. In section 3, we investigate the exploratory HJB equation
and establish general results in terms of its well-posedness, regularity, and conver-
gence. We also identify the value function of the exploratory control problem as the
unique solution to the exploratory HJB equation. In section 4, we apply the general
results to the exploratory temperature control problem, derive an explicit convergence
rate, and study the long time behavior of the associated optimal state process. In
section 5 we consider the exploratory control problem in a finite time horizon. Finally,
section 6 concludes.

2. Background and problem formulation. In this section, we provide some
background on the exploratory control problem that is put forth in [32].
Below we collect some notations that will be used throughout this paper.

~ Forz,y € R 2.y denotes the inner product between x and y, |z| = \/Z?Zl z?
denotes the Euclidean norm of z, Br = {z : |x| < R} denotes the Euclidean
ball of radius R centered at 0, and |%|max = maxj<;<q |2;| denotes the max
norm of z.

— For a square matrix X = (X;;) € R¥9 X7 denotes its transpose, Tr(X) its
trace, |X| its spectral norm, and |X|max = maxi<; j<q|X;;| its max norm.
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Moreover, 8¢ = {X € R¥*4 . XT = X} denotes the set of d x d symmetric
matrices with the spectral norm.

— Let O C R? be open. For a function f : O — R, Vf, V2f, and Af = Tr(V2f)
denote, respectively, its gradient, Hessian, and Laplacian.

— For a bounded function f : O = R, ||f||r=(0) = sup,eco |f(2)| denotes the
sup norm of f.

— A function f € C*(0), or simply f € C* if it is k-time continuously differen-
tiable. The C* norm is given by ||f||ck = max|g/<x Sup,co [V? f(z)], where

VO f () = 200 () with B = (B, fa) € N* and 8] = 0L, Bi.
1 d

— A function f € CH(0), or simply f € C** (0 < a < 1), if it is k-time

continuously differentiable and its kth derivatives of f are a-Holder contin-

uous. The C** norm is given by ||f||cre = maxg<ysup,eo [V7 f()] +

VA —vA
Max| 5| Supz;éyeol f(lz)_ af(y)I.

|
— For two probability measures P and Q, ||P — Q||7v = supy |[P(A) — Q(4)]
denotes the total variation distance between P and Q.

2.1. Classical control problem. Let (2, F,P, {F:}:>0) be a filtered probabil-
ity space on which we define a d-dimensional F;-adapted Brownian motion (By, t > 0).
Let U be a generic action/control space, and u = (ug, t > 0) be a control which is an
Fi-adapted process taking values in U.

The classical stochastic control problem is to control the state variable X; € R?,
whose dynamics is governed by the SDE

(2.1) AXY = b(XP, wp)dt + o(XP,u)dB,, XU =,

where b : R4 x U — R is the drift, and o : R? x i — R%*4 ig the covariance matrix
of the state variable. Here the superscript ‘«’ in X}* emphasizes the dependence of
the state variable on the control u. The goal of the control problem is to maximize
the total discounted reward, leading to the (optimal) value function

o0
(2.2) v(iz)= sup E [/ e_”th(Xt",ut)dt’Xg = x} )
u€Ap(x) 0

where h : RY x U — R is a reward function, p > 0 is the discount factor, and Ag(z)
denotes the set of admissible controls which may depend on the initial state value
X{ ==

By a standard dynamic programming argument, the HJB equation associated
with problem (2.2) is

(2.3) — pv(z) + sup |[h(z,u) + bz, u) - Vo(x) + %Tr(a(x, w)o(z,u)TVu(x))| = 0.
uel

In the classical stochastic control setting, the functional forms of h, b, ¢ are given and
known. It is known that a suitably smooth solution to the HJB equation (2.3) gives the
value function (2.2). Further, the optimal control is represented as a deterministic
mapping from the current state to the action/control space: u; = u*(X;). The
mapping u* is called an optimal feedback control, which is derived offline from the
“sup,ez” term in (2.3). This procedure of obtaining the optimal feedback control
is called the verification theorem. The corresponding optimally controlled process
(X[, t > 0) is governed by the SDE,

dX; = b(X7 " (X))dt + o (X] u* (X)))dBr, X =z,
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provided that it is well-posed (i.e., it has a unique weak solution). See, e.g., [14, 36]
for detailed accounts of the classical stochastic control theory.

2.2. Exploratory control problem. In the RL setting, the model parameters
are unknown, i.e., the functions h, b, o are not known. Thus, one needs to explore and
learn the optimal controls through repeated trials and errors. Inspired by this, [32]
model exploration by a probability distribution of controls m = (m(-), t > 0) over the
control space U from which each trial is sampled. The exploratory state dynamics is

(2.4) dXT = b(X],m)dt + (X[, m)dB;, X =u,

where the coefficients b(-,-) and &(-,-) are defined by

5(.%,7‘(’) ::/ub(x,u)ﬂ(u)du, o(x,m) = (/Ma(x,u)a(m,u)TW(u)du)é

for (z,7) € R? x P(U) with P(U) being the set of absolutely continuous probability
density functions on Y. The distributional control m = (m(-), ¢t > 0) is also known as
the relaxed control, and a classical control u = (ut, t > 0) is a special relaxed control
when 7;(-) is taken as the Dirac mass at u.

The exploratory control problem is an optimization problem similar to (2.2) but
under relaxed controls. Moreover, to encourage exploration, Shannon’s entropy is
added to the objective function as a regularization term:

(2.5)
ua(z) = ﬂiiﬂ)E[ /0 h e_pt( /u h(XT, u)me(u)du — A /u () lnwt(u)du> dt‘X{f = x]

where A > 0 is a weight parameter controlling the level of exploration (also called
the temperature parameter), and A(z) is the set of admissible distributional controls
specified by the following definition.

DEFINITION 2.1. We say a density-function-valued stochastic process m = (m(+),
t > 0), defined on a filtered probability space (2, F,P,{Fi}i>0) along with a d -
dimensional Fy -adapted Brownian motion (By, t > 0), is an admissible distributional
(or exploratory) control, denoted by ™ € A(x), if
(i) for each t >0, m () € P(U) a.s.;
(ii) for any Borel subset A C U, the process (t,w) — [, m(u,w)du is F-
progressively measurable;

(iii) the SDE (2.4) has solutions on the same filtered probability space whose dis-
tributions are all identical.

Now we quickly review a formal derivation of the solution to the exploratory con-
trol problem (2.4)—(2.5), following [32]. By dynamic programming, the HJB equation
to (2.4)—(2.5) is

(2.6) —pur(z)+ wesg?u)/u <h(:c,u) + b(z,u) - Vo (z)

+ %Tr(a(x, w)o(x,u)T V2, (x)) — Alnw(u))w(u)du = 0.

Then, through the same verification theorem argument, the optimal feedback
control is
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(2.7)

() = exp (% [h(sc,u) + b(x,u) - Vor(z) + %Tr(a(x,u)a(x, u)TVQU,\(ac))])
T J exp (3 [A(z,u) + b(z,u) - Vor(z) + 3Tr(o(z,u)o(z, u)T V2 (2))]) du’
which is the Boltzmann distribution or a Gibbs measure. By injecting (2.7) into (2.6),
we get the nonlinear elliptic PDE (1.1), or the exploratory HJB equation. Note that
this equation is parameterized by the weight parameter A > 0.

Applying the feedback control (2.7) to the state dynamics (2.4), we obtain the
optimally controlled dynamics

(28) dXtAy* = E(Xt>\7*77r*(aXt)\*))dt + &(Xt)\v*aﬂ—*('vXtAy*))dBta

provided that it is well-posed, i.e., it has a weak solution which is unique in distribu-
tion. This condition is satisfied if b(+,-) and o(-,-) are measurable and bounded, = —
o(x,-) is continuous, and o (-, -) is strictly elliptic in the sense that o(-,-)o (-, )T > AI;
see, e.g., [28] for discussions on the well-posedness of SDEs. The optimal distributional
control is then 77" (-) = 7*(-, X;"*), t > 0.

The exploratory HIB equation (1.1) is a new type of PDE in control theory,
which begs a number of questions. [25] considered the exploratory control problem in
bounded domains, while our interest is in the whole space R? motivated by applica-
tions. The first question is, naturally, its well-posedness (existence and uniqueness) in
a certain sense. The second question is its dependence and convergence in A > 0. In
practice, this parameter is often set to be small. Thus, we are interested in the limit
of the solution to (1.1) as A\ — 07, along with its convergence rate. We will answer
these questions in the following two sections.

3. Analysis of exploratory HJB equation. In this section, we study the
exploratory HJB equation (1.1) under some general assumptions on the functions
h(,-),b(:,-),0(-,-). For a concise analysis it is advantageous to analyze the general
fully nonlinear elliptic PDEs of the form

(3.1) F(V*v,Vv,v,2) =0 inRY,
and then apply the results obtained to (1.1).

3.1. General results on second order elliptic equations. The standard
references for second order elliptic PDEs are [16, 7]. Here we recall some definitions
and useful results.

Consider the general fully nonlinear equations (3.1). We make the following as-
sumptions on the operator F : S x R? x R x R — R:

(a) F'is continuous in all its variables, and for each r > 1 there exist ., v, > 0
such that for any z,y € B, and (X,p,q,5) € S x R x R? x R,

|F(X,p7s,.’1,‘) _F<X7Qa8ay)| S ’Yr‘m_y|(1+ ‘pl + |q|+‘X|)+&|p_q|’
|F(070707m)| g’y'f"

(b) There exist Ay > A; > 0 such that for any P € S¢ positive semidefinite, and
any (X,p,s,7) € S? x R x R x RY,

ATr(P) > F(X,p,s,z) — F(X 4+ P,p,s,x) > A; Tr(P).
(c) There exists p > 0 such that for all (X,p,z) € S x RY x R? and t > s,

F(Xapvtvx) - F(X7pa Sax) > p(t_ S)

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.
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These assumptions are standard (see [18, 9]), and guarantee the existence and unique-
ness of the viscosity solution to (3.1) in a bounded domain with a Dirichlet boundary
condition. The proof is given by Perron’s method and the comparison principle. Note
that there exist weaker conditions than the ones stated above to ensure the well-
posedness of (3.1) in bounded domains; however, assumptions (a)—(c) are simpler and
sufficient for our purpose.

Now we recall the definition of viscosity solutions to (3.1).

DEFINITION 3.1. Let Q be an open set in RY.

(i) We say an upper semicontinuous (resp., lower semicontinuous) function v :
Q — R is a subsolution (resp., supersolution) to (3.1) if the following holds:
for any smooth function ¢ in Q such that v — ¢ has a local mazimum (resp.,
minimum) at xo € ), we have

F(V2¢,Vé,v(z0),20) <0 (resp., F(V2p, Vb, v(x0),20) > 0).

(ii) We say a continuous function v : Q — R is a (viscosity) solution to (3.1) if
it is both a subsolution and a supersolution.

Throughout this paper, by a solution of a PDE we mean a wiscosity solution
unless otherwise stated.

Assume that there are a set of functions defined on Q: {v.(x),e > 0}. Re-
call the definition of half-relaxed limits: v*(x) := lim SUP )/, Ve (z') and v, (x) :=

e—0

lim infﬂaz/%x, ve(2'). Clearly, v* is upper semicontinuous and v, is lower semicontinu-

0
ous. Tt is known that subsolutions and supersolutions are stable under the half-relaxed
limit operations; see [9].

LEMMA 3.2. Let Q C R? be open, {Fx, A\ > 0} be a set of operators satisfying
the assumptions (a)—(c) with the same constants. Suppose that Fy converges locally
uniformly in all its variables to an operator F' as X — 0. Then

(i) if va is a sequence of bounded subsolutions to F\(V3vy, Vuy,vy,+) <0 in Q
for some \ — 07, then their upper half-relaxed limit v* is a subsolution to

F(V20*, Vo, v*,-) <0  in Q;

(ii) if vy is a sequence of bounded supersolutions to Fx(V?vy, Voy,vy,:) > 0in Q
for some X — 0%, then their lower half-relazed limit v. is a
supersolution to

F(V?v,,Vv.,v,,-) >0 in Q.
Next we consider the regularity of solutions to (3.1). We need the following additional

assumption on the operator F'.

DEFINITION 3.3. We say that an operator F = F(X,p, s, x) is concave in X if
for any M,N € 8¢ p,r € R, and s € R we have
O*F (M, p, s, x)
8Mij8Mkl

where the derivative and the inequality are in the sense of distribution.

N;j N, <0,

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 11/15/22 to 160.39.34.79 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

3198 WENPIN TANG, YUMING PAUL ZHANG, AND XUN YU ZHOU

The following result concerns higher regularity of bounded solutions to concave
operators; see, e.g., [7] and [22]. As a consequence, viscosity solutions to concave
operators are classical solutions.

LEMMA 3.4 (Theorems 2.1 and 2.6 [22]). Assume that F = F(X,p, s,x) satisfies
(a)—(c), and let Ry > Ry > 0. If v is a bounded viscosity solution to the equation
F(V?v,Vv,v,x) = 0 in Bg,, then v is Cv“ in Bg,. Moreover if F is concave in
X, then v is C*“ in Br,. The upper bounds for [[v]lcra(Bg,) or |[v]lcz.a(By,) depend
only on the constants in assumptions (a)-(c), Ri, Rz, and [[v||L=(ppg,)-

Finally, we prove a comparison principle for solutions to (3.1), where the operator
F is assumed to have a certain subquadratic growth in z in the whole domain R<.
This comparison principle will be used to prove the uniqueness of the solution to the
exploratory HIB equation (1.1) under some assumptions on A(:,-),b(-,-), o (-, ).

LeEMMA 3.5 (Comparison principle in R?). Assume that F satisfies (a)-(c) with
Yr > 0 such that

(3.2) lim sup v, /r = 0.

r—>00
Let v1 and vy be locally uniformly bounded and be, respectively, a subsolution and a
supersolution to (3.1) in R? such that

(3.3) lim sup i) — va(w)

|z| =00

<0.
|z[? -

Then vy < vy in R2.

Proof. Our proof relies on a classical comparison principle of [18] for elliptic PDEs
in a bounded domain.
Tt follows from (3.2) that there exists C' > 0 such that for all » > 0,

(3.4) (C+1%)p > 29,
Set C" := C +2dAzp~!, and for any small ¢ > 0, define v¢(z) := va(z) +(C’ + |z|?).
We claim that v is a supersolution to (3.1) in RY. Indeed, assume that there is
@ € C>®(R%) such that v* — ¢ has a local minimum at xo € R%. Then v — ¢° with
¢ == ¢ — &(C" + |z|?) has a local minimum at xg. Using the facts that vy is a
supersolution and F satisfies (a)—(c), we get by (3.4) that
F(v2<p7 V% Us(x0)7 1’0)

> F(V2p°, Vo©, va(20), 20) — 2dAse + p(C" + |20]?)e — 2Y|z0)|Z0le

> (C + |zo|*) pe — 2720l > 0.
Hence v® is a supersolution.

Next, due to (3.3), there exists R. > 0 such that v®(z) > vi(x) for all |z| > R..
Therefore applying [18, Theorem II1.1] to v1,v® in the bounded domain Bg_ yields

v¥(z) > vi(z) forall z € Bg..

Taking € — 0 leads to vo > vp in RY. 0
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The above proof of Lemma 3.5 follows rather standard lines. The comparison
principle (and the well-posedness) for unbounded solutions to nonlinear elliptic equa-
tions in unbounded domains do exist in the literature; see, e.g., [1, 8, 9, 19]. However,
those results do not apply to the problem in which we are interested. In particular,
none of these results covers the cases of unbounded b(-,-) and/or F' being inhomoge-
neous in X, inherent in the exploratory control problem.

3.2. Well-posedness and stability. In this subsection, we prove the well-
posedness of solutions of subquadratic growth to (3.1). We need some assumptions on
Yy e Let v 1 (0,00) — (0,00) be C2. Setting v, = y(r), 7" :=~'(r), %" == +"(r),
we assume that

/ / 17
(3.5) v’ >0 and limsup oy gl ol = 0.

r—oo I Vr

!
Note that limsup,. ., 2= = 0 implies limsup,._, ., 7 = 0. So this 7, represents a rate

of subquadratic growth. For instance, we can take v, = C(1+7%) or C(1+r®In(1+47))
with a € [0,2),C > 0. The assumption on ~,’" avoids large oscillations of «, when
r — 00.

THEOREM 3.6. The following hold:
(a) Assume that (a)-(c) hold with -, satisfying (3.5) and v, satisfying

(3.6) lim sup(y, — v, /1) < 0.

T—00

Then there exists a unique solution v of subquadratic growth to (3.1), and v is
locally uniformly C-®. Moreover, there exists C > 0 such that for all r > 1,

(3.7 sup |v(x)] < Cy.
r€B,

(b) Assume that there are operators F satisfying (a)—(c) uniformly with the above
YryYe for X € (0,1), such that Fy — F as X\ — 07 locally uniformly in all
the variables. Then for each X\ € (0,1), there exists a unique solution vy
satisfying (3.7) to

(3.8) Fy(V?vy,Vuy,vx,z) =0 in RY,

and vy, is locally uniformly C1®. Moreover, we have vy — v locally uniformly
as A — 0T,
(c) If F (or F\) is concave in X, then v (or vy) is locally uniformly C*<.

Proof. (i) With the comparison principle (Lemma 3.5), we only need to produce a
supersolution and a subsolution that have subquadratic growth at infinity, and invoke
Perron’s method.

By (a)-(c) and (3.6), there exists a constant C' > 0 such that for any z € R,
(X,p) € ST x R?, and s > 0, if r := |z| > 1, then

(3.9) F(X,p,s,2) = ps — (1 + |p|/r) — C(1 + [X]),
and if r € [0,1), then
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Let ¢ € C?([0,)) be a regularization of r — =, such that

(3.11) ¢'(0) =¢"(0) =0, ¢'(-) > 0, ¢(r) =, for r > 1, and limsup ¢'(r)/r < occ.
r>0

Define o(x) := Cy + Ca¢(|z|) for some C1,Cs > 0 to be determined. For simplicity,
below we drop (z) and (]z|) from the notations of #(x), ¢(|z|), &' (|z]), and ¢" (|z|). For
|z| > 1, we have from (3.9) that F(V?v,V9,9,z) > p(Cy + Cad) — ¢(1 + Ca¢’ /|z|) —
C(1 + Cq|¢"|). Tt follows from (3.5) that ¢'(r)/r + ¢(r) =L (|¢""(r)| + ¢'(r)) — 0 as
r — oo. Therefore by picking Co and then C; to be sufficiently large, we obtain
F(V?5,V9,0,2) > 0. This inequality holds the same when |z| < 1 by (3.10) and
(3.11). Similarly, one can show that v := —o is a subsolution. Clearly both ¥ and
v have at most subquadratic growth. Thus, by Perron’s method and Lemma 3.5

note that by (3.5), v, satisfies (3.2)), we obtain the unique solution v to (3.1), and
v < v <7 yields (3.7T Finally v € C* follows from Lemma 3.4.

(ii) The above argument also yields the unique solution vy to (3.8) with vy € C1®
satisfying (3.7) for each A € (0,1). Let vy, v* be defined as in Lemma 3.2. Since F —
F locally uniformly, Lemma 3.2 yields that v, and v* are, respectively, a supersolution
and a subsolution to (3.1). As v, and v* have at most subquadratic growth, applying
Lemma 3.5 yields v, > v* in R%. The other direction of the inequality holds trivially
by definition; hence v, = v* which then equals the unique solution v to (3.1). This
shows vy — v locally uniformly as A — 0%.

(iii) This follows readily from Lemma 3.4. |

3.3. Rate of convergence. Recall that | X| denotes the spectral norm for X €
S%. We make the following assumption on the difference between F and Fj:

(d) There exists a continuous function wy : [0,00)* — [0, 00) such that for each
A >0, wo(A, -, -, ) is nondecreasing in all its variables, wg(0,-,-,) = 0, and
for each (X, p,s,z) € S x R? x R x R? we have

‘F)\(vaasvx) —F(X7p78,$)| < wo()" |X|’ |p‘7 ‘C(fl)

In the remainder of this subsection, we derive a convergence rate of vy — vas A — 07,
assuming that the Lipschitz norms of vy and v are not too large at x+ — oo. To the
best of our knowledge, this error estimate result in the general setting with possibly
unbounded solutions in R¢ is new.

THEOREM 3.7. Let Cy > 1,7 € [0,2), F, Fy satisfy (a)—(d) with v, = Co(1+r"),
v = Co(1 +7771Y), and v and vy be, respectively, the solutions to (3.1) and (3.8).
Suppose for some a > 0, we have for each > 1,

(3.12) V()| + |Voua(-)] < Cor®  in B,.
Then there exist A,C > 0 such that for all X € (0,1) and r > 1, we have

sup |va(z) —v(z)| < ptwo(N, R, R, R®) + CR™,
TEB,

where R := Ar, e := (2 —1)/2, ¢z := 1+¢, ¢3 := max{a(l+¢), 1}, ¢4 := 1 +min{(1—
n)(1+4¢),0}, and ¢ = (2a+2n)(1 +¢€) + 4.

Proof. We will only show that v cannot be too much larger than vy for A € (0,1)
in B,; the proof for the other direction is almost identical. From the assumption
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and Theorem 3.6, there is C; > Cy such that for all r > 1, we have v, < Ci7r",
7 < Ci(1 +7r771), and

(3.13) [v()] + Jua()] < Cyr"  in B,.

Then after writing 6, := sup,cp (v(z) —va(z)) for some r > 1, (3.13) yields 6, <
Cl’l’n.
Let Ry := Ar for some A > 1, and Ry := R} with ¢ = 2 € (0,1]. We consider
[

2
a radially symmetric and radially nondecreasing function ¢ : R? — [0, c0) such that

(3.14) #(-)=0on By, ¢(-) > C1R] on OBp,,
and for some C = C(d),
(3.15) Vo(2)| < C(L+¢(@)/Rr,  [VZh(2)| < C(1+ ¢(x))/(Rur)

for all x € Bpg,. A regularization of the map z — exp (max{0,z —r}/Ry) — 1 will do
if A is large enough depending only on 7, C;. With one fixed A, below we prove a
finer bound of §, for all r large enough and A € (0,1).

Due to (3.13) and (3.14), there exists z¢g € Bg, such that

(3.16)  w(xg) —va(xo) — 2¢(x0) = bélﬂgd (v(z) —va(x) — 2¢(x)) =: &' > 6.

Similarly, for any 5 > 1, we can find z1,y; € Bg, such that

(3.17)
v(z1) —ua(y1) — o(x1) — d(y1) — Blar — ya[?

= sup (v(z) —va(y) — ¢(@) — d(y) — Bl = yl*) = v(wo) — valzo) — 2¢(x0) = &'

z,yER?

If ¢(z1) < &(y1), noting |vx(z1) — va(yr)| < CoR$|z1 — 1| in view of (3.12), we
conclude from (3.16) and (3.17) that

8 < v(xy) —va(zy) — 26(21) + CoRS |1 — y1| — Blzr — w1 |?
<& + CoRS|xy — y1| — Blry — w1 %,
which yields
(3.18) 21 — | < CoRy /.

This estimate still holds if ¢(x1) > ¢(y1) by the same argument. Let us write Cy :=
¢(z1) + ¢(y1). It follows from (3.17) that

(3.19) v(z1) —oa(yr) > Cy + 6.

Since (1 +¢)n <2, (3.19) and (3.13) yield Cy < C1RI < C1R3.

Now we proceed by making use of (3.17). Since v,v) are solutions to (3.1) and
(3.8), respectively, the Crandall-Ishii lemma [9, Theorem 3.2] yields that there are
matrices X, Y € S? satisfying the following:
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and
(3.21) F(X + V2¢(z1), pr,v(z1),21) <0< FA(Y — V28(y1), g1, va(y1), 1),

where py :=28(x1 —y1) +Vo(x1), q1:=28(x1—y1)—V(y1). Using (¢) and (3.21)
gives p(v(a1)—va(y1)) < FA(Y=V26(y1), q1,v(21), y1) = F(X+V?¢(x1), p1, v(21), 1)
Writing Y/ := Y — V2¢(y1) and Z := X — Y + V2¢(x1) + V2é(y1), we conclude from
(a), (b), (d), and x1,y1 € Bg, that

p(v(z1) = va(y1)) < woN [Y'|s ], lar]) + CrR3Jer — ya| (1 + Ipi| + |aa] +[Y7])
(3.22) +C1(1+ RI Y1 — qu| + A Tr(Z) 1250 + A Tr(Z)1 2<0.
Then we apply (3.13), (3.15), (3.18), and C, < C1 R? to obtain
1] < O(RS + CyRy") < C(R3 + Ru),
R3* + CyRS Ry + R3|Y'|)/
C(R3™ + CyR5 Ry ' + RS|Y|)/8,
(1+ Ry )lp1 — q1| <O+ Ry +Cy)RyH < O(1+ Cy) Ry,

(
|21 — g1 | (1 + |p1| + |qa| + [Y']) < C(
(
(

where ¢4 == 1 4+ min{(1 — n)(1 +¢€),0} € (0,1] by e = 252, and C = C(Cy, C1) > 0.

Notice that X <Y, and =681 <Y < 631 by (3.20). Therefore, (3.15) implies for
some C' = C(Ag) > 0, Ao Tr(Z2) 1250+ A1 Tr(Z2)12<0 < —A T (Y = X)+C(14+Cy) Ry .
Moreover, it follows from 3 > 1, Ry = Ar, and Cy < CR? that for some C' = C(A) >
0, [Y'| < Y|+ CCy(Rir)~! < CPB. Plugging the above estimates into (3.22) shows

p(v(z1) —valy1)) < wo(\, CB, Ry, C(RS 4+ Ry)) — MTr(Y — X) + CRYT"|Y|/B
(3.23) + C(R*T/B 4+ Ry %) + CCH(RSTRTY/B + Ry ).

Notice that by [18, Lemma 3.1] and (3.20), there is C = C(d) > 0 such that | X|+|Y]| <
C(Tr(Y — X) 4 B2Tr(Y — X)). Therefore, if 2CRS" < A, 3, we obtain

CRIPY|/B < M Tr(Y — X)/2 + CRYTTr(Y — X)357%
< MTe(Y — X) + CR* /3.
Thus, it follows from (3.23) that
(3.24) p(v(z1) = va(y1)) < wo(A, CB, Ry, C(RS + Ry))
+O(R2H21/8 4 RYY) + CCH(ROTTRIY /B + Ro).

Now we pick 8 := R{* with ¢; := (1 + ¢)(2a + 29) + ¢4 Then A5 = R >
2CR§1+€)(O‘+") = 2CR5y™ holds when 7 > 1 (since Ry = Ar) is large enough. By
(3.24), there exist C,C" > 0 depending only on Cy, Cy, and n such that p(v(z1) —

ua(y1)) < wo ()\7 CRS, R+, O(ROH) 4 Rl)) +OR;® + C'CyRy . Recall (3.19).
Upon further assuming Ar = Ry > (C”/p)'/*, we have

pb, < p8' <wo (N RS, RIS, C(RY 4 Ry)) + CR™.

This leads to the desired conclusion with A replaced by C'A, where A, C' > 0 depend
only on d,n, Cy, Ci, p. 0
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3.4. Exploratory HJB equations: Well-posedness and convergence. Now
we apply the general PDE results established in the previous subsections to study the
well-posedness of the exploratory HJB equation (1.1) for fixed A > 0, as well as the
convergence of the solution as A — 0.

We assume that the control space U is a nonempty open subset of some Euclidian
space R!, and let p > 0. Consider the operator associated with the exploratory HJB
equation (1.1),

Fy(X,p,s,x) := ps — Aln/
u

(3.25)

and the operator associated with the classical HJB equation (2.3),

exp C\(h(% u) + b(w, u)p + Tr(o(z, u)o(z, “)TX))> .

(3.26) F(X,p,s,x):=ps— 21615 (h(z,u) + b(z,w)p + Tr(o(z, u)o(z, u)" X)) .

We also make the following assumptions on the functions h(:,-),b(,-),o(,").

Assumption 3.8. There are positive v,,7, € C?(0,00) satisfying (3.5) and (3.6)
such that the following hold:

(i) For each r > 1, |h(+,-)| is bounded by ~, in B, x U, and |b(-,-)| is bounded
by v, in B, x U.
(ii) Foreachr > land allu € U, h(-,u), b(-,u), and o (-, u) are uniformly Lipschitz
continuous with Lipschitz bound ~, in B,..
(iii) There exist Ay > Ay > 0 such that A T < o(-,-)o(-,-)T < Aol in RY x U.
(iv) h(-,-),b(-,-),a(-,) are locally uniformly continuous in R? x U.

(v) We have
)\ln/ exp (h(ou)) du’ < o0,
ueU A

and the following holds locally uniformly in (X,p,z) € 8% x R x R%:

1
)\ln/ exp | —(h(z,u) + b(z,u)p
w€U\[~N,N]! A

(3.28) + Tr(a(x,u)a(x,u)TX))du

(3.27) sup
A€(0,1)

limsup sup
N—oo Ae(0,1)

=0.

The condition (3.27) is to ensure that F) with A € (0,1) are well-defined, whereas
the condition (3.28) is to guarantee F\ — F locally uniformly as A — 0T which is a
reasonable requirement. If I/ is a bounded set, then assumption (v) holds trivially.
Note that Assumption 3.8 rules out the LQ case (i.e., b(-,-),o(-,-) are linear and
h(-,-) quadratic), but the corresponding exploratory and classical HJB equations for
LQ can both be solved explicitly and the solutions are quadratic functions; see [32].
In other words, the LQ case can be solved separately and specially and hence is not
our concern here.

We have the following result by specializing the results in subsections 3.2-3.3 to
the operators F), F' defined by (3.25)—(3.26).

THEOREM 3.9. Let Fy, F be defined by (3.25)—(3.26) and Assumption 3.8 hold.
Then the assumptions (a)-(d) hold uniformly for Fy,F for all A € (0,1), with

WO()\vl'lvaaxB) = sup \F)\(X,p,O,x) - F(Xap,ovx)‘,

| X|<z1,|p|<z2,|z| <23
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and F\,F are concave in X. Consequently, the equation F\(VZvy,Vuy,vx,z) = 0
(resp., F(V?v,Vv,v,x) = 0) has a unique solution vy (resp., v) of subquadratic
growth. Moreover,

(i) vx,v are locally C*< for some o € (0,1);
(ii) there ewists C' > 0 such that supg_|v(z)| + |va(z)| < Cv, for each r > 1;
(iii) vy — v locally uniformly as A — 0F.

Proof. 1t is direct to check that Assumption 3.8 implies assumptions (a)—(c). To
see (d), note that if I/ is a bounded set, F (X, p, s,z) = F(X, p, s, ) locally uniformly
in X,p,s,z as A — 0% since h(z,u),b(z,u),o(z,u) are locally uniformly continuous
in v and uniformly continuous in x. If U is unbounded, we use (3.28) to get the
convergence.

Clearly the operator F' is concave in X according to Definition 3.3. Now we show
that F) is also concave in X. Let us write, for any fixed p,z, (ai;) = (ai;(u)) =
o(z,u)o(z,u)T, g = g(X,u) := h(z,u) + b(x,u)p + Trga(m,u)a(x,u)TX), and G =
G(X,u) == exp(A~1g(X,u)). Then %(Txi;u) = a;; and % = 0. Direct computa-
tion yields that for any N = (N;;) € 84,

N 62F1(X7p5 S,I)

0X;0X 1 NigNu
(qud“) (fu(zu aijNij)2Gdu) - (sz (fu aijNideu)) 2
= >0,
A (fu Gdu) 2

where the last inequality is due to Holder’s inequality and G > 0. Therefore F), is
concave in X. All the conclusions now follow from Theorem 3.6. 0

One can derive a convergence rate for vy — v as A — 0% in the spirit of Theorem
3.7, but we chose not to present it in the above theorem because its expression would
be overly complex for the general case. In the next section, we will derive a simple,
explicit rate for a special application case-the temperature control problem.

So far we have focused our attention on the HJB equations. The connection to
the control problems is stipulated in the following theorem.

THEOREM 3.10. Consider the exploratory control problem (2.4)—(2.5) with the
value function vy. Let Assumption 3.8 hold, and assume that the SDE (2.8) is well-
posed. Then vy s the unique solution of subquadratic growth to the exploratory HJB
equation (1.1). Moreover, vy is locally C*< for some o € (0,1), and

vy — v locally uniformly as\ — 0T,

where v is the value function of the classical control problem (2.1)—(2.2) and the unique
solution of subquadratic growth to the classical HJB equation (2.3).

Proof. Under Assumption 3.8, let v’y be the unique solution to (1.1). According
to Theorem 3.9(ii), v’ has polynomial growth. By a standard verification argument,
we have vy(x) < v/y(z) for all z € RY. Since (2.8) is well-posed, the equality is
achieved by the relaxed control 77 (-) = 7*(-, X;"*), namely, vy = v5. The remainder
of the theorem follows readily from Theorem 3.9. a0

Theorem 3.10 indicates that the exploratory control problem (2.4)—(2.5) converges
to the classical stochastic control problem (2.1)—(2.2) as the weight parameter A — 0.
The technical assumption needed is that the optimally controlled process (XtA Tt >0)
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defined by the SDE (2.8) is well-posed. If v, = C(1+7) for some C' > 0 in Assumption
3.8, then it is easy to see that © — b(x,7*(-,z)) is bounded and measurable, and
x — o(m*(-,z)) is bounded, continuous, and strictly elliptic. Classical theory of [28]
then implies that (2.8) is well-posed.

4. Application to exploratory temperature control. In this section we ap-
ply the general results obtained in the previous section to the exploratory temperature
control problem.

4.1. Exploratory temperature control problem. To design an endogenous
temperature control for SA; [15] first consider the following stochastic control problem:

v(x) == inf E[/OO eptf(Xt)dt} ,

0
4.1
(1) subject to (1.2) where

{B¢, t > 0} is adapted, and B; € U a.e. t > 0,a.s.

Here, the temperature process (8¢, t > 0) is taken as the control. Following [15], we
take the control space U = [a, 1] for a fixed a € (0, 1) throughout this section.

By setting U = [a,1], h(z,u) = f(2), b(x,u) = —Vf(z), o(x,u) = V2u, and
substituting for “sup” with “inf” in (2.3), we obtain the classical HIB equation of the
temperature control problem (4.1):

(4.2) —pv(z)+ f(x) = Vf(x) Vou(z) + ﬁeil[zfl] [m&(v%(:c))] = 0.

It is then easily seen from the verification theorem that an optimal feedback control
has the bang-bang form: S* = 1 if Tr(V2v(z)) < 0, and 8* = a if Tr(V3v(z)) >
0. Using this temperature control scheme, one should switch between the highest
temperature and the lowest one, depending on the sign of Tr(V2v(z)). As mentioned
in the introduction, there are two disadvantages, one in theory and the other in
application, of this bang-bang strategy:

1. Although theoretically optimal, this strategy is too rigid practically to achieve
good performance as it only has two actions: ¢ — 1 and 1 — a. It is too
sensitive to errors which are inevitable in any real world application.

2. The corresponding optimally controlled dynamics is governed by the SDE:

(4.3) dX; = =V f(X7)dt + g(X[)dB;, X§ =,

where

V2a ifTr(V2u(z)) > 0,
(14) (@) :={ V=

V2 ifTr(V2u(z)) < 0.

There is a subtle issue regarding the well-posedness of the SDE (4.3). Note

that g is bounded and strictly elliptic. If Vf is assumed to be bounded,

it follows from Exercise 12.4.3 in [28] that (4.3) has a weak solution for all

dimension d. However, the uniqueness in distribution may fail since g is

discontinuous (see, e.g., [26] for an example). According to Exercises 7.3.3

and 7.3.4 in [28], the uniqueness holds for d = 1,2. But it remains unknown
whether the uniqueness in distribution is still valid for d > 3.

To address the first disadvantage above, Gao, Su, and Zhou [15] introduced the

exploratory version of (4.1) in order to smooth out the temperature process. This
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way, a classical control (8, t > 0) is replaced by a relaxed control = = (m¢(-), t > 0)
over the control space U = [a, 1], rendering the following exploratory dynamics:

(4.5) dXT = —Vf(X])dt + ( / 2mt(u)du>%d3t.
1Zi

The exploratory temperature control problem is to solve

(4.6) va(x) := inf E[/ e P E(X])dt — )\/ e*pt/ —m¢(u) lnwt(u)dudt],
TEeA(x) 0 0 u
where A(z) is the set of admissible controls specified by Definition 2.1.
The corresponding exploratory HJB equation is

(4.7)— pur(x) + Vf(z) - Vor(z) + f(z) — )\ln/ exp (_Tr(VQ;),\(x))u) du =0,

A7 T (V20a (2))u
with the optimal feedback control 7*(u;x) = fli):;((fifli\rg%i((x))))u)) -

which yields the optimally controlled process governed by the SDE:

for u € [a, 1],

(4.8) dX" = —VF(X77)dt + g\ (X]")dBy,

where

fal U exp (—7ﬂ(v2;*(w)) u) du

fal exp (—7ﬂ(v2;*(z))u> du

(4.9) ga(x) =

Note that the diffusion coefficient, gy, is now continuous, and V2a < () <2 If
V f is assumed to be bounded, it follows from the classical theory of [28] that (4.8) is
well-posed. This is in stark contrast with the controlled dynamics (4.3) which is not
necessarily well-posed. In summary, the optimal temperature control scheme of this
exploratory formulation allows any level of temperature and renders a well-posed state
process, thereby remedying simultaneously the two aforementioned disadvantages of
the classical formulation.

To study (4.7) and the process governed by (4.8), we make the following assump-
tions on the function f.

Assumption 4.1. The function f € C? satisfies

(i) there exists a constant C' > 0 such that |V f(z)| < C and |V2f(z)| < C(1+]|z|)
for all z € R%;

(ii) there exist x > 0 and R > 0 such that |Vf(z)]? — d|V?f(2)|max > X for
|z| > R.

Note that a combination of (i) and (ii) yields a linear growth of f. These condi-
tions, in fact, guarantee that both the value function vy and the optimal state process
X** have good properties. We will see that (i) alone is sufficient for identifying
the value function vy as the solution to the HJB equation, and (ii) is essentially a
Lyapunov/Poincaré condition which ensures the convergence of X** as A — 0%.

4.2. Analysis of exploratory HJB equation. In this subsection, we apply
the results in section 3 to study (4.7). The corresponding operators are

1
(4.10) F\(X,p,s,z):=ps—Vf(z) -p— flx)+ )\ln/ exp (—Ti\Xu) du
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and
(4.11) F(X,p,s,x):=ps =V f(zx) p— f(x)— (almex>0 + lmrx<0) TrX.

Specializing Assumption 3.8 to U = [a,1], h(z,u) = f(z), b(z,u) = =V f(z), and
o(x,u) = v/2u leads to the following assumption on f.

Assumption 4.2. Assume that f € C2(R?), and for each r > 1,

sup (|f(z)|+ |V?f(z)]) <y and  sup |[Vf(2)] <7,

|z|<r |z|<r
where 7,., 7, € C%(0,00) are positive and satisfy (3.5) and (3.6).

Assumption 4.2 basically requires a subquadratic growth on f and a sublinear
growth on |V f|. It is more general than Assumption 4.1(i). In particular, it recovers
Assumption 4.1(i) when v, = C(1 +r).

The following result is an easy corollary of Theorem 3.9.

COROLLARY 4.3. Let F, Fy be defined by (4.10)—(4.11), and Assumption 4.2 hold.
Then
(i) there exists a unique solution v of subquadratic growth to the equation
F(V?v,Vv,v,z) =0, and v is locally uniformly C*;
(ii) for each A > 0, there exists a unique solution vy of subquadratic growth to the
equation F\(V3vy, Vuy, vy, ) =0, and vy is locally uniformly C*;
(iii) there exists C > 1 such that for all r > 1,

sup sup ([v(z)] +[va(z)]) < C(1+ ),
A€(0,1) z€B,
and, moreover, vy — v locally uniformly as X — 0.

Next we apply Theorem 3.7 to derive an explicit rate of convergence for vy — v
as A — 07 by assuming that Assumption 4.2 holds with the choice of . = C(1 + ")
for some n € [0, 2).

LEMMA 4.4. Let Assumption 4.2 hold with v, = C(1 + ") for some n € [0,2).
Then
(i) F' and Fx satisfy the assumptions (a)—(c) with v, = C(1+1"), and v, =
C(1 4171y
(i) the assumption (d) holds with
(4.12) wo(A, &1, T2, 23) = wo(A, 21) = CA 4+ An(dx1 /N) 14z, >,
where d is the dimesion of the state space.

Proof. The proof of (i) is the same as the one of Theorem 3.9, in which the
expression of , follows from (3.6). The proof of (ii) follows from direct computations,
and we will prove (4.12) for the case when z := TrX/\ > 0, the other case being
similar. Notice that

Ay = F\(X,p,s,2) — F(X,p,s,2) = Aln [271 (1 — efz(lfa)” .
If z > 1 we have 27! (1 — e7*(179)) € [z7}(1 — e71*),271], and if z € (0, 1) we have

271 (1—e2(179) € [1 — e+ 1 — a]. Therefore, |A5| < CA+ Aln(z)1.51, and the
conclusion follows since d|X| > |TrX]|. O
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In the following lemma, we present a pointwise bound of |Vu| and |Vu,|.

LEMMA 4.5. Let Assumption 4.2 hold with v, = C(1 +r") for some n € [0,2).
Then there exists C > 0 such that for any r > 1 we have

sup sup (|Vo(z)|+ |Vor(z)]) < Cr®,  where a := max{2n — 1,n}.
A€(0,1) z€B,

Proof. We will only prove for v, and that for v, is identical because F, A > 0,
have uniformly elliptic second order terms, while the lower order terms are the same
as F.

Fix r > 1, and let u(z) := r~"w(r 7z) with v := max{n — 1,0}. According to
Corollary 4.3, u is uniformly bounded in Bg,1+~, and it satisfies p'u — b(x) - Vu —
c(z) = (alauso + Lau<o)Au = 0, where p' := pr=7, b(z) = r~7(V[f)(r~7z), and
c(z) == r~2 " f(r~7x). Thus, by the assumption of the lemma and v > n — 1, we
have for some C' > 0,

sup sup  ([b(z)] + |e(2)]) < C.
r>1x€B, 14~

This allows us to apply Theorem 2.1 in [22] (see also Theorem 2.1 in [30]) to conclude
that sup,ep ., |Vu(z)| < C for some C independent of 7, completing the proof. O

Finally, we state the convergence rate result, the proof of which follows from
Theorem 3.7, Lemma 4.4, and Lemma 4.5.

THEOREM 4.6. Let F,Fy be defined by (4.10)—(4.11), and Assumption 4.2 hold
with . = C(1 4 r") for some n € [0,2). Also let vy (resp., v) be the unique solution
of subquadratic growth to the equation

Fy\(V?vy,Vuy, vz, ) =0 (resp., F(VZv,Vu,v,z) = 0).

Then there exists C > 0 such that for all A € (0,1) and r > 1 we have

sup |vy(z) —v(x)] < CA+ CAln(r/N) + Cr=¢
zEB,

with ¢ := 14 min{(1 —n)(4 —n)/2,0}.

Combining Theorems 3.10 and 4.6, we get the following result characterizing the
value function of the exploratory temperature control problem and its convergence.

COROLLARY 4.7. Consider the exploratory temperature control problem (4.5)-
(4.6) with value function vy. Let Assumption 4.1(1) hold. Then vy is the unique
solution of subquadratic growth to the exploratory HJB equation (4.7). Moreover, vy
is locally C** for some o € (0,1), and there exists C' > 0 such that for all X € (0,1)
and r > 1,

(4.13) sup |va(z) — v(x)] < CX+ CAIn(r/A) + Cr—t,
rEB,

where v s the wunique solution of subquadratic growth to the classical HJB
equation (4.2).

Because the constant C' > 0 in (4.13) is independent of A € (0,1) and r > 1, we
can minimize the right-hand side of (4.13) with respect to 7 to get i, = A~ > 1.
With rmin, (4.13) reduces to
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(4.14) sup |ux(z) —v(x)] < 2CA+2CXN1In(1/N).
IGBl/)

Note that for many real world optimization problems, one can (and probably should)
restrict herself to a bounded set—however large it might be—containing all the “im-
portant” states. Thus when ) is sufficiently small, the ball of radius 1/\ contains these
states of interest, and the leading term on the right-hand side of (4.14) is Aln(1/X).
Therefore, the estimate (4.14) essentially stipulates that vy converges to v at the rate

of An(1/X) as A — 0.

4.3. Optimally controlled state process. In this subsection we consider the
long time behavior of the optimal state process (4.8) of the exploratory temperature
control problem.

We start by recalling some basics in stochastic stability. Consider the general
diffusion process X = (Xy, t > 0) in R of form

(415) dXt = b(Xt)dt + O'(Xt)dBt, X() =T,

where b : R? — R? is the drift, and o : R? — R¥9 is the diffusion (or covariance)
matrix. Assuming that (4.15) is well-posed, let £ be the infinitesimal generator of the
diffusion process X defined by

82
tj 8a:i8xj

d
Lia) = Y- bila) g (a) + 5 3 (a(@)o(a)”)

i=1 ij=1

w(x)7

and L* be the corresponding adjoint operator given by

d 8 1 d 82
(4.16) L*Y(x) =— Z oz (bi(z)Y()) + B Z W(U(ff)a(x)Td’(m))ija
i=1 ig=1 """

where 1 : R? — R is a suitably smooth test function. The probability density p;(-) of
the process X at time ¢ then satisfies the Fokker—Planck equation

(4.17) % = L"p;.

It is not always true that p.(-) converges as t — oo to a probability measure. But if b
and o satisfy some growth conditions, it can be shown that as t — oo, p;(-) converges
in total variation distance to p(-) which is the stationary distribution (or steady state)
of X. Tt is then easily deduced from (4.17) that p is characterized by the equation
L*p = 0. For instance, the overdamped Langevin equation with b(z) = —V f(z) and
o(x) = /281 is time reversible, and the stationary distribution, under some growth
condition on f, is the Gibbs measure

(4.18) Ga(dzx) = Zlg exp (—f(;)) dx,

where Z3 := fRd exp(—f(z)/B8)dzx is the normalizing constant. However, for general
b and o, the stationary distribution p(-) may not have a closed-form expression. The
standard references for stability of diffusion processes are [11, 24, 23]. We record a
result on the ergodicity of diffusion processes.
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LEMMA 4.8. Assume that b: R — R? is bounded, and o : R — R¥*? js bounded
and strictly elliptic, and that there exists 0 < a < 1 such that b, o are locally uniformly
a-Hoélder continuous, i.e., for each R > 0 there is a constant Cr > 0 such that

(4.19) [b(x) = b(y)| + |o(x) — o(y)| < Crlx —y|* forall z,y € Bg.

Then (4.15) is well-posed, i.e., it has a weak solution which is unique in distribution.
Assume further that there exist My > 0, My < oo, a compact set C C R?, and a
function V : R — [1,00) with V(z) — oo as |z| — oo such that

(4.20) LV < —M; + Myle.

Then the (unique) distribution of the solution to (4.15) converges in total variation
distance to its unique stationary distribution as t — oo.

Proof. The fact that the diffusion process (4.15) is well-posed follows from The-
orem 6.2 in [28]. Recall that a Borel set C C R? is called petite if there exist a
distribution ¢ on R; and a nonzero Borel measure v on R¢ such that fooo P.(X; €
A) q(dt) > v(A) for all € C and all Borel sets A C R?. Under the condition (4.20)
with a petite set C, Theorems 2.1 and 2.2 in [31] imply that the diffusion process
is positive Harris recurrent, and converges in total variation distance to its unique
stationary distribution. Further by Theorem 2.1 in [27], the diffusion process is a
Lebesgue irreducible (and T-) process. However, according to Theorem 4.1 in [24],
each compact set is petite, which concludes the proof. 0

The following theorem describes the long time behavior of the optimal state
process (4.8) of the exploratory temperature control problem (4.5)—(4.6). Recall that
|| - [lrv denotes the total variation distance between probability measures.

THEOREM 4.9. Let Assumption 4.1 hold. Then we have

(i) for each X > 0, the process (X;"*, t > 0) converges in total variation distance

to its unique stationary distribution as t — oo;

(ii) for each A >0, let py be the stationary distribution of the process (X,f"*, t>
0). Fiz 0 >0 and § > 0. Then there exists ¢ > 0 such that py({z : |x — 0] >
0}) > ¢ for all X > 0. Consequently, (X;"*, t > 0) does not converge in
probability to any 6 € R? (and in particular to argminf(z)).

(iit) Let Gg, B > 0, be the Gibbs measure of the form (4.18). Then for each
A >0, px # Gg for any B > 0. Moreover, there exists ¢ > 0 such that
llox — Gsllrv > ¢ for all B> 0.

Proof. (i) Note that X** is a diffusion process with b(z) = —V f(z) and o(z) =
gx(z)I. It is clear that b is bounded, and o is bounded and strictly elliptic. By
Assumption 4.1(ii), |V2f| is bounded, and thus b = —V f satisfies the Hélder con-
dition (4.19). By Corollary 4.3, vy is locally C2. It follows that gy is locally Holder
continuous, and so is 0 = gy I. It is easy to see that

d
1 0% f
L) = V@2 + 5 3R @) 5L (@) < ~AVF@ + V@) s
i=1 i
By Assumption 4.1(ii), the condition (4.20) is satisfied with M; = x and My =
sup,ep, Lf(x). It suffices to apply Lemma 4.8 to conclude.
(ii) This follows from the fact that g, is bounded away from 0. We argue by

contradiction that infy~g pa({z : |z — 0| > 6}) = 0. Then for € > 0, there exists A > 0
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such that py({z : |# — 0] > 6}) < e. By part (i), (X;"*, ¢t > 0) converges in total
variation distance to py. So for ¢ sufficiently large, we have

(4.21) P(X)* > 0+ 6) < 2e.

On the other hand, b = —Vf and 0 = g»I are Hélder continuous, and oo’ > 2al
with 2a independent of A\. By Aronson’s comparison theorem (see [2]),

(4.22) P(X)* > 0 +68) > CP(cB, > 0+ ),

where ¢, C' > 0 are constants independent of ¢ and A. By taking € > 0 to be arbitrarily
small, the estimates (4.21) and (4.22) lead to a contradiction.

(iii) We first prove that px # Gs for any 8 > 0. We argue by contradiction that
px = Gg for some S > 0. Recall from (4.16) that the adjoint operator of the optimal

controlled process is L*)(z) = — Zgzl 8?“ (ggfb_ (x)z/)(x)> + %E?Zl %(g,\(x)w(x))
for ¢ : R — R. Since L*p) = 0, we get

d 2
(4.23) - z_: % (g;:(x)px(x)) + ;Z} ;x%(gx(a?)px(w)) =0.

On the other hand, p) = G is the stationary distribution of the overdamped Langevin
equation dX; = —V f(X;)dt + /28dBy; so it satisifies

d g2
(1.24) -y o (g‘gx)m(@) +2 > fx?w) 0.

Comparing (4.23) and (4.24) yields A(gapx —Bpx) =0, i.e. gapr — Bpx is a harmonic
function. By Assumption 4.1(ii), f(xz) — 400 as |x| = oco. Thus, grpr — Bpx — 0
as |z| — oo. According to Liouville’s theorem, any bounded harmonic function is
constant (see, e.g., Theorem 8, Chapter 2 in [12]). So gxpx — Bpx = 0, and hence
gx = B. Injecting this into (4.9), we see that vy only depends on a, 3, and A. This
contradicts the HJB equation (4.7) where vy also depends on f.

Now we prove that py is bounded away from any Gibbs measure Gg. We argue
by contradiction that infgsg ||px — Gal||rv = 0. Then there exists a sequence {8y, }n>1
such that ||pn — Gg,|lrv — 0 as n — oo. This is impossible if lim, o, 8, = o0,
since Gg does not converge to a probability measure as 3 — oo. Thus, we can extract
a convergent subsequence {3’ }n>1 from {B,}n>1. If lim, oo B/ = B' > 0, this
implies that p) = QB/ which contradicts the fact that py # G for any g > 0. If
lim, o ', = 0, then p) is concentrated on argminf, whose validity is ruled out by
part (ii). |

Theorem 4.9 indicates that, with a fized level of exploration, the optimally con-
trolled process (Xt)‘ ., t > 0) does have a stationary distribution. This provides a the-
oretical justification to the SA algorithm devised by [15] based on discretizing (4.8).
The result that this stationary distribution is not a Dirac mass on the minimizer of f
is expected theoretically because (4.8) is a genuine diffusion process due to its strict
ellipticity. It is indeed preferred from an exploration point of view because the essence
of exploration is to involve as many states as possible instead of just focusing on the
single state of the minimizer, in the same spirit of the classical overdamped Langevin
diffusion that converges to the Gibbs measure instead of the Dirac one. The fact
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that the stationary distribution of (4.8) is not a Gibbs measure is the most intriguing
one; it suggests the possibility of a greater variety of target measures—beyond Gibbs
measures—when it comes to SA for nonconvex optimization.

To conclude this subsection, we study the stability of stationary distributions of
(Xt)‘ .t > 0) with different \’s. For a general analysis on the stability of stationary
distributions of diffusion processes with different drift and covariance coefficients,
see [3, 4, 6]. The idea is to bound the total variation distance between stationary
distributions in terms of diffusion parameters. We recall a lemma which is due to [6].

LEMMA 4.10. Let (by,01) and (ba, 02) be pairs of drift and covariance coefficients
associated with the diffusion process (4.15). For each k = 1,2, assume that by is
bounded and measurable, and oy, is bounded, strictly elliptic, and globally Lipschitz.
Then the diffusion process associated with (by, oy) has a unique stationary distribution
pr(de) = p(@)de. For 1 < i < d, let ¢} = b — X5_, 72-(0107)ij, ¢h = b} —
Zj T 9 (0903 )ij, and ® := W—E%V” (p1 — ¢o2). Assume further that there
ezist &> 0, M >0 and R > 0 such that bi(z) -z < —=M]|x|* for |x| > R. Then there

exists C > 0 such that ||p1 — pa||rv < C [pa |®(2)|p2(dz).

THEOREM 4.11. Let Assumption 4.1 hold, and assume further that there exist
k>0, M >0 and R > 0 such that

(4.25) Vi) x> M|z for|z| > R,

and that the solution vy to (4.7) is C> with bounded third derivatives. For each A > 0,
let p(dx) be the stationary distribution of the optimal state process governed by (4.8).
Then lim,, _ ||p,s — pallrv = 0.

Proof. We apply Lemma 4.10 with by (z) = bz(2) = =V f(z), and 01 (x) = g,/(2)I,
oa(x) = ga(z)I. In this case, ®(z) = (g9,/ () — gr(z )VP*((J“) + V(g — ga) (). Tt is
easy to see that ®(x) — 0 as A — A. Since vy has bounded thlrd derivatives,

we have g, is globally Lipschitz. Because by = —V f is bounded and o3 = gx[
is bounded, Lipschitz, and strict elliptic, it follows from Theorem 3.1.2 in [5] that

f]Rd = \/fRd

theorem, we get fRd |®(x)|pa(dz) — 0 as A — A. It suffices to apply Lemma 4.10 to
conclude. d

VPA(JU)
px(x)

Vpa(z)
NE))

pA(dx) < o00. By the dominated convergence

The assumption (4.25) is a version of the dissipative condition, which is standard
in Langevin sampling and optimization. The assumption that |V f| is bounded re-
stricts the range of the dissipative exponent & to (0, 1]. The only technical assumption
in Theorem 4.11 is that the solution vy to the exploratory HJB equation (4.7) is three
times continuously differentiable with bounded third derivatives. It implies that V2wv)
is continuously differentiable and is globally Lipschitz, which is stronger than the re-
sult of Theorem 3.6 that V2v is locally Hélder continuous. It is interesting to know
whether Assumption 4.1 (possibly with some additional conditions on f) implies the
boundedness of third derivatives of the solution to (4.7).

5. Finite time horizon. The exploratory control problem (2.4)—(2.5) is a re-
laxed control problem in the infinite time horizon, and the associated exploratory HJB
equation is, therefore, elliptic. Nevertheless, the previous analysis can be adapted, to
the extent it can, to the finite time setting where the HJB equation is parabolic.
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We follow the formulation in Zhou [37]. Fix T > 0, and consider the stochastic
control problem whose value function is

(5.1) v(t,z)= sup E
u€Ag(t,z)

(t,x) € [0,T] x RY,

T
/ hl(t7X;‘,us)ds+h2(X%)
t

Xt“:x],

where hy : [0,T] x R xU — R and hy : R? — R are reward functions, and Ag(t, z) is
the set of admissible classical controls with respect to X;* = x. The state dynamics is

(5.2) AXY = b(t, X1, ug)dt + o(t, X1, uy)dB,.

Note here b, 0, hy depend on t explicitly.

Denote by 0, the partial derivative in ¢, and by V, and V2 the gradient and
Hessian in z, respectively. The classical HJB equation associated with the problem
(5.1)—(5.2) is

Orv(t, ) + Wby [P (b @, u) + bt 0, u) - Vov(tya) 0<E<T,
(5.3) +1Te(o(t, 2, u)o(z,u)TV2u(t, z))| =0,

v(T, x) = ha(x).
It is known that a smooth solution to the HIJB equation (5.3) gives the value function
(5.1). The optimal control at time t is u} = u*(¢, X;), where u* : [0,7] x RY — U

is a deterministic mapping obtained by solving the “sup,;,” term in (5.3), and the
optimally controlled process, given X = xg, is governed by

dX} =b(t, X[, u" (t, X;)dt + o(t, X[, u*(t, X]))dB:, X§ = o,

provided that it is well-posed.
The exploratory control problem with finite time horizon is for solving an entropy-
regularized relaxed control problem whose value function is

T
ua(t,z) = s;tl(yt) )E[/ </Mh1(t,X;r,u)7rs(u)du)\/uﬂs(u) lnﬂ's(u)du)ds
IS T t

(5.4) + ho(XT)| X] = x],

where A(t,x) is the set of distributional control processes defined similarly to the
infinite horizon setting, and the exploratory dynamics is

(5.5) dXT =b(t, X[, m)dt + 5(t, X[, ) dB,

with b(t, z, ) := J b(t, z, u)m(w)du and F(t, x, 7) = ([, o (t, 2, w)o(t, 2, u) 7 (u)du)?.
A similar argument as in section 2.2 shows that the optlmal feedback control at
time ¢ is

™ (u,t, x)

_ exp (% [h(t,x,u) +b(t,z,u) - Vaur(t,z) + %Tr(a(t, z,u)o(t, x, u)TViv,\(t,x))})
fu exp (% ) + %Tr(a(t, z,u)o(t, x, u)TV,%vA(t,x))}) du

=
—~
\'(‘F
8
S
=
<
]
<
>
-
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the exploratory HJB equation is the following nonlinear parabolic PDE:
(5.6)
dyua(t,z) + Aln [, exp (}\ [h(t,x, u) + b(t, ,u) - Vioun(t, )

+1iTr(o(t, 2, u)o(t, z,u)TVE:UA(t,x))})du =0, 0<t<T,
uA(T, z) = ha(z),

and the optimal state process, given Xé‘ ™ = x¢ is governed by
(5.7) dX" = bt, X 74 (8, X20))dt + G (8, X7 75 (8, X)) By, X0 = o,

provided that it is well-posed.
For general fully nonlinear parabolic PDEs, the solution is only known to be

Cff;cl+a for some « € (0,1). We record this fact in the following proposition.

PROPOSITION 5.1. Let Assumption 3.8 hold for hy(-,-,-),b(-,+,-),0(-,-,-), and as-
sume that ho(-) satisfies |ha(-)| < 7 in By.. Then the HJB equation (5.6) (resp., (5.3))
has a unique solution vy (resp., v) of sub-quadratic growth for t € [0,T]. Moreover,

(i) va,v are Ctof’zHa locally uniformly in [0,T) x R? for some a € (0,1);
(ii) there exists C' > 0 such that sup,ep, tejo,m([v(t,2)| + |va(t,2)|) < Cy, for
each r > 1;
(iii) vy — v locally uniformly as A — 0F.

We refer to [34, 35] and [10] for the interior pointwise regularity estimate for fully
nonlinear parabolic PDEs.

To identify the value function (5.4) (resp., (5.1)) as the solution to the HIB
equation (5.6) (resp., (5.3)), the verification theorem requires that these solutions be
Ctlf Since the operators in (5.3) and (5.6) are concave in the sense of Definition 3.3,
after further assuming F, F, and hg to be sufficiently smooth (see [20, 21]), we know
from [21, Theorems 6.4.3 and 6.4.4] that vy, v are Cf;o‘ locally uniformly in [0, 7)) x R?.
Combining this with Theorem 5.1, we get the following analogue of Theorem 3.10 for
the exploratory control problem in a finite time horizon.

THEOREM 5.2. Consider the exploratory control problem (5.4)—(5.5) whose value
function is vy. Let the assumptions in Theorem 5.1 hold. Assume that the unique
solutions to (5.3) and (5.6) are locally uniformly Ctl,’f, and that the SDE (5.7) is well-
posed. Then vy is the unique solution of subquadratic growth to the exploratory HJB

. . 1,2
equation (5.6). Moreover, vy is locally C;’;, and

vy = v locally uniformly as A — 0T,

where v is the value function of the classical control problem (5.1)—(5.2) and the unique
solution of subquadratic growth to the classical HJB equation (5.3).

We can also obtain the rate of convergence in parallel as in Theorem 3.7, and
leave the details to interested readers.

6. Conclusions. In this paper, we study the exploratory HJB equation arising
from a continuous-time RL framework—that of the exploratory control—put forth by
Wang et al. [32]. We establish the well-posedness and regularity of its solution under
general assumptions on the system dynamics parameters. This allows for identifying

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.
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the value function of the exploratory control problem in general cases, which goes
beyond the LQ setting. We also establish a connection between the exploratory
control problem and the classical stochastic control problem by showing that the
value function of the former converges to that of the latter as the weight parameter
for exploration tends to zero. We then apply our general theory to a special example —
the exploratory temperature control problem originally introduced by Gao et al. [15]
as a variant of SA. We provide a detailed analysis of the problem, with an explicit rate
of convergence derived as the weight parameter vanishes. We also consider the long
time behavior of the associated optimally controlled process, and study properties
of its stationary distribution. The tools that we develop in this paper encompass
stochastic control theory, partial differential equations and probability theory.

Acknowledgments. We thank Yufei Zhang for pointing out the literature [21],
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time horizon.
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