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Implicit authentication for traditional objects, such as doors and dumbbells, has rich applications but is rarely studied. An
ongoing trend is that traditional objects are retro�tted to smart environments; for instance, a contact sensor is attached to a
door to detect door opening (but cannot tell “who is opening the door”). We present the �rst accurate implicit-authentication
system for retro�tted everyday objects, named MoMatch. It makes an authentication decision based on a single natural object
use, unlike prior work that requires shaking objects. MoMatch is built on the observation that an object has a motion typically
because a human hand moves it; thus, the object’s motion and the legitimate user’s hand movement should correlate. The
main challenge is, given the small amount of data collected during one object use, how to measure the correlation accurately.
We convert the correlation measurement problem into an image comparison problem and resolve it using neural networks
successfully. MoMatch does not need to pro�le the user’s biometric information and is resilient to mimicry attacks.
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Table 1. Comparison with other approaches.

Approach F1: Implicit au-
thentication

F2: No dependency
on user interface

F3: Need only
one natural use

F4: Accurate F5: No user
pro�ling

F6: Resilient
to attacks

Need user-
side device?

SenseTribute [38] X X X 7 7 7 No
Bluetooth [3] X X X 7 X 7 Yes
ZEBRA [55] X 7 7 X X 7 Yes
TouchAuth [93] 7 7 7 X X 7 Yes
Pet-2-Auth [52] 7 7 7 X X X Yes
ShakeUnlock [24] 7 X 7 X X X Yes
MoMatch X X X X X X Yes

1 INTRODUCTION
An ongoing trend is that traditional objects are retro�tted with on-object sensor nodes; for instance, a contact
sensor is attached to a door to detect door opening (but cannot tell “who is opening the door”). Implicit authentica-
tion for such retro�tted traditional objects, which implicitly recognizes the object user, has rich applications. For
example, a smart health center can make use of it to keep track of how many times a dumbbell has been lifted by
a patient; when a user pushes a door, a smart home can trigger personalized automation.

Many implicit-authentication works use behavioral biometrics to distinguish users [18, 30, 38, 42, 60, 73, 74, 76].
For example, SenseTribute [38] infers users based on the motion data collected from on-object sensor nodes
attached to objects. It has a very low accuracy and requires pro�ling each user’s behavioral biometrics. Proximity-
based approaches built on wireless signals can authenticate users implicitly (e.g., Bluetooth [3]) or explicitly
(e.g., NFC [26]). But they are vulnerable to the very mature ma�a fraud (i.e., radio relay) attacks [29, 39, 86].
ZEBRA [55] provides implicit authentication for desktops, requiring mice and keyboards, which do not exist on
most retro�tted objects. (TouchAuth [93], Pet-2-Auth [52], and ShakeUnlock [24] conduct explicit authentication.)

We propose the �rst accurate implicit authentication system for retro�tted objects, named MoMatch. It has the
following prominent features. (F1) implicit authentication. (F2) It does not depend on speci�c interfaces,
such as keyboards and mice. (F3) It makes an authentication decision based on one single natural object
use, such as pushing a door or picking up a gun. This is unlike prior work (such as ShakeUnlock [24] and
ShaVe/ShaCK [58]) that requires shaking objects. (F4) It is accurate. (F5) It does not need user pro�ling. (F6) It
is resilient to attacks (such mimicry attacks and radio relay attacks). Table 1 summarizes the comparison with
other work and is further interpreted in Related Work (Section 2.2).
Potential Applications of MoMatch. Because of these prominent features of MoMatch, a variety of applications
can be enabled. (A1) Personalization for smart environments. When a user pushes a door or picks up a
TV remote, MoMatch can provide the user identity information, which can be used for, e.g., room temperature
adjustment and TV program recommendation. (A2) Smart health. Without hiring nurses for counting, a
rehabilitation center can make use of MoMatch to collect important data, e.g., “which dumbbell has been lifted by
which patient for how many times.” (A3) Forensics. In an Amazon warehouse or an airport, for example, MoMatch
can provide evidence “which package/suitcase has been moved by which employee.” (A4) Continuous monitoring.
Consider a refrigerator in a lab that contains sensitive samples or a cabinet storing medical records; when its
door, which is left unlocked (ideally, it should be locked every time after the use, but humans make mistakes),
is pulled by an attacker, MoMatch can recognize the attack and trigger a siren alarm. We clarify that MoMatch
cannot prevent an adversary from pulling the door. However, given the fact that many sensitive objects are left
unlocked (e.g., many accidental shootings by children are because of this [43]), MoMatch may play a unique role
by providing accurate continuous monitoring and enabling early intervention.
Our Insights. The work closest to ours is SenseTribute [38], which also attaches an inertial measurement unit
(IMU) sensor node to a traditional object to collect motion data in order to recognize the user identity implicitly.
It assumes each user has a habit of using an object (while our work does not). It �rst pro�les each user by having
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her use an object multiple times to collect her biometric template. When an object is used, the model compares
the captured motion data with all the templates and predicts the user identity. Without considering mimicry
attackers or habit changes, given merely �ve users, the accuracy of SenseTribute [38] averages only 74%. (As
illustrated in Table 1, SenseTribute has the advantage of not requiring users to wear wristbands. When accuracy
and security are not the most important goals, SenseTribute might be more usable than MoMatch, but note that
SenseTribute needs per-user pro�ling).

Our �rst insight is that the approach of SenseTribute [38] loses information signi�cantly in two aspects. 1) The
approach omits the realtimeness information completely. Essentially, it compares the current object motion data
with biometric templates established in the past. Consequently, regardless of what the victim user is doing now,
as long as an attacker mimics the victim’s historical object uses well, the approach can be fooled. 2) The approach
ignores the uniqueness of each use. Thus, it is easier for an attacker to succeed, since the attacker does not need
to mimic a particular object use (but a template). On the other hand, if a user uses an object in an unusual way
due to, e.g., a hurry or emotional change, the approach of SenseTribute [38] may fail.
Our second insight is that this behavioral biometrics based approach has to handle habit changes. A user

may change her habit over time. Without re-pro�ling (which hurts usability), the system accuracy will degrade.
Thus, to boost the accuracy and resilience to attacks, we need to recover and make use of the lost information.

To increase the usability and robustness, we aim to eliminate the habit-change problem.
Main Idea. Instead of relying on behavioral habits, MoMatch is built on a solid causal relationship: an object has
a motion usually because a human hand moves it. For example, to open a door one needs to push or pull it. Thus,
the object’s motion and the legitimate user’s hand movement must correlate to validate a legitimate use. The
authentication problem is then converted to a motion-data correlation evaluation problem.

Nowadays, both wearable devices and on-object sensor nodes are prevalent. The worldwide wearable market
is estimated to increase by an average of 20% each year over the coming years and have 243 million unit sales by
2022 [25]. Meanwhile, there is an emerging trend in on-object sensing devices (i.e., detachable wireless sensor
nodes), which retro�t objects such as doors, windows, and drawers to smart environments [10, 38]. These nodes
are often equipped with accelerometers and/or gyroscopes to monitor the object status [65, 79]. We thus propose
to (1) capture the owner’s hand movement data via a wearable device, such as a smartwatch or �tness band,
which usually has built-in inertial measurement units, and (2) capture the object’s motion data via an on-object
sensor node attached to the object. When a sensitive object is being used, the motion data from both the on-object
sensor node and the wearable device of the owner is collected, and a correlation score between the two streams
of data is calculated to determine whether the current use is legitimate.

MoMatch exploits the realtimeness information. Not only the motion data but also the timestamp of each
piece of motion data participates in the correlation evaluation. An attacker who mimics a user’s object use will
fail, as the average human reaction time is larger than 200ms [31, 44, 59] and such a time di�erence is detected as
attacks by our model. Second, MoMatch makes use of uniqueness of an object use, as any unique details will
be re�ected on both sides (sensor node and wristband) and used in correlation evaluation. An attacker simply
mimics a user’s habit but ignores the unique details of the object use being attacked will probably fail. Third,
MoMatch does not have the habit-change issue, as our correlation evaluation does not rely on habits.
Challenges. (1) As the hand rotation around the wrist cannot be precisely captured by the wristband, the motion
data of the wristband is not identical to that of the object, which complicates correlation evaluation. (2) MoMatch
authenticates based on a single object interaction, such as pushing a door, which provides scarce data. (3) There
are a variety of objects, e.g., �xed-motion objects like doors vs. free-motion objects like guns, which makes it
challenging to come up with a uniform solution.
Technique.We propose “Imagi�ed Curve Comparison” (ICC) to resolve the motion-data correlation evaluation
problem. Speci�cally, given two sequences of motion data (one from a user’s wristband and the other a sensor
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node), they are converted to two curves. We plot each curve to an image, and transform the correlation-evaluation
problem into an image-comparison problem. We then design a neural network with the Siamese architecture [85]
to compare the two imagi�ed curves, as the Siamese architecture performs well in comparison [8, 14, 97].

We build prototypes and evaluate MoMatch on 10 various objects (doors, shotguns, dumbbells, etc.). The results
show that MoMatch (1) achieves high accuracies (an average AUC = 0.984 across 10 objects) using surprisingly
small datasets, (2) keeps accurate for users never seen, (3) makes the authentication decision very fast (within 2.5s),
(4) has low energy consumption, and (5) is resilient to mimicry attacks. We make the following contributions.

• Approach. We propose the �rst accurate implicit authentication approach for retro�tted objects. Unlike
prior work (such as ShakeUnlock [24] and ShaVe/ShaCK [58]) that requires shaking objects, MoMatch
conducts authentication based on a natural object use. Plus, pro�ling of user biometrics is not needed,
meaning a trained model can be used for authenticating users that are never seen during training.

• Technique. (1) We propose the Imagi�ed Curve Comparison technique that converts the motion-data
correlation evaluation problem into an image comparison problem. We leverage recent advances in deep
learning, and design a Siamese neural network to resolve the problem successfully. (2) While explainable
AI is a challenging task, we use visualization to vividly demonstrate the e�ectiveness of the design. (3)
We study how to exploit two kinds of motion data (acceleration and gyroscope) to increase accuracy. (4)
We illustrate that one single uni�ed model can be trained for the authentication of a variety of objects.
(5) We extensively compare our design with prior designs on signal similarity calculation and some more
straightforward designs, such as SVM and RNN (recurrent neural network).

• Prototyping and Evaluation. We build prototypes of MoMatch for 10 di�erent objects and perform
comprehensive evaluation in terms of accuracy, e�ciency, robustness, security, and applications.

2 BACKGROUND AND RELATED WORK
2.1 Background: Implicit vs. Explicit Authentication
Implicit authentication recognizes a user’s identity without requiring explicit authentication e�orts from the
user. By contrast, explicit authentication requires users to explicitly conduct certain authentication operations,
e.g., shaking an object, scanning �ngerprints, and inputting passwords. Explicit authentication usually has a
serious security issue: once unlocked, a device can be used illegally without raising any alarms. For example, an
unlocked desktop, if left unattended, can be illegally accessed. ZEBRA [55], an implicit authentication approach
for desktops, is proposed to mitigate the problem. Analogous to ZEBRA for desktops, MoMatch complements
(rather than replaces) traditional explicit authentication, such as locks and passcode-protected safes, to provide
continuous monitoring. In addition to continuous monitoring, MoMatch supports many other applications, such
as smart-environment personalization, smart health, and forensics (see Section 1).
2.2 Related Work
A large body of work exploits behavioral biometrics to propose implicit authentication approaches, such as
keystroke dynamics [63]/mouse movements [95] on computers, touch behaviors [12, 30, 51, 78] on smart phones,
and SenseTribute [38] for retro�tted objects. They all need to pro�le a user’s biometric information and deal
with habit changes, while MoMatch does not. Besides, unlike SenseTribute, MoMatch captures realtimeness and
uniqueness of each object use, and demonstrates a much higher accuracy and resilience to attacks.
Proximity detection techniques can be applied to implicit authentication, such as ZIA [16], Apple’s Auto

Unlock [3], Sound-Proof [45], Proximity-Proof [37], and NAuth [96]. (Some approaches use the common context
in proximity for implicit pairing, such as audio [75], gait [92], CSI [91], and luminosity [61].) However, they
can only con�rm whether a user is nearby, but not whether a user is actually using the object [55], causing
unintentional authentications if a user is just standing near or passing by the object. Moreover, when multiple
users are near an object, it is unclear who is the one using it. Worse, techniques that use short-range Bluetooth or
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Fig. 1. System architecture.

Received Signal Strength Indicator (RSSI) to prove proximity are vulnerable to radio relay attacks [27–29, 39, 86],
which relay radio signals to mislead the authentication system to believe that a user’s token is nearby. For
instance, the practicality of radio relay attacks against the keyless entry system of modern cars, without cracking
crypto-keys, has been well demonstrated [27]. Car thefts applying relay attacks are not only real [83] but also
cheap ($22) [89]. Readers are referred to [69] about the insecurity of applying RSSI, radio �ngerprinting, etc.

Approaches, such as P2Auth [52], G2Auth [90], TouchAuth [93], SAW [56], ShaVe/ShaCK [58], T2Pair [53], and
Touch-And-Guard [87], perform explicit authentication.1 In contrast, MoMatch aims at implicit authentication.
For example, both MoMatch and ShakeUnlock [24] have a user wearing a wristband interact with an object
having an IMU sensor to perform authentication. The two di�er much in the following three aspects. (1) Implicit
vs. explicit Authentication. In ShakeUnlock, a user wearing a smartwatch shakes a smartphone intensively to
authenticate herself to the smartphone, which is explicit authentication. MoMatch is an implicit authentication
system. When a user uses an object naturally, e.g., pushing a door, drawing a drawer, picking up a gun, we collect
the data generated from that object use to perform the authentication. (2) Due to the two types of very di�erent
interactions, they generate very di�erent data. Because of the shaking operations, the motion data from both
sides contain tens of sharp peaks and valleys (see Figure 2 of [24]). MoMatch does not have that rich data to
make use of. (3) They use entirely di�erent techniques for calculating correlation scores. ShakeUnlock relies on
complex methods for extracting manually-selected attributes for computing coherence-based similarity, requiring
tedious feature engineering. MoMatch converts the motion data correlation calculation problem into an image
comparison problem, and resolves it using a Siamese neural network, which does not need feature engineering.

3 SYSTEM OVERVIEW
3.1 System Architecture
As shown in Figure 1, MoMatch comprises three types of entities: (a) an on-object sensor node attached to an
object; (b) a wristband worn by the legitimate user; and (c) an authentication process, which is an app running in
the wristband or a server.2 When a motion of the object is detected by its sensor node, the sensor node noti�es
the authentication process, which collects acceleration and/or gyroscope data from the two devices. The process
then pre-processes the data and calculates a correlation score, based on the motion data collected during one
object interaction, such as pushing a door, pulling a drawer, or picking up a remote, which takes only seconds.
Categorization of objects. (1) �xed-motion objects, which can only be moved around some axis or along a
glide, such as doors and drawers; and (2) free-motion objects that can be moved around freely, such as guns and
dumbbells. Free-motion objects impose extra challenges for authentication since the motions are more �exible;
they are not considered by many prior works [38, 71, 81]. Both are considered by MoMatch.

1ShaVe/ShaCK [58], T2Pair [53], and Touch-And-Guard [87] are proposed for pairing, but can be adapted to explicit authentication [52].
2The deployment of the authentication process mainly depends on the application scenario. For instance, for smart home personalization, it
can be deployed in a local hub or cloud server. We focus on the authentication technique itself, regardless of the deployment choice.
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3.2 Assumptions, Threat Model, and Limitations
3.2.1 Assumptions. (1) The sensor data transmission is via a secure communication channel protected by a key,
which can be established using any secure pairing method [49]. This ensures data con�dentiality, integrity, and
freshness. (2) The clocks of the wristband and the sensor node are synchronized using a time synchronization
method [20, 62]. (3) When the wristband is taken o�, it can detect this and any subsequent object use will be
considered as invalid (and reported to, for example, the user’s smartphone). When the user puts on the wristband,
she needs to authenticate herself to the wristband using a PIN (to activate the authentication app). Both techniques
are available on smartwatches such as Apple [2] and Android Wear watches [15]. (4) The wristband and the
sensor node have wireless communication capabilities, and embedded accelerometers and/or gyroscopes. (5) The
authentication process is trusted, and does not leak privacy information (including the motion data). Similar
assumptions are used in prior wristband-based authentication works [52, 55–58, 93].

3.2.2 Threat model. The adversary A, who is illegally using an object O, aims to fool the authentication system
to believe that a victim user V is using O. We assume A can clearly see V’s operations and A launches attacks by
mimicking V. We consider two types of mimicry attacks. Attack-I : V is performing an activity that is di�erent
from A’s activity on O. E.g., A pushes a door while V is walking. Attack-II : V is performing an activity that is the
same as A’s. For instance, V pushes a door, and A mimics V to push another door. While Attack-II unsurprisingly
has a higher success rate, Attack-I can be launched without waiting for the victim user to do the targeted operation
and is thus also threatening. We thus examine both types of attacks. Our evaluation (Section 8.6) shows that
MoMatch is resilient to both attacks above.

The following attacks are beyond scope. Denial-of-Service is possible by jamming the wireless tra�c. There are
mature solutions [6, 68] to jamming attacks. Plus, the authentication process can raise alarms if the communication
channel is disrupted. Attackers may use a camera to capture the legitimate user’s operation and use a robot to
precisely recreate the operation on the target object. The recreating involves latency, which results from video
analysis, data transmission, planning, and controlling actuators. Robotic imitation of human actions is actively
studied, but still very limited. For example, NAO, one of the state-of-the-art humanoid robots, has a latency of
200ms to execute a prescribed motion [23], regardless of its high price ($9,000 [72]). Another study indicates that
the end-to-end delay from human-waving to robot-waving is as large as 1.72 seconds [9]. The large latency of
robotic imitation probably cannot be resolved in the near future, which makes the threat unrealistic. We thus
consider robotic mimicry attacks out of scope.
Since neural networks are known to be vulnerable to adversarial examples (AEs), attackers may attempt to

create AE [32] operations to fool our neural network based system. How to compute physical AE operations is an
interesting separate research question. Unlike fooling an image classi�er, AE attacks against MoMatch has extra
constraints: an AE needs to be computed realtime based on how the victim user is using an object and then the
attacker physically moves the victim object accordingly; note that each time MoMatch compares the information
collected from two sides (i.e., wristband and sensor node), which re�ects that speci�c object use.

Given a stolen wristband, the attacker cannot exploit it directly, since it is protected by a PIN as clari�ed in our
assumptions. However, the attacker may use certain attacks (e.g., [36]) to steal the key stored in the wristband.
Such attacks are beyond the scope of this work.

3.2.3 Deploying MoMatch for multiple objects and users. While the focus of this work is a technique that enables
accurate implicit authentication for object uses, we brie�y discuss the deployment of MoMatch for a smart
environment that has multiple objects and users. It is very common that a smart environment uses a local or
cloud IoT server to keep track of the device states, access control and automation. First, each new device (object or
wristband) gets paired with the IoT server to establish a long-term key/token, which is also the current practice
of IoT [1, 33]. This way, given a new wristband, the user only needs to pair it once (rather than pair it with each
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Fig. 2. Example of data smoothing.
Fig. 3. Motion data due to a door opening. A�er C2, the
user’s hand is o� the door handle.

of the objects). Second, similar to an access control system, each object should have a list of legitimate users (e.g.,
when an o�ce room is shared by two users). When an object is used, the IoT server only pulls data from the
wristbands in the list. In a large organization, assuming the wristbands get connected to an WiFi access point
near an object automatically when they approach the object, to further enhance the scalability, the IoT server
only pulls data from the legitimate users’ wristbands that are currently connected to that access point.

3.2.4 Limitations. MoMatch exploits motion data for authentication. If a server is used in the deployment and it
gets compromised, the user privacy leaked by motion data will become a concern. This limitation is shared by
many prior works [24, 52, 55] that make use of motion data for authentication. The concern may be mitigated by
deploying the trained neural network in the wristband, if the computation resources and application scenarios
allow. How to run deep learning models in a resource-constrained computer is an actively studied topic [5].
Another possible solution is to leverage techniques proposed for privacy-preserving authentication [4].

4 DATA PRE-PROCESSING
4.1 Data Representation and Smoothing
Accelerometers and gyroscopes are among the most common sensors. An accelerometer measures positional ac-
celeration, and a gyroscope angular velocity. Both provide three-axis measurements. For example, the acceleration
data [0G , 0~, 0I] indicates the accelerations along the axes G , ~, and I, respectively.

Peoplemay operate an object from di�erent orientations. Rather than comparing the data on each axis separately,
we propose to use the square root values of the data: the acceleration is calculated as 0 =

q
02G + 02~ + 02I , and the

gyroscope as 6 =
q
62G + 62~ + 62I . The resulting data can re�ect the current status of a motion in a reliable way

regardless of the orientation of the object user.
The raw sensor data usually contain high-frequency noises. To reduce the e�ect of noises, we apply a low

pass �lter, called Exponentially Weighted Moving Average (EWMA) [54]. As an example, Figure 2 shows the e�ect of
EWMA when applied to the I-axis raw acceleration data from a smartwatch. After smoothing, most high-frequency
noises are removed and the important features such as signi�cant valleys and crests are preserved.
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Fig. 4. Evaluating the selections of the start and end time.

4.2 Data Interval Selection
An object use involves a sequence of actions. For instance, when opening a door, a user �rst places her hand on
the door handle, turns it, and then pushes the door. After that, the action will be various—some may hold the
door shortly, while others may leave the door alone and, in the latter case, the movements of the hand and the
door become uncorrelated. It will confuse the machine learning model if the data of the uncorrelated duration is
used for training and, more critically, require more training data to get a converged model. We thus conduct data
interval selection.

4.2.1 Selecting the start time C1. Our observation is that, for a very short duration after an object motion is
detected, the sensor data of the wristband and that of the sensor node are usually di�erent. E.g., when a user raises
her hand and moves it towards an object with a certain speed, the �rst few milliseconds of both the acceleration
and gyroscope values of the wristband are not zero, while the data of the on-object node starts from near zero. In
Figure 3, starting at Time=0 the acceleration from the wristband drops sharply from 1.9</B2 and gyroscope from
1.8A03/B , while the data from the on-object node increases from near zero. Such di�erences may mislead the
model training. To determine how much uncorrelated data needs to be discarded at the beginning of an operation,
we evaluate the performance by changing the start time C1 while �xing the end time C2. We compute the average
AUC using the proposed S-CNN model (see Section 5.1). Figure 4 (a) shows that the AUC increases signi�cantly
when the �rst 40<B data is discarded and starts to drop when the discarded data is longer than 140<B . While our
design adopts 100<B , the AUC keeps relatively steady when the shift time is between 40<B and 140<B .

4.2.2 Selecting the end time C2. The methods di�er for �xed-motion objects and free-motion ones.
• For �xed-motion objects, the end time of an operation can be determined according to the property of
the motion. Speci�cally, (1) For �xed-motion objects that rotate along a �xed pivot (i. e., doors), we use
the gyroscope data of the on-object node to determine the end time, which is the second valley point
in the gyroscope data; according to our observation, it consistently means that the user has completed
the pushing/pulling operation. Figure 3 shows an example of this class, where C2 is the end time. (2) For
�xed-motion objects that do not have a �xed pivot (i. e., drawers), the gyroscope data is close to zero all the
time. We instead use the acceleration data of the on-object node to determine the end time, which should
satisfy the following constraints. First, it should correspond to a valley; second, the value at the valley
should be very small ( 0.4). Our experiments show that this corresponds to the end of an activity on such
objects. We further conduct an experiment to validate the determination of the end time. We investigate
how the performance changes as we shift the end time C2 selected using the above strategies. Figure 4 (b)
shows that the average AUC slightly decreases if we shift C2 more than 40ms. The experiment con�rms that
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the above strategies are able to select an optimal C2, although minor shifting does not result in an obvious
change in the model performance.

• For free-motion objects, such as guns and dumbbells, a user may hold it for a while; we thus need to
determine the time length for authentication. We test the performance of our model on the �rst 1, 1.5,
2, 2.5 and 3 seconds sensor data, respectively. Figure 4 (c) shows the AUC. The largest improvement is
observed when the time is increased from 1 to 2 seconds, and there is no noticeable improvement when it
is increased from 2 to 3 seconds. Thus, we adopt 2 seconds to save the authentication time.

5 CORRELATION CALCULATION
5.1 Design Choices
To calculate the correlation accurately (low false acceptance rate and low false rejection rate), our design started
with the following three techniques, which are frequently used for calculating the correlation of two signals.
(1) Correlation. The correlation function is used to assess the temporal similarities of two sequences [35]. Pearson
Product-Moment Correlation Coe�cient [13] is e�ective in summarizing the linear relation of sequences.
(2) Coherence. It examines the similarity of two signals in the frequency domain [77]. For example, Welch’s
method [88] computes the magnitude squared coherence of the power spectral density of two signals.
(3)Dynamic TimeWarping (DTW).Via dynamic programming, DTW [64] �nds an optimal non-linear alignment
that minimizes the distance of two sequences, and calculates the similarity score based on the distance.

We implemented and evaluated the three designs, but the performance was poor (see Section 8.2). They each
work well in capturing a certain correlation: speci�cally, the Pearson Correlation function performs well if one
signal can be converted to the other via linear transformation, the Coherence outputs a high score if two signal
are similar in the frequency domain, and DTW works well if one signal can be “warped” to get another. However,
data in our system, such as the example shown in Figure 3, does not fall in any of the cases.
(4) SAPHE. The approach proposed in SAPHE [34] was used for device pairing. We adapt it to compare two
sequences of sensor data. Speci�cally, it �rst generates a sequence of random values and compares them to the
corresponding values from the two pieces of sensor data. Then, the hamming distance is computed using the two
sequences of comparing results. A closer hamming distance indicates a higher similarity. SAPHE also considers
similar motion data, e.g., by shaking two devices together.
(5) ShakeUnlock. We implement the approach proposed in ShakeUnlock [24]. It requires the user to wear a
smartwatch and hold another mobile device in the same hand, and to shake them together. In their case, the two
devices have almost the same motions; thus, their acceleration data looks very similar. Their approach is based
on coherence and obtains coherence vectors to determine a similarity score.

We then leveraged various machine learning techniques to resolve the problem.
(6) SVM. Given two motion data sequences, we construct a feature vector for each, and then compute the L1
distance of the two feature vectors to train an SVM, which detects whether the two sequences correlate. We
consider totally 43 features: 42 features from the famous work [50], which are used for activity recognition and
are able to describe key characteristics of motion data due to activities, and the DTW distance as the 43rd one.
(7) S-LSTM. Recurrent Neural Networks (RNNs) are known to be good at handling time series. We employ
long short-term memory (LSTM), a type of RNNs specialized in learning long-term dependencies. As shown in
Figure 5, we use the Siamese architecture [8], which performs very well in comparison, and the design is denoted
as S-LSTM. The inputs are two data sequences, - (0) = (G (0)

1 , ..., G (0)
= ), and - (1) = (G (1)

1 , ..., G (1)
= ). An LSTM cell

analyzes an input value coming from either the input sequence or the precedent step and updates its hidden state
at each time step (the reader is referred to [41] for more details). The outputs, ⌘ (0) and ⌘ (1) , at the last time step
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Fig. 5. The network architecture of S-LSTM.

in the second hidden layer are used to calculate the element-wise absolute di�erence
��⌘ (0) � ⌘ (1) ��, which is fed to

a fully-connected layer plus a sigmoid unit to calculate the similarity score.
(8) S-CNN. Researchers have found that CNNs work well for resolving time series problems [94]. Inspired by it,
we propose to combine CNNs and the Siamese architecture, denoted as S-CNN , to compare two time series. We
evaluate both 1D CNNs and 2D CNNs for this purpose, denoted as S-CNN (1D) and S-CNN (2D), respectively.
The key di�erence is that the convolutional kernel in 1D CNN moves in one direction, while that in 2D CNN
moves in two directions, allowing it to extract rich features from the data. While it is straightforward to feed a
time series into a 1D CNN [46, 47], how to convert time series into 2D images is described in Section 5.2.

5.2 Imagified Curve Comparison
We convert the correlation calculation problem into a comparison problem: if two motion-data sequences correlate,
they are regarded as similar ; otherwise, dissimilar. Furthermore, we propose Imagi�ed Curve Comparison (ICC),
which converts motion data sequences into images and employs Convolutional Neural Networks (CNNs) to
automatically learn important features from those images for subsequent comparison. We use the Siamese
architecture [8], which performs very well in comparison, and the design is denoted as S-CNN. Instead of
classifying the motion data according to users’ templates as in SenseTribute [38], the comparison-oriented idea
is able to capture the uniqueness in each object use; that is, any unique detail in an object use is re�ected by
motion data on both sides. Moreover, it does not need per-user pro�ling, meaning once trained the model can be
used to authenticate users that are not seen during training. Figure 6 shows the architecture, which contains
twin CNNs each with three convolutional layers followed by a fully connected layer.

5.2.1 Data plo�ing and input layer. For each data sequence, we plot it with x-axis representing the time and y-axis
the sensor value, and convert the sampling points into a curve. Thus the data from the sensor node (or wristband)
is converted into two curves—one for acceleration data and another gyroscope data (if both acceleration and
gyroscope data are used; Section 8.2 examines the model performance if only acceleration data is used). It is
worth emphasizing that the realtimeness information is captured by the plotting along x-axis. Next, the two
curves are combined to form an image (Section 8.3 explores two ways to combine them). We set the image size to
be 100 ⇥ 75 (width ⇥ height) pixels. The width is chosen based on the sampling rate 50Hz (P2 in Section 8.7) and
the length of sensor data  2 seconds (Data Interval Selection in Section 4.2). Thus, the width is 100 (= 50 ⇥ 2)
pixels, and the height is chosen based on a common image aspect ratio (4:3).
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Fig. 6. The network architecture of S-CNN (2D).
5.2.2 Convolutional layers. We choose three layers considering the trade-o� between performance and computa-
tional e�ciency (P3 in Section 8.7). The �rst layer applies 64 �lters with a shape 8 ⇥ 6 and a stride of (4, 3), the
second 128 �lters with a shape 5 ⇥ 5 and a stride of 1, and the third 256 �lters with a shape 3 ⇥ 3 and a stride
of 1, respectively. The �lter shape in the �rst layer is designed based on the aspect ratio (4:3) of input images.
We opt for a larger stride of (4, 3) for the �rst layer �lters as our input images are relatively sparse compared to
complicated images. The �lters with a shape 5 ⇥ 5 and 3 ⇥ 3 are commonly used and e�cient in AlexNet [48] and
GoogLeNet [80]. For the number of feature maps in each layer, we examine it by looping through the powers of 2
from 16 to 512 and choose the ones that perform the best. ReLUs are employed as activation functions.

5.2.3 Pooling layer. Amax-pooling layerwith a shape 2⇥2 and a stride of 2, is added after the second convolutional
layer for downsampling the spatial dimensions and extracting shift-invariant features. We do not add a pooling
layer after the �rst convolutional layer as its large �lter stride already performs a sparse sampling of the data.

5.2.4 Fully connected layers. The fully connected layer �attens the feature maps from the convolutional layer
into a feature vector. Our experiment shows an output of 1280 dimensions works best. The element-wise absolute
di�erence of the two feature vectors (of the two Siamese sub-networks) is then converted into a similarity score
B 2 [0, 1] using a fully connected layer plus a single sigmoid output unit.

5.2.5 Training and loss function. To learn the network parameters, we use standard backpropagation procedure
to minimize the binary cross-entropy loss function:

L = �
’
82S

log B ("1, "2) �
’
9 2D

log(1 � B (" 0
1, "

0
2)) (1)

where"1 and"2 denote a pair of images converted from correlated sensor data sequences, and" 0
1 and"

0
2 an

pair of images from uncorrelated data sequences. S andD represent datasets of correlated pairs and uncorrelated
pairs, respectively. How to build the datasets S and D is detailed in Section 7.2.

6 OTHER IMPLEMENTATION DETAILS
Wristband.We implement an application for collecting the sensor data on the LG W200 smartwatch that runs
the latest Android Wear 2.0. The smartwatch has a Bosch BMI160 inertial measurement unit embedded with a
triple-axis accelerometer and a triple-axis gyroscope.
On-object sensor nodes. As shown in Figure 7a, the on-object node uses an InvenSense MPU-6050, which
integrates an accelerometer and a gyroscope. We use an Arduino MKR1000 or Arduino Pro Mini 3.3V to interface
with MPU-6050= via I2C bus. Mass production cost for such a unit is around $10.
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(a) A sensor node compared
to a US quarter coin

(b) Ten objects used in our experiments

Fig. 7. Ten objects in (b) include seven fixed-motion objects (two room doors labeled as 1 and 2, where Door I is a right swing
door and Door II a le� swing door that automatically closes the door a�er opening; a fridge door labeled as 3; an oven door
labeled as 4; a cabinet door labeled as 5; and two drawers labeled as 6 and 7, where Drawer I does not have handles and
Drawer II does), and three free-motion objects (a replica shotgun labeled as 8; a remote labeled as 9; and a 5lb dumbbell
labeled as 10).

Table 2. Statistics about participants and activities.

Object category Name User # Activity #

Fixed-motion

Room door I
Room door II

13
17

1284
1788

objects

Fridge door 20 2129
Oven door 12 1295
Cabinet door 13 1408
Drawer I
Drawer II

10
20

1062
2108

Free-motion Shotgun 15 1596

objects Remote 19 2107
Dumbbell 15 1651

Authentication process. To facilitate large-scale data collection and experiments, we run the authentication
process in a desktop with an Intel i7-6700 processor and 12GB RAM memory. The process performs these main
functions: 1) maintaining secured connection with wristbands and on-object nodes; 2) pre-processing sensor data
and conducting the authentication; and 3) notifying the results.

7 DATA COLLECTION
7.1 Objects and Participants
Totally ten (10) objects are used in the experiments, as shown in Figure 7b. We obtained the IRB approval for
the study. We recruited 27 volunteers (15 male and 12 female) by advertising about the study on our university
campus through emails and posters. Out of the 27 subjects, 19 are graduate students with ages ranging from 20 to
35 years, 6 are undergraduate students with ages ranging from 20 to 25 years, and 2 are local residents with ages
ranging from 40 to 55 years. None of the subjects have a computer security background. Note that most prior
works invited no more than 10 participants [38, 42, 71]. More importantly, our evaluation (P1 in Section 8.7)
shows 8 users are su�cient to train the neural network model. We randomly assign 5 objects to each participant
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and ask them to operate on the objects using the hand wearing the smartwatch, e. g., opening a door, picking up
a gun, etc. For each object, they are asked to perform the activity for 100+ times, and are free to choose their
ways of performing the activities. Table 2 shows the number of participants and activities for each object.

7.2 Building Dataset
We follow a conventional way of building positive and negative pairs for training a Siamese network [67, 97].
Correlated sensor data pairs. Whenever a participant performs an operation on an object, we collect one
correlated data pair from the smartwatch and the on-object sensor node. Our dataset contains 16,428 correlated
pairs, each with a label B = 1.
Uncorrelated sensor data pairs. Given any two di�erent randomly selected activity instances, whereD1 operates
on >1, and D2 on >2, we denote the sensor data collected from D1’s and D2’s smartwatches as BD1 and BD2 , and the
data from the on-object nodes as B>1 and B>2 . We can construct two uncorrelated pairs, <BD1 , B>2> and <BD2 , B>1>.
However, the time intervals of the two sequences in an uncorrelated pair may be di�erent. We thus truncate the
longer one, such that the two sequences have the same interval. To make them balanced with the correlated ones,
we generate 16,428 uncorrelated pairs, each with a label B = 0.

8 EVALUATION
We �rst compare the design choices listed in Section 5.1 in terms of accuracy and generalization. Speci�cally,
we seek to understand: (C1) which method achieves the highest accuracy, and (C2) which one is able to train a
uni�ed model e�ective across the various objects.
We next evaluate our model in terms of accuracy, adaptability, e�ciency and resilience to mimicry

a�acks. We �rst examine (Q1) whether the accuracy can be improved by combining both the acceleration and
gyroscope data. Regarding adaptability, we seek to understand (Q2) whether it keeps a high accuracy when
users are tested again after a long time; and (Q3) whether it keeps accurate for unseen users, that is, users that
are not seen during training. To evaluate the e�ciency, we measure (Q4) the response time for MoMatch to make
a decision, and the computation resource for running our neural network model; (Q5) the time used for training
our neural network model; and (Q6) the energy consumption of our application on the smartwatch. Moreover,
we evaluate its resilience to mimicry a�acks (Q7).

We �nally study the parameter choices and the e�ect of hyperparameters. (P1) How large should the training
dataset be in order to attain high accuracy? (P2) What is the appropriate sampling rate that yields the best
trade-o� between accuracy and e�ciency? (P3) How do the hyperparameters a�ect the model performance?

8.1 Evaluation Methodology
For the �ve methods—correlation, coherence, DTW, SAPHE [34], and ShakeUnlock [24]—we calculate their
statistic values for each pair of sensor data in our dataset. We use Receiver Operating Characteristic (ROC) curve
which plots the True Acceptance Rate (TAR) against the False Acceptance Rate (FAR) as the threshold value
varies, to determine the optimal threshold that leads to Equal Error Rate (EER), and use Area Under the Curve
(AUC) to evaluate their performance. As our correlated dataset and uncorrelated dataset have the same size, the
overall accuracy is derived as Accuracy = 1 - EER. An ideal authentication system can correctly distinguish
legal uses from illegal uses all the time, and thus possesses EER = 0 and AUC = 1.0.

To evaluate SVM, S-LSTM and S-CNN, we adopt the strict methodology of Leave-One-Subject-Out (LOSO) cross
validation, which is widely used to evaluate authentication systems [21]. We run LOSO where each time one
subject is used for testing only (that is, unseen users) and the other participants for training. We iterate the
process to test our models over all participants and report the average AUC and EER, which can demonstrate
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Table 3. Hyper-parameters of S-LSTM and S-CNN, and the ranges of their values explored in our experiments.

Model S-LSTM S-CNN
Layer # 1 ⇠ 5 1 ⇠ 5

Hidden dimension 16 ⇠ 512 128 ⇠ 2048
or # of units in FC
Learning rate 10�4 ⇠ 10�1 10�4 ⇠ 10�1

Decay rate 10�5 ⇠ 10�3 10�5 ⇠ 10�3

Max epoch # 200 200
Optimizer SGD / Adam SGD / Adam

Loss function MSE / BCE MSE / BCE

Table 4. Top 5 selected features with the highest fisher score. (�2: average acceleration in z axis; �3: standard deviation in x
axis; �4: standard deviation in y axis; �6: average absolute di�erence in x axis; �7: average absolute di�erence in y axis; �8:
average absolute di�erence in z axis; �9: average resultant acceleration; �43: DTW distance)

Drawer I Drawer II
Features Fisher score Features Fisher score

�9 0.107 �9 0.207
�6 0.084 �43 0.203
�3 0.083 �2 0.146
�43 0.081 �7 0.144
�8 0.073 �4 0.119

how it works for unseen users (so it can answer Q3). Some prior authentication systems, such as ZEBRA [55],
SAW [56], and P2Auth [52], also use the LOSO methodology.

To train the SVM models, we try two di�erent kernels: Gaussian radial basis function (RBF) and linear kernel.
We vary the penalty parameter ⇠ from 0.001 to 1000, and the kernel parameter gamma in RBF from 0.0001 to 10.
The values with the best accuracy are selected. We perform tedious feature selection for each object. We use
�sher score [19] to �nd the most e�ective features from the total 43 features (Section 5.1). A higher �sher score
indicates that the features have a better ability to separate data from di�erent classes. Based on the score ranking,
we add the feature that increases the accuracy until no feature improves the performance any more. In the end,
we obtain di�erent feature sets for di�erent objects to achieve the best performance. As an example, Table 4
shows the top 5 selected features for the two objects, Drawer I and Drawer II. The result shows that a feature,
which is important for one object, has little e�ect on the other even if the two objects seem similar. This shows
that much tedious e�ort is required to select the best features for each object when applying SVM. We normalize the
feature distances, and use the library Scikit-learn [66] to build an SVM that implements the Sequential Minimal
Optimization algorithm [22].

To train models for S-LSTM and S-CNN, we investigate the hyperparameters showed in Table 3. We initialize
the network weights for S-CNN and S-LSTM using He’s initialization approach [40] and small random Guassian
entries, respectively. We choose the batch size of 128 for S-CNN, and 64 for S-LSTM. A smaller batch size for
LSTM can help reduce the length variance of inputs. After each epoch, we measure the AUC and loss on the
validation dataset, and save the model that achieves the best AUC as the best model. Early stopping is applied
once the AUC has no improvement in 10 consecutive epochs.
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Table 5. Performance comparison for models using acceleration data.$1: Door I;$2: Door II;$3: Fridge;$4: Oven;$5: Cabinet;
$6: Drawer I;$7: Drawer II;$8: Gun;$9: Remote;$10: Dumbbell. ("Separate models" means that, for each design, a separate
model is trained for each type of objects; “Unified models” means that a unified model is trained for all the 10 objects.)

Model Metric $1 $2 $3 $4 $5 $6 $7 $8 $9 $10 Avg.
Separate Models

Coherence
EER
AUC

0.45
0.56

0.39
0.64

0.24
0.84

0.53
0.46

0.35
0.69

0.43
0.60

0.28
0.78

0.47
0.53

0.22
0.85

0.34
0.73

0.370
0.668

Correlation
EER
AUC

0.38
0.68

0.33
0.73

0.25
0.83

0.48
0.53

0.24
0.83

0.37
0.67

0.22
0.85

0.48
0.55

0.23
0.85

0.29
0.78

0.327
0.730

DTW
EER
AUC

0.15
0.91

0.31
0.74

0.23
0.86

0.31
0.74

0.15
0.92

0.24
0.84

0.19
0.90

0.35
0.69

0.27
0.78

0.48
0.62

0.268
0.800

SAPHE [34] EER
AUC

0.29
0.78

0.27
0.79

0.26
0.81

0.40
0.63

0.28
0.79

0.30
0.76

0.19
0.87

0.32
0.73

0.22
0.86

0.32
0.74

0.285
0.776

ShakeUnlock [24] EER
AUC

0.25
0.83

0.28
0.78

0.23
0.87

0.32
0.71

0.24
0.85

0.23
0.86

0.19
0.91

0.36
0.67

0.21
0.88

0.28
0.78

0.259
0.814

SVM EER
AUC

0.15
0.92

0.26
0.82

0.13
0.94

0.29
0.76

0.14
0.94

0.24
0.85

0.14
0.93

0.25
0.83

0.13
0.94

0.27
0.79

0.200
0.872

S-LSTM EER
AUC

0.11
0.95

0.17
0.91

0.15
0.93

0.17
0.91

0.23
0.87

0.24
0.85

0.11
0.96

0.21
0.89

0.16
0.90

0.19
0.87

0.174
0.904

S-CNN (1D) EER
AUC

0.10
0.96

0.08
0.96

0.19
0.89

0.21
0.92

0.24
0.83

0.22
0.90

0.09
0.96

0.15
0.93

0.17
0.90

0.33
0.70

0.178
0.895

S-CNN (2D) EER
AUC

0.16
0.90

0.15
0.93

0.12
0.95

0.17
0.91

0.10
0.97

0.18
0.90

0.11
0.96

0.15
0.93

0.12
0.95

0.15
0.92

0.141
0.932

Uni�ed Models

SVM EER
AUC

0.24
0.84

0.27
0.80

0.20
0.87

0.39
0.64

0.19
0.89

0.30
0.76

0.22
0.85

0.33
0.72

0.16
0.90

0.31
0.76

0.261
0.803

S-LSTM EER
AUC

0.12
0.94

0.17
0.91

0.20
0.89

0.17
0.91

0.29
0.81

0.21
0.86

0.12
0.94

0.24
0.84

0.20
0.88

0.25
0.83

0.197
0.881

S-CNN (1D) EER
AUC

0.15
0.92

0.32
0.74

0.15
0.92

0.21
0.83

0.20
0.89

0.22
0.85

0.04
0.98

0.13
0.92

0.13
0.95

0.36
0.75

0.191
0.875

S-CNN (2D) EER
AUC

0.14
0.93

0.20
0.89

0.15
0.92

0.18
0.90

0.13
0.95

0.18
0.90

0.12
0.94

0.16
0.93

0.14
0.94

0.15
0.93

0.155
0.923

8.2 Performance Comparison between Design Choices
8.2.1 Answer to C1 (which method achieves the highest accuracy). We �rst train a separate model for each object
using the acceleration data alone. The AUC and EER of each model for each method are showed in the rows 3-9
in Table 5. We have the following observations. (1) Coherence performs the worst on average. (2) Correlation
is slightly better but poor overall. (3) The performance of DTW is not stable—it has good accuracies on some
objects, but not on others, such as oven, dumbbell, and gun. (4) The average AUC achieved by SAPHE [34]
is 0.776, worse than DTW. (5) ShakeUnlock [24] has slightly better performance than DTW on average, but
it is signi�cantly worse than any of our machine learning based approaches. ShakeUnlock needs to carefully
select the coherence frequencies for di�erent tasks. The performance is also susceptible to coherence frequency
weighting and the choices of coherence thresholds. While SAPHE and ShakeUnlock attain high accuracies for
handling very similar motion data from two devices that are shaken together [24, 34], they do not perform well
for data due to natural object uses in our case. (6) SVM attains the average AUC=0.872, but its performance is still
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Table 6. Performance comparison for separate modelswith sensor data fusion. “Fusion I” and “Fusion II” are interpreted in
Section 8.3. The calculation of “Opt. AUC” assumes the best model for each object is used.

Model Metric $1 $2 $3 $4 $5 $6 $7 $8 $9 $10 Avg Opt. AUC

S-LSTM EER
AUC

0.05
0.97

0.01
0.99

0.05
0.96

0.12
0.95

0.18
0.90

0.05
0.97

0.10
0.95

0.08
0.97

0.20
0.88

0.16
0.92

0.100
0.946

0.984

S-CNN (1D) EER
AUC

0.02
0.99

0.00
1.00

0.08
0.96

0.13
0.95

0.15
0.91

0.22
0.88

0.01
0.99

0.15
0.94

0.20
0.87

0.23
0.85

0.119
0.934

S-CNN (2D)
(Fusion I)

EER
AUC

0.10
0.96

0.08
0.97

0.07
0.97

0.11
0.96

0.15
0.94

0.10
0.95

0.07
0.97

0.11
0.95

0.08
0.96

0.04
0.98

0.091
0.961

S-CNN (2D)
(Fusion II)

EER
AUC

0.06
0.98

0.12
0.97

0.09
0.98

0.04
0.99

0.11
0.97

0.12
0.95

0.02
0.99

0.03
0.99

0.08
0.97

0.01
0.99

0.068
0.978

Table 7. Performance comparison for unified models with sensor data fusion.

Model Metric $1 $2 $3 $4 $5 $6 $7 $8 $9 $10 Avg.

S-LSTM EER
AUC

0.06
0.97

0.11
0.94

0.08
0.95

0.16
0.91

0.20
0.87

0.15
0.92

0.10
0.95

0.12
0.93

0.22
0.87

0.22
0.88

0.142
0.919

S-CNN (1D) EER
AUC

0.14
0.92

0.04
0.99

0.13
0.94

0.20
0.83

0.18
0.90

0.07
0.99

0.08
0.97

0.15
0.92

0.16
0.92

0.33
0.79

0.148
0.917

S-CNN (2D)
(Fusion I)

EER
AUC

0.12
0.94

0.09
0.97

0.10
0.96

0.14
0.94

0.11
0.95

0.14
0.93

0.10
0.96

0.18
0.91

0.12
0.94

0.13
0.94

0.123
0.944

S-CNN (2D)
(Fusion II)

EER
AUC

0.11
0.96

0.13
0.95

0.08
0.97

0.07
0.98

0.06
0.98

0.12
0.95

0.09
0.97

0.08
0.98

0.09
0.97

0.03
0.99

0.086
0.970

unstable across the ten objects. (7) S-LSTM achieves better performance than SVM on average. (8) S-CNN (2D)
outperforms all the other methods regarding the average AUC, which is 0.932, signi�cantly higher than 0.904
with S-LSTM and 0.895 with S-CNN (1D). Its performance keeps relatively stable across all the objects. This can
be attributed to the ICC technique, which captures rich information for correlation evaluation. (9) For objects,
such as Door I, Door II and Oven, the S-CNN (1D) models show the highest accuracy. Thus, if a separate model
is deployed for each type of objects, we can select the better model between S-CNN (1D) and S-CNN (2D). (10)
While S-CNN performs better than SVM in our case, we do not imply that deep learning is inherently better than
traditional machine learning. However, compared to SVM, S-CNN does not need feature engineering.
For S-LSTM and S-CNN, we also train a separate model for each object with sensor fusion (explained in

Section 8.3). As shown in Table 6, the average performance of all the models gets improved, and S-CNN (2D) still
outperforms others. By selecting the best model for each object, MoMatch achieves an average AUC=0.984.

8.2.2 Answer to C2 (which method can train a unified model e�ective across all the objects). If many di�erent types
of objects have to be considered, deploying a separate model for each type of objects in a resource-constrained
environment, such as an IoT hub, is a burden. Thus, a uni�ed model is desirable. This experiment compares
the performance of SVM, S-LSTM and S-CNN by training such a uni�ed model for each design. This time, we
perform feature selection for SVM by considering the best average accuracy for all the objects.

The AUC and EER of the uni�ed model for each method are shown in Table 5. We can observe that S-CNN and
S-LSTM outperform SVM signi�cantly. Note for SVM, it is challenging to �nd a uni�ed set of feature that keeps
working well across objects. S-CNN (2D) degrades slightly from the average AUC= 0.932 (separate models) to
AUC = 0.923 (uni�ed model), which is signi�cantly higher than 0.881 with S-LSTM and 0.875 with S-CNN (1D).
Note that the �nal accuracy of a uni�ed S-CNN (2D) model with sensor fusion is AUC = 0.970 (Section 8.3).

We use t-Distributed Stochastic Neighbor Embedding (t-SNE) [84], a technique for visualizing high dimensional
features, to plot feature embeddings of the separate model trained for the fridge in Figure 8 (a) and the uni�ed
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(a) The separate model.
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(b) The unified model.

Fig. 8. Feature visualization of the separate model and unified model; the data of the fridge is used as an example.
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(a) Using acceleration data only.
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(b) Sensor fusion with acceleration and gyroscope data.

Fig. 9. Feature visualization of models with acceleration data alone vs. sensor fusion.

model in Figure 8 (b). The positive and negative pairs in Figure 8 (a) are more distinguishable than those shown
in Figure 8 (b), which explains the slight drop in accuracy when a uni�ed model is used.

In short, S-CNN (2D) outperforms the other designs in terms of both accuracy and generalization. Thus, in the
following, we use a uni�ed S-CNN (2D) model for all the 10 objects unless otherwise speci�ed.

8.3 Sensor Data Fusion
8.3.1 Answer to Q1 (whether the accuracy can be improved by using both the acceleration and gyroscope data (i.e.,
sensor fusion)). We explore two ways to apply sensor fusion to on S-CNN (2D): (Fusion I) the two curves are
plotted overlapped using the same G axis; (Fusion II) the two curves are plotted in one image but placed at the
top half and bottom half, separately (as shown in Figure 6).
As shown in Table 6, for separate S-CNN(2D) models, compared with using acceleration data alone (AUC =

0.932), both Fusion I (AUC = 0.961) and Fusion II (AUC = 0.978) help improve the performance. Table 7 also show
that AUCs of Fusion II (AUC = 0.970) and Fusion I (AUC = 0.944) are improved over using acceleration data
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Table 8. Four parts of response time.

Name Value
Activity duration around 2 s

Transferring 2s data

smartwatch:
159.7±26.3ms

sensor node:
96.9±5.1ms

Pre-processing 2s data 113.8±8.0 ms

Time for running
Intel i7-6700:

19.2±4.1ms; or
model on an image pair GeForce GTX 1080:

8.8±0.8ms
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Fig. 10. A�acker detection rate.

alone. For both separate models and uni�ed models, Fusion II outperforms Fusion I slightly. A possible reason is
that when two curves are plotted separately, the model learns better how to weigh di�erent regions of an image.
We show the t-SNE embeddings of features generated by S-CNN (2D) with sensor data fusion II in Figure 9 (b).
Compared to the features shown in Figure 9 (a), it is more distinguishable to separate positive and negative pairs
in Figure 9 (b), which coincides with the results in Table 7.

We also apply sensor fusion to S-CNN (1D) by feeding the acceleration and gyroscope data to separate channels.
The results shown in Table 6 indicate that the model S-CNN (1D) improves its performance through sensor
fusion for separate models (acceleration alone: AUC = 0.895 vs. sensor fusion: AUC=0.934). Similarly, the results
of uni�ed models in Table 7 (acceleration alone: AUC = 0.875 vs. sensor fusion: AUC=0.917) also show the
e�ectiveness of sensor fusion. Note S-CNN (2D) signi�cantly outperforms S-CNN (1D) regarding the average
AUC (separate models: 0.978 vs. 0.934; uni�ed models: 0.970 vs. 0.917), demonstrating the advantage of using ICC.

8.4 Adaptability
8.4.1 Answer to Q2 (whether MoMatch keeps accurate when users are tested again a�er a long time). After two
months, we asked each volunteer again to perform operations on each object for 10+ times, and create a new
testing dataset. Without retraining, we directly measure the accuracy using the new testing dataset, and the
accuracy has no observable changes.

8.4.2 Answer to Q3 (whether MoMatch keeps accurate for unseen users). This is already examined by the LOSO
(Leave-One-Subject-Out) cross validation inherently (see Section 8.1), which always uses one participant not
seen during training for testing.

8.5 E�iciency
8.5.1 Answer to Q4 (response time). We then evaluate the response time, which is de�ned as the time interval
beginning at the time a user starts an operation and ending at the time MoMatch makes a decision. It mainly
consists of the following four parts: (a) the duration of an activity; (b) the time used to transmit sensor data to the
desktop; (c) the data pre-processing time; and (d) the time that the neural network model takes to compute the
correlation score. Table 8 shows the measured time for each part. The total response time is less than 2.5 seconds.
Thus, MoMatch makes a decision fast, in contrast to 50 seconds in ZEBRA [55].

Another important question is what computation resources are required for running our model. As shown in
Table 8, when CPU (Intel i7-6700) is used, it takes around 19.2ms given an image pair. Although GPU (GeForce
GTX 1080) can reduce the time to 8.8ms, the small di�erence can hardly be noticed by users, and thus does not
validate the necessity of using GPUs.
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Table 9. Power consumption of each component of the on-object sensor node.

Component Arduino Pro Mini 3.3 V IMU Bluetooth Total

Power Consumption (<�) 1.58 1.24 8.33 (Active Mode) 11.15
0.17 (Sleep Mode) 2.99

8.5.2 Answer to Q5 (model training time). We use GPU to train the model. Our S-CNN (2D) model can achieve
the best performance after 5-10 epochs. Each epoch contains 250 batches, and training each batch of images takes
around 1.06 ± 0.4s on GPU. Thus, the training time is 44 min (= 10 ⇥ 250 ⇥ 1.06) at most.

By contrast, S-LSTM requires at least 80 epochs to achieve reasonable performance, each taking around 130s.
So it totally requires about 173 min for training. The S-CNN (1D) model achieves its best performance after 20-30
epochs, each taking around 120s, which results in at least 40 min for training.

8.5.3 Answer to Q6 (energy consumption). We measure the energy consumption of our application on the
smartwatch and the on-object sensor node. We let the smartwatch read 2s sensor data with a sampling rate of
50Hz and send it out once every minute for one hour to simulate the object use frequency of an average user. For
comparison, we �rst measure the energy consumption when the screen is always on, which is 37.3mA per hour.
The consumption increases to 47.4mA per hour when running our application while keeping the screen on. Thus,
our application only consumes about 10.1mA per hour (<2% of the battery capacity). We let the on-object sensor
node read 2s data from IMU MPU-6050 with a sampling rate of 50 Hz and send it out via a serial BLE module
HM-10 continuously. We use a power monitor INA-219 to measure the power consumption. The average power
consumption with Arduino MKR 1000 is 26.36 mA when the BLE module is in active mode and 18.20 mA in sleep
mode. If our system is triggered for one minute each hour (20 operations if it takes 3s per operation), with a 700
mAh battery the on-object sensor node has a battery life of 38.2 hours. (Note Arduino MKR 1000 draws 16.79 mA
and takes 92.25% of the power even when the Bluetooth is in sleep mode.) By comparison, as shown in Table 9,
Arduino Pro Mini 3.3V draws 1.58 mA [17], and the total power consumption of the on-object sensor node is
roughly 11.15 mA when the BLE module is in active mode and 2.99 mA in sleep mode, which extends the battery
life to 223.9 hours. There are commercial low-power platforms which can further reduce power consumption of
MoMatch. For exampel, the TI CC2652R [82] consumes 0.94 `� in standby mode, 3.4 mA in active mode, and 7.3
mA to transmit radio signals. The current consumption of Bosch IMU BMI270 [7] is just 30 `�. By leveraging
these designs, the estimated battery life of a 700 mAh battery would be 129 days.

8.6 Security Analysis and Evaluation
To answer Q7: resilience to mimicry attacks described in our threat model (Section 3.2), we �rst perform
security analysis and then present our empirical study results.

8.6.1 Security Analysis. A mimicry attacker A who wants to succeed has to make sure (1) his hand movement is
similar to that of the victim V and (2) the movement should be synchronous with that of V. However, studies
have demonstrated that the average human reaction time is larger than 200ms [31, 44, 59]; such a time di�erence
can be detected by our model, which captures the realtimeness of motion data. On the other hand, assuming an
attacker predicts (rather than observing and mimicking) the action of V to launch an attack, although A may be
able to align his attack-start time better with V, it is di�cult to ensure his hand movement is similar with that of
V and meanwhile keeps synchronous throughout the object use.

8.6.2 Empirical Study. We have 10 participants act as victims and another 10 as attackers. We tell attackers
the internals of MoMatch that it works based on motion correlation. We use two object types—the door and the
gun—as the representative of �xed-motion objects and that of free-motion ones, respectively.
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(a) AUC vs. number of users (S-CNN).
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(b) AUC vs. number of users (SVM).
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(c) AUC vs. sensor sampling rate.
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(d) AUC vs. number of network layers.
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(e) Loss vs. number of epochs.
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(f) AUC vs. number of epochs.

Fig. 11. Impact of di�erent hyperparameters and sensor sampling rate.

Our experiment contains two attack settings, as discussed in our Threat Model in Section 3.2. Attack-I : V
keeps walking, while A watches and mimics V’s hand motions to operate on an object. Attack-II : V operates on
an object, and meanwhile A mimics V on another object of the same type. Each attacker performs attacks for 30
times on each object. For both Attack I and Attack II, we provide A with an ideal attack environment: (1) A has a
clear view of V; (2) A has enough time to observe V’s operations; and (3) V noti�es A when starting an operation.

Given Attack-I attacks, MoMatch can identify 99% of attacks based on one single operation of door II and 93%
the gun. Given Attack-II attacks, MoMatch can detect 84% and 86% of attacks based on one single operation of
door II and the gun, respectively. When an attacker uses multiple objects to achieve his attack purpose, it is
straightforward to authenticate multiple operations to detect attackers more accurately by launching MoMatch
for multiple times. This strategy is adopted by Zebra [55] as well. Fig. 10 shows the detection rate by considering
multiple operations of objects, and the attacker detection rate reaches 96% after only 3 operations and near 100%
after 4. In contrast, Zebra needs 84 interactions to recognize all attackers (with a grace period of 2).

8.7 Parameter and Hyperparameter Study
8.7.1 Answer to P1 (the size of training dataset needed). We examine the amount of data needed for training the
S-CNN (2D) model and the SVM model. We randomly choose 2, 4, 6, 8, 10 and 12 users’ data for each object to
train both models, and use the rest data to test each trained model. This experiment uses the objects of door II,
fridge, drawer II, gun, remote and dumbbell as examples.
Figure 11 (a) shows that S-CNN (2D) can obtain a reasonable accuracy even if the training dataset contains

only 4 users’ data; a dataset containing 8 users trains the S-CNN (2D) with satisfactory performance. Figure 11 (b)
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shows that, even when the amount of data (e.g., 4 users’ data) is small, SVM does not outperform S-CNN (2D) but
actually shows a much lower accuracy. (Section 8.2 presents the accuracy comparison when all the users’ data is
used, also showing S-CNN signi�cantly outperforms SVM.) While DNNs usually need more training data than
traditional ML methods, our experiments show a di�erent case. It can be attributed to the Siamese architecture,
which is known to perform well in comparison tasks without needing a huge training dataset [8, 14, 97].

8.7.2 Answer to P2 (sampling rate). To study P2 and P3, we take the dumbbell as an example (other objects
show similar results). To �nd the optimal sampling rate, we examine it ranging from 5Hz to 200Hz. Figure 11c
shows the impact of sampling rate on S-CNN (1D), S-CNN (2D) and S-LSTM. It can be observed that S-CNN
(2D) performs well at 50Hz, and does not improve signi�cantly when the rate increases further. We thus set
the sampling rate as 50Hz. The �uctuation issue is mitigated in S-CNN compared to S-LSTM, showing another
advantage of S-CNN.

8.7.3 Answer to P3 (hyperparameters). We next evaluate the impact of hyperparameters on S-CNN and S-LSTM
(see Table 3). We vary (1) the number of convolutional layers in S-CNN and the number of hidden layers in
S-LSTM. Figure 11d shows AUC reaches a high value when the number is increased to 3 for S-CNN and 2 for
S-LSTM; no noticeable improvement arises when the number increases. We thus choose 3 for S-CNN and 2 for
S-LSTM.
To examine the impact of (2) the number of training epochs, we train the three models for 200 epochs and

record the loss and AUC after each epoch. The results are showed in Figure 11e and Figure 11f. For S-CNN (2D),
the loss drops quickly and AUC reaches to the highest value after only 6 epochs, compared to 25 epochs in S-CNN
(1D) over 100 epochs in S-LSTM.

We next investigate (3) the learning rate, (4) the decay rate, (5) the hidden dimension in S-LSTM and the number
of units in the fully-connected layer in S-CNN, (6) two di�erent optimizers, and (7) two di�erent loss functions.
We vary the learning rate from 0.0001 to 0.1 at logarithmic intervals, and �nd that a rate of 0.001 for both S-CNN
and S-LSTM yields the best performance. The learning decay rate has a slight in�uence on S-CNN. The hidden
dimension of 64 is the best for S-LSTM. The unit number between 1200 and 1400 in the fully-connected layer in
S-CNN can obtain good performance, and we choose 1280. We also �nd Adam optimizer learns faster and works
better than SGD for both S-CNN and S-LSTM. For the loss function, Cross-Entropy (CE) performs better than
Mean Squared Error (MSE) for S-CNN, which is opposite for S-LSTM.

8.8 Comparison with Other Approaches
Our work achieves much higher accuracies than SenseTribute [38] and Hallmarks [71], which are based on
behavioural biometrics. The accuracy of SenseTribute averages 74% with only 5 participants, and Hallmarks
63.8%. They both only consider �xed-motion objects, and do not demonstrate whether their approaches can work
on free-motion objects. Moreover, neither examines its resilience to mimicry attacks.

However, we acknowledge that, in SenseTribute [38], sensor nodes are only attached to the objects, i.e., without
requiring users to wear wristbands. Actually, a major reason why MoMatch outperforms existing systems, such as
SenseTribute, is that it collects information from both sides. In cases when accuracies are not the most important
goal, SenseTribute might be more usable than MoMatch (but note that SenseTribute needs per-user pro�ling).

9 USE CASES
To demonstrate the applications of MoMatch, we conduct two use cases in a real-world environment. In the �rst
use case, MoMatch is used to record the uses of a dumbbell, showing an application to smart health. The other
is to monitor the fridge door openings, which can be used for splitting energy bills in an apartment; this is an
example frequently used in prior work [11, 70, 71].
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Table 10. Performance for identifying users of a fridge and a dumbbell using our unified S-CNN (2D) model. (Legend: “GT”
stands for Ground Truth based on the videos; “CA” indicates the number of object uses that are Correctly Assigned to the
real user; “IA” indicates the number of uses that are Incorrectly Assigned to a user.)

User Fridge door Dumbbell
GT (times) CA (times) IA (times) GT (times) CA (times) IA (times)

A 56 53 0 95 92 0
B 48 45 0 104 101 1
C 63 59 1 127 122 1

Both use cases are conducted in a three-bedroom apartment shared by three participants (all males with ages
ranging from 25 to 35 years:A,B and C). The three volunteers are graduate students recruited from our university.
Sensor nodes are attached to the dumbbell and the fridge door, and we ask participants to wear smartwatches. In
order to establish the ground truth, we install a motion-activated camera in the public area that can monitor
the object uses. Each time an object is operated, MoMatch collects the acceleration and gyroscope data from the
three smartwatches and the on-object sensor node. Then, MoMatch computes the similarity score between each
smartwatch and the sensor node. The smartwatch that achieves the highest similarity score that is above the
threshold (Section 8.2) is identi�ed as the object user.

The experiment lasts for one week. Table 10 shows the statistics collected. In total, MoMatch assigns 157 out of
167 fridge door openings (157/167=94.0%) and 315 out of 326 dumbbell lifts (315/326=96.6%) correctly to real users.
Only 1 fridge door opening and 2 lift-o�s are incorrectly assigned. For a very small number of object uses (9 for
both the fridge and the dumbbell), they are not assigned to any of the participants due to the low correlation
scores. The high performance shows that MoMatch is promising for enabling many applications, such as smart
health and smart environment enhancement.

After the experiment, we invited the participants to give us feedback regarding MoMatch. Most of the comments
show positive attitudes towards MoMatch. The advantages are mainly in the convenience because of implicit
authentication, while a concern is about the large size of on-object sensors, which can be mitigated by using
customized sensors. Representative comments include: “The system is very useful to me as I don’t need to count the
number of lift-o�s” (Participant A); “The system is so natural that I forgot I was participating in an experiment for
most of the time” (B); “It would be better if the sensors are small enough to be attached to the objects” (B); “It took
me only a couple of days to get used to wearing a smartwatch, and I enjoyed its rich functions” (C).

10 CONCLUSION
It is an emerging trend that many traditional everyday objects, such as doors and windows, are retro�tted to smart
environments by attaching inexpensive sensor nodes. We presented the �rst accurate implicit authentication
approach for such retro�tted objects. Unlike prior work that requires intensive explicit object shaking, MoMatch
conducts implicit authentication based on a single natural object use. An Imagi�ed Curve Comparison (ICC)
technique was proposed to convert motion data correlation measurement into an image comparison problem,
which was well resolved using deep learning without pro�ling user biometrics. The average AUC across 10
various objects is 0.984. In addition to continuous monitoring, MoMatch can enable many other applications, such
as personalization for smart environments, smart health, and forensics.
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