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A parametrization of gauge fields on complex projective spaces of arbitrary dimension is given as a
generalization of the real two-dimensional case. Gauge transformations act homogeneously on the fields,
facilitating a manifestly gauge-invariant analysis. Specializing to four dimensions, we consider the nature
of the effective action due to chiral scalars interacting with the gauge fields. The key qualitatively
significant terms include a possible gauge-invariant mass term and a finite four-dimensional Wess-Zumino-
Witten (WZW) action. We comment on relating the mass term to lattice simulations as well as Schwinger-
Dyson analyses and also on relating the WZW action to the instanton liquid picture of QCD.
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I. INTRODUCTION

The gauge-invariant analyses of the low-energy or long-
distance properties of non-Abelian gauge theories remains a
challenging problem even after decades of work. Large-
scale numerical simulations have produced important
insights as well as quantitative estimates of physically
relevant observables, but the analytic understanding of
the problem is far from satisfactory. Perhaps the most
revelatory aspect of this state of affairs is concerning the
foundational ingredient needed for the quantum theory,
namely, the volume element for the gauge-orbit space. This
space is the set of all gauge potentials (A) modulo the set of
all gauge transformations which are fixed to be identity at
one point on the spacetime manifold (G!) [1]. Thus it is this
space of gauge-invariant field configurations over which the
functional integration for such theories has to be carried out
to define the quantum theory; i.e., the volume element of this
gauge-orbit space C ¼ A=G! provides the measure of
integration. There is still no satisfactory and explicit formula
for this in the continuum four-dimensional theory. One can
use gauge fixing and the Faddeev-Popov procedure to
construct this volume element for a local section of A
viewed as a G! bundle over C, or, equivalently, one

may use the BRST (Becchi-Rouet-Stora-Tyutin) procedure.
However, nonperturbative questions are generally beyond
the reach of this procedure, although it may be adequate for
the perturbative calculations.
In contrast to this, for gauge fields in two dimensions, the

volume element for C can be calculated exactly in terms of a
Wess-Zumino-Witten (WZW) action [2]. Although there
are no propagating degrees of freedom for gauge fields in
two dimensions, the result is relevant for the Chern-
Simons-WZW relationship [3] and in the solution of
Yang-Mills theory on Riemann surfaces [4]. This result
may be taken as applying to the fields on a spatial slice in
(2þ 1) dimensions, and one can thus seek to utilize it in a
Hamiltonian approach to (2þ 1)-dimensional Yang-Mills
theories. Such an analysis has led to a formula for the string
tension and also provided insights into the mass gap [5,6],
including supersymmetric cases [7]. The expression for the
string tension agrees very well with estimates via lattice
simulations [8] and, more recently, estimates of the Casimir
energy have provided independent verification of the mass
gap (or the mass defined by the propagator) [9].
The calculation of the volume element of C in two

dimensions was made possible by a parametrization of
the gauge fields which relied on the fact that the two-
dimensional space could be considered as a complex
manifold. For R4, there is no unique complex structure,
since there are many ways to pair the coordinates to form
complex ones. One could consider a twistor space version
which would include the set of all local complex structures.
Calculations for the gauge theory would also require an
infrared cutoff, so a compact space of finitevolume is a better
alternative. The simplest case of such a space would be
the complex projective plane CP2, which is a complex
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Kähler manifold. The standard metric for this space is the
Fubini-Study metric which is given in local coordinates za,
z̄ā, a ¼ 1; 2, ā ¼ 1; 2, as

ds2 ¼ dz · dz̄
ð1þ z · z̄=r2Þ

−
z̄ · dzz · dz̄

r2ð1þ z · z̄=r2Þ2
¼ gaādzadz̄ā; ð1Þ

where we have also included a scale parameter r for the
coordinates. The volume of CP2 with this metric is π2r4=2,
so r can serve as an infrared cutoff. As r → ∞, the metric
becomes that of flat space (although there are some global
issues which will not be important for us). Thus this space
has a complex structure (which can help with the para-
metrization of the fields) and a finite volume, with a well-
defined limit to the flat case. Indeed, a parametrization of the
gauge potentials, as a generalization of the parametrization
in two dimensions, was given in Ref. [10], where some
preliminary results regarding the volume element of C were
also given. Admittedly, the group of isometries for the space
is SUð3Þ, rather than the 4d Euclidean group. However, this
should not be an issue for many questions of interest. Recall
that one can obtain insights into the physics by studying
lattice gauge theories even though the lattice breaks the
Euclidean invariance, recovering it only in the continuum
limit. The analog for our use of CP2 would be the large r
limit. Also, there aremany other instances inwhich scenarios
with reduced isometries can give insight into the physics of a
problem, the Casimir effect being a classic example.
A closely related issue is the nature of quantum correc-

tions (to the gauge field dynamics) due to matter fields. The
calculation of such corrections in a manifestly gauge-
invariant way using the parametrization mentioned above
can give insights into the renormalization structure of the
gauge theory and hence to some questions of physical
interest. We propose to take up a more detailed analysis of
the volume element for C and the nature of quantum
corrections due to a scalar field on CP2. The present
article will be devoted to the general framework and the
corrections due to the scalar field, with more details on the
volume element for C to be given in a follow-up paper [11].
There are two physical aspects of non-Abelian gauge

theories for which our analysis can lead to useful insights.
The first is about a possible mass term for gluons. There has
been growing evidence, based on analytical and numerical
studies, that the gluon acquires a “mass” [12–14]. Given
these results, one can ask if we can find any evidence for a
mass term in a manifestly gauge-invariant and analytic
approach. This is what our analysis addresses. One of the
terms we find is indeed a mass term consistent with gauge
invariance and all the isometries of the underlying
space CP2.
The second consideration is about the instanton liquid

picture [15,16]. Analytical investigations as well as lattice
simulations have shown that the infrared behavior of
correlation functions for gluons, and for hadrons, is

dominated by a dense collection of instantons, the so-
called instanton liquid. Again, in a manifestly gauge-
invariant analysis, one can ask if there are indications of
an instanton liquid. Indeed, we find that one of the terms in
the effective action is a four-dimensional WZW action
whose critical points are anti-self-dual instantons [17,18].
We will comment on these issues in more detail later.
The organization of this paper is as follows. In Sec. II, we

give the general parametrization of the fields, discussing in
turn the nature of scalars, vectors and gauge potentials on
CP2. We also introduce the action for the scalar field.
Section III is devoted to the calculation of the quantum
corrections due to the scalar field. After giving the general
framework, we calculate the scalar field propagator for CP2

and discuss regularization issues. The leading terms among
the quantum corrections are then obtained. These include a
WZW action with a finite coefficient, a quadratically
divergent mass term, and the expected log divergence of
the wave function renormalization for the gauge fields. In
Sec. IV, we discuss the physical implications. Several
computational details are given in Appendixes, three of
them, so as to avoid clutter and keep an uninterrupted flow
of the general arguments in the text. Appendix A gives the
parametrization of the gauge fields and the calculation of
the scalar propagator on CPk, for arbitrary k, even though
k ¼ 2 is what is used in the text of the paper. In
Appendix B, we give the calculation of a current relevant
for the identification of the WZW term. Some of the
subtleties regarding the WZW term are discussed in detail.
The ultraviolet divergences are calculated in Appendix C.

II. PARAMETRIZATION OF FIELDS

As stated in the introduction, the manifold CP2 allows
for a parametrization of the fields with a clear separation of
the gauge-invariant degrees of freedom. This is most
conveniently done in terms of the coset structure of the
space as CP2 ¼ SUð3Þ=Uð2Þ. The manifold may be
coordinatized in terms of a group element g ∈ SUð3Þ, with
Uð2Þ ⊂ SUð3Þ as the local isotropy group and the coset
directions corresponding to the translational degrees of
freedom. This shows that functions on CP2 correspond to
functions on SUð3Þ which are invariant under Uð2Þ, while
vectors, tensors, etc., transform as specific nontrivial
representations of Uð2Þ.
Turning to more specific details, the defining fundamen-

tal representation is taken as a 3 × 3 unitary matrix g of unit
determinant. It can be parametrized as g ¼ expðitaφaÞ,
where ta form a basis for traceless Hermitian 3×3matrices,
with TrðtatbÞ ¼ 1

2 δab, and φ
a are the coordinates for SUð3Þ.

Following the familiar nomenclature from the quark model,
we shall refer to the SUð2Þ part of the Uð2Þ subgroup as
isospin (denoted by I) and the Uð1Þ part of Uð2Þ as
hypercharge (denoted by Y). The subgroup SUð2Þ corre-
sponds to the directions a ¼ 1; 2; 3, with the generators t1,

KARABALI, MAJ, and NAIR PHYS. REV. D 106, 085012 (2022)

085012-2



t2, and t3 for its Lie algebra; the hypercharge corresponds to
2t8=

ffiffiffi
3

p
. On g, we can define left (La) and right (Ra)

translation operators by

Lag ¼ tag; Rag ¼ gta: ð2Þ

The translation operators (or derivative operators) on CP2

can then be defined as

R&1 ¼ R4 & iR5; R&2 ¼ R6 & iR7: ð3Þ

These are the appropriate complex components; we shall
denote them by Ri, Rī, i; ī ¼ 1; 2. The matrices correspond-
ing to these combinations have all elements equal to zero,
except for the ði3Þ and ð3iÞ elements, which are equal to 1
for Ri and Rī, respectively. The curvatures for CP2 take
values in the Lie algebra of Uð2Þ, with the operators Rα,
α ¼ 1; 2; 3, and R8 defining the analog of spin. Explicitly,
Ra can be realized as differential operators:

g−1dg ¼ −itaEa
i dφ

i; Ra ¼ iðE−1Þia
∂

∂φi : ð4Þ

A basis for functions on SUð3Þ is given by the finite-
dimensional unitary representation matrices for SUð3Þ,
denoted by DðsÞ

ABðgÞ ¼ hs; Ajĝjs; Bi (and often referred to
as the Wigner functions). The action of Ra on these
functions is given by

Rahs;Ajĝjs;Bi¼ hs;AjĝTajs;Bi¼ hs;Ajĝjs;CiðTaÞCB; ð5Þ

where Ta are the matrix representatives of ta in the
representation labeled by s. Functions, vectors and tensors
on CP2 have the mode expansion

FðgÞ ¼
X

s;A

CðsÞ
A DðsÞ

A;wðgÞ ¼
X

s;A

CðsÞ
A hs; Ajĝjs; wi; ð6Þ

where the states on the right, namely, js; wi, must be so
chosen as to give the correct transformation property for
FðgÞ under Uð2Þ ∈ SUð3Þ.

A. Functions on CP2

Functions on CP2 must be invariant under Uð2Þ, so
we need states js; wi with Y ¼ 0 and I ¼ 0. A state
jfaig; fbigi which carries a general SUð3Þ representation
is of the form Ta1a2…ap

b1b2…bq
, ai; bj ¼ 1; 2; 3, which we refer to

as a ðp; qÞ-type representation. These are totally symmetric
in all the upper indices ai’s and totally symmetric in all the
lower indices bj’s with the trace (or any contraction
between any choice of upper and lower indices) vanishing.
The SUð3Þ action on Ta1a2…ap

b1b2…bq
is given by

Ta1a2…ap
b1b2…bq

→ ðg!a1a01g!a2a02 ' ' 'Þðgb1b01gb2b02 ' ' 'ÞT
a01a

0
2…a0p

b01b
0
2…b0q

: ð7Þ

Notice that the isospin subgroup acts on indices taking
values 1 and 2, while the value of hypercharge is given as

Y ¼

(
− 1

3 ai ¼ 1; 2;
2
3 ai ¼ 3;

Y ¼

(
1
3 bi ¼ 1; 2;

− 2
3 bi ¼ 3:

ð8Þ

The choice of all indices equal to 3 with p ¼ q corresponds
to the Uð2Þ-invariant choice. Thus, for functions on CP2,
we need representations of the ðp; pÞ type with the mode
expansion given by

fðgÞ ¼
X

s;A

Cðp;pÞ
A hs; Ajĝj0i;

j0i≡ jðp; pÞ; wi ¼ j333…; 333…i: ð9Þ

For brevity, we will denote the Uð2Þ-invariant state as j0i.

B. Vectors on CP2

The translation operators Rþi ¼ Ri and R−i ¼ Rī trans-
form as doublets of SUð2Þ and carry hypercharge
Y ¼ 1;−1, respectively. Thus vectors on CP2 must have
a similar transformation property. This can be obtained for
representations of the ðp; pÞ type with js; wi of the form
j33…; i33…i and ji33…; 33…i, corresponding to Y ¼ 1
and Y ¼ −1, respectively. These can be obtained from the
invariant state j33…; 33…i by the application of Ri and Rī,
respectively. The corresponding vectors are the gradients of
functions on CP2.
One can also obtain the required states from representa-

tions of the ðpþ 3; pÞ type with js; wi ¼ ji33…; 33…i,
with i ¼ 1, 2, corresponding to Y ¼ 1, and from ðp; pþ 3Þ
type with js; wi ¼ j33…; i33…i with Y ¼ −1. Thus a
vector on CP2 may be parametrized as

Ai ¼ −Rif − ηiīϵ
ī j̄
X

s;A

CðsÞ
A hs; Ajĝjj̄33…; 33…i;

Āī ¼ −Rīf̄ − ηīiϵ
ij
X

s!;A

Cðs!Þ
A hs!; Ajĝj33…; j33…i; ð10Þ

where, on the right-hand side, s indicates representations of
the ðpþ 3; pÞ type and s! indicates the ðp; pþ 3Þ type. The
first terms on the right-hand side correspond to gradients of a
function. The ðpþ 3; pÞ-type state jj̄33…; 33…i can be
obtained from the SUð2Þ-invariant states, with all indices
equal to 3, by the application of Rj̄ operators.

1 Specifically,
we can write

1As defined in (7), the state jj33…; 33…i transforms under
SUð2Þ as the conjugate of the standard doublet representation
(emphasized by using j̄) the extra factor of ηiīϵīj̄ converts the
transformation to the usual doublet form.
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ηiīϵ
ī j̄jj̄33…; 33…i ¼ ηiīϵ

ī j̄Rj̄j33…; 33…i; ð11Þ

where ηiī ¼ δiī (which is the metric for CP2 in the tangent
frame) and ϵī j̄ is the Levi-Civita tensor. TheSUð2Þ-invariant
state on the right-hand side has Y ¼ 2, so the corresponding
term in (10) may bewritten as ηiīϵī j̄Rj̄χ, where χ has Y ¼ 2.
[We may regard ϵī j̄χ as a rank-2 tensor of the antiholomor-
phic type, so that the relevant term in (10) is the divergence
of an antisymmetric tensor.] Similar statements hold for
conjugates in the second line of (10), so that we canwrite the
general parametrization as

Ai ¼ −Rif − ηiīϵ
ī j̄Rj̄χ;

Āī ¼ −Rīf̄ − ηīiϵ
ijRjχ̄: ð12Þ

These can be written in terms of the standard covariant
derivatives on CP2. Ri and Rī correspond to the tangent
frame, with

Ri ¼ ðe−1Þmi ∇m; Rī ¼ −ðe−1Þm̄ī ∇̄m̄: ð13Þ

Here∇’s include the spin connection as needed for χ and χ̄.
eim is the frame field for the metric on CP2, i.e.,
ηiīeimeīm̄ ¼ gmm̄. The explicit formulas for the frame field
and its inverse for the Fubini-Study metric (1) are

eam ¼ δamffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z̄ · z

p −
ηmm̄z̄m̄za

ð1þ z̄ · zÞð1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z̄ · z

p
Þ
;

ðe−1Þma ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z̄ · z

p "
δma þ ηaāz̄āzm

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z̄ · z

p
#
: ð14Þ

In a coordinate basis the parametrization (12) takes the form

Ak ¼ −∇kf þ gkk̄ϵk̄ m̄∇̄m̄χ;

Āk̄ ¼ ∇̄k̄f̄ − gk̄kϵ
km∇mχ̄: ð15Þ

In this paper, we choose the components ofA to be related by
ðAiÞ† ¼ −Āī. This is in conformity with the use of anti-
Hermitian components for the gauge fields, which is what is
conventionally done for non-Abelian fields.
If we scale z → z=r and consider large values of r, CP2

reduces to a flat space, but with a complex structure since
we still retain complex combinations of the real coordi-
nates. In this case, (15) still retains its form:

Ak ¼−∂kfþηkk̄ϵ
k̄ m̄∂̄m̄χ; Āk̄ ¼ ∂̄k̄f̄−ηk̄kϵ

km∂mχ̄: ð16Þ

An a priori and direct demonstration that this provides a
complete and unique (see later) parametrization of the
fields in the flat space limit is difficult without the group
theoretic arguments which were used for CP2.

C. Gauge fields on CP2

We can use (15) as the parametrization for Abelian gauge
fields (vector potentials) onCP2. In this case, χ, χ̄ and the real
part of f correspond to gauge-invariant degrees of freedom,
while the imaginary part of f is the gauge parameter.
In generalizing to the non-Abelian case, we first note that

the product of two functions on CP2 is still a function since
it remains invariant under Uð2Þ. So we can compose
functions. Likewise the product of functions with χ or χ̄
retain the same Uð2Þ transformations as χ and χ̄. We can
now write the generalization of (15) to the non-Abelian
gauge fields as

Ai ¼ −∇iMM−1 þ giīD̄j̄ϕ
ī j̄;

Āī ¼ M†−1∇̄īM† − gīiDjϕ†ij: ð17Þ

Here M and M† are complex matrices which are group
elements in the complexification of the gauge group. We
will take the gauge group to be SUðNÞ for simplicity.
(This is easily generalized to any Lie group.) In this case,M
and M† are complex N × N matrices which may be
viewed as elements of SLðN;CÞ. Further, ϕī j̄ ¼ ϵī j̄ϕ
and ϕ†ij ¼ ϵijϕ†, where ϕī j̄ and ϕ†ij are tensors valued
in the Lie algebra of the gauge group SUðNÞ, in agreement
with Ai and Āī being Lie-algebra valued. Since ϕ is
complex, we may also view it as an element of the Lie
algebra of SLðN;CÞ, with ϕ† as its conjugate. The
derivatives Dj and D̄j̄ are defined by

DjΦ ¼ ∇jΦþ ½−∇jMM−1;Φ);

D̄j̄Φ ¼ ∇̄j̄Φþ ½M†−1∇̄j̄M†;Φ) ð18Þ

acting on a field Φ which transforms under the adjoint
representation of the gauge group,Φ → UΦU†, where U ∈
SUðNÞ is the gauge transformation. The potentials in (17)
transform as connections with M → UM, M† → M†U†,
ðϕ;ϕ†Þ → Uðϕ;ϕ†ÞU†. The use of just −∇jMM−1,
M†−1∇̄j̄M† in defining Dj and D̄j̄ suffices to ensure that
DjΦ and D̄j̄Φ transform covariantly under gauge trans-
formations.2 These derivatives are alsoLevi-Civita covariant.
There is another useful way to write the parametrization

(17). Toward this we first note the identities

2An important point about gauge fields is that the space of
connections is an affine space, so that one can reach any point in
this space from any other point by a straight line. In other words,
if Að1Þ and Að2Þ denote two potentials, then Að1Þτ þ Að2Þð1 − τÞ,
0 ≤ τ ≤ 1 transforms like a connection for all τ. Therefore one
can use a specific connection as a starting point and obtain every
other connection by adding something that transforms cova-
riantly. We may view ð−∇iMM−1;M†−1∇̄īM†Þ as the starting
connection and ðgiīD̄j̄ϕ

ī j̄;−gīiDjϕ†ijÞ as what is added. In
particular we can construct covariant derivatives for ðϕī j̄;ϕ†ijÞ
using the starting connection ð−∇iMM−1;M†−1∇̄īM†Þ.
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D̄j̄ϕ
ī j̄ ¼ ∇̄j̄ϕ

ī j̄ þ ½M†−1∇̄j̄M†;ϕī j̄)

¼ M½∇̄j̄ðM−1ϕMÞī j̄ þ ½H−1∇̄j̄H; ðM−1ϕMÞī j̄))M−1

¼ MðD̄j̄ðM−1ϕMÞī j̄ÞM−1 ¼ MðD̄j̄χ
ī j̄ÞM−1;

Djϕ†ij ¼ M†−1ðDjχ†ijÞM†; ð19Þ

where χ ī j̄ ¼ ϵī j̄ðM−1ϕMÞ and χ†ij ¼ ϵijðM†ϕ†M†−1Þ.
Further, H is given as H ¼ M†M and D̄j̄ and Dj are
defined with the connections H−1∇̄j̄H and −∇jHH−1:

D̄j̄Φ ¼ ∇̄j̄Φþ ½H−1∇̄j̄H;Φ);
DjΦ ¼ ∇jΦþ ½−∇jHH−1;Φ): ð20Þ

Using these identities, we can write (17) as

Ai ¼ −∇iMM−1 þMðgiīD̄j̄χ
ī j̄ÞM−1;

Āī ¼ M†−1∇̄īM† þM†−1ð−gīiDjχ†ijÞM†: ð21Þ

These equations can be reexpressed as

Ai ¼ −∇iMM−1 −MaiM−1;

Āī ¼ M†−1∇̄īM† þM†−1āīM†;

ai ¼ −giīD̄j̄χ
ī j̄; āī ¼ −gīiDjχ†ij ¼ ai†: ð22Þ

It is easy to see that ai and āī obey the following conditions:

gk̄iD̄k̄ai ¼ −D̄īD̄j̄χ
ī j̄ ¼ 0; gkīDkāī ¼ 0: ð23Þ

The gauge-invariant degrees of freedom are now easily
identified asH¼M†M and χ ¼ M−1ϕM, χ† ¼ M†ϕ†M†−1.
Equivalently, they may be taken as H ¼ M†M and ai, āī,
where the latter are subject to the conditions (23). Yet
another equivalent choice would be χ0 ¼ M†ϕM†−1, χ0† ¼
M−1ϕ†M and H ¼ M†M. These fields constitute the
coordinates for the space of gauge-invariant configurations,
i.e., coordinates for the gauge-orbit space C.

D. Uniqueness of the parametrization of fields

We now comment on the uniqueness of the parametri-
zation of fields we have introduced. It is useful to consider
the Abelian case first. The analysis based on group theory
shows that the only representations of SUð3Þwhich contain
a state transforming as a vector are of the ðp; pÞ type
(for which we take a derivative) and of the ðpþ 3; pÞ or
ðp; pþ 3Þ types. This means that any vector can be
parametrized as given in (12).3

Conversely, given Ai, we notice that

ηiīRīAi ¼ −ηiīRīRif − ϵī j̄RīRj̄χ ¼ −ηiīRīRif; ð24Þ

because ½R1̄; R2̄) ¼ 0. Since ηiīRīRi is invertible (in fact the
Green’s function for this will be given later in this paper),
we can find f in terms of derivatives of Ai. Once we have f,
we can rewrite (12) as

ϵijAj ¼ −ϵijRjf þ ηj̄iRj̄χ; ð25Þ

which leads to

ϵijRiAj ¼ ηiīRiRīχ: ð26Þ

We can now invert this to obtain χ in terms of ϵijRiAj. (The
Green’s function for this case, namely, with Y ¼ &2, is
given in [11].) Thus given Ai (and its conjugate), we can
determine f and χ (and their conjugates). They will, of
course, be nonlocal in terms of A’s as expected. These
arguments show the uniqueness of the parametrization for
the Abelian case.
Going to the non-Abelian case, we note that the term Rif

is of the form of an infinitesimal (complex) gauge trans-
formation. Taking θ ¼ f to be Lie-algebra valued, −Rif ¼
−RiMM−1 forM ≈ 1þ θ. We can “integrate” this to a finite
transformation to the form −RiMM−1, M ¼ eθ. The
multiplication of functions on CP2 with functions is still
a function, so there is no difficulty in doing this.
The remaining term in Ai should be Lie-algebra valued

and transform homogeneously under gauge transforma-
tions, so we are led to the form (17), where we have to
(gauge) covariantize the derivative acting on χ, as in (18), or
in group theory language,RīΦ ¼ RīΦþ ½M†−1RīM;Φ). In
terms of these derivatives, (17) reads

Ai ¼ −RiMM−1 − ηiīRj̄ϕ
ī j̄;

Āī ¼ −M†−1RīM† − ηīiRjϕ†ij: ð27Þ

The key point is that the covariant derivative Rī has no
curvature, i.e., ½Rī;Rj̄) ¼ 0. Therefore, we get

ηīiRīAi ¼ −ηīiRīðRiMM−1Þ: ð28Þ

We can solve this iteratively in powers of A by starting with
M ≈ 1þ θ, since ηīiRīRi is invertible. Again once we have
M (and M† as its conjugate) we can use

ϵijRiAj þ ϵijRiMM−1RjMM−1 ¼ −ϵijηjj̄RiRk̄ϕ
j̄ k̄: ð29Þ

The leading term on the right hand side is
−ϵijηjj̄ϵj̄ k̄RiRk̄χ ¼ ηik̄RiRk̄χ and since ηik̄RiRk̄ is invert-
ible, again, we can, at least in principle, calculate χ in terms

3Notice that this may also be viewed as a holomorphic version
of the Hodge decomposition for one-forms in terms of an exact
form, a coexact form and a harmonic form. There is no “harmonic
term” for us, since the Betti number b1 of CP2 is zero.
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of Ai as well. We have thus shown how we can go from Ai,
Āī to M, M†, χ, χ† and vice versa, showing uniqueness of
the parametrization.
There is another feature of the parametrization (17) or (22)

whichwill be important later. Notice that ðM; ai;M†; āīÞ and
ðMV̄ðx̄Þ; V̄−1ðx̄ÞaiV̄ðx̄Þ; VðxÞM†; VðxÞāīV−1ðxÞÞ lead to
the same gauge potentials, where VðxÞ is an SLðN;CÞ
matrix with elements which are holomorphic functions, a
holomorphic matrix for short, and V̄ðx̄Þ is an antiholomor-
phic matrix. On CP2, there are no globally defined hol-
omorphic or antiholomorphic functions, except for a
constant. Thus globally, we have no such possibility of
M → MV̄;M† → VM† and there are no additional degrees
of freedom which could arise from this.
[We may note however that matrices V (or V̄) defined as

(anti)holomorphic in local neighborhoods can be useful to
write nonsingular expressions for fields, in the same way
that gauge transformations on intersections of coordinate
patches can be used as transition functions for gauge fields
which are specified patchwise. The use of V (or V̄) as
transition functions does not introduce additional func-
tional degrees of freedom; they also do not show up in Ai
and Āī. The metric and the expression for the volume
element we calculate are also insensitive to V and V̄ since
our regularization preserves the correct transformation
properties under these (anti)holomorphic transformations.
A two-dimensional example of how the local use of V and
V̄ can be useful is given in [5].]

E. A scalar field on CP2

We now consider a massless scalar field multiplet Φ on
CP2, with components Φα which transform under gauge
transformations according to some representation of the
gauge group SUðNÞ:

Φα → Φ0α ¼ Uα
βΦβ; ð30Þ

Uα
β being the representation matrices corresponding to U

in the specific representation. The corresponding covariant
derivatives are ð∇i þ AiÞΦ and ð∇̄ī þ ĀīÞΦ. Before we
write down the action, it is useful to discuss the volume
element forCP2. Local complex coordinates zi, z̄ī, i ¼ 1; 2,
can be introduced by taking the 3 × 3 matrix g to be such
that

g13¼
z1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ z̄ ·z
p ; g23¼

z2ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z̄ ·z

p ; g33¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ z̄ ·z
p : ð31Þ

The metric, which is the restriction to CP2 of the Cartan-
Killing metric on SUð3Þ, is given by the Fubini-Study
metric

ds2 ¼
"
dz̄ · dz
1þ z̄ · z

−
z · dz̄ z̄ ·dz
ð1þ z̄ · zÞ2

#
¼ gaādzadz̄ā: ð32Þ

We will use volume elements normalized so that the total
volume is 1. It is then given by

dμ ¼ 2

π2
d4x

ð1þ z̄ · zÞ3
¼ 2

π2
ðdet gÞd4x; ð33Þ

where z1 ¼ x1 − ix2 and z2 ¼ x3 − ix4. The use of this
volume element is equivalent to using the Haar measure on
SUð3Þ, again normalized to unity. We will consider a
massless scalar with an action of the form

S1 ¼
Z

dμgīi½ð∇i þ AiÞΦ)†½ð∇i þ AiÞΦ)

¼
Z

dμgīi½∇̄īΦ† −Φ†Āī)½ð∇i þ AiÞΦ): ð34Þ

Notice that, upon carrying out an integration by parts, the
action can be written as

S1 ¼
Z

dμgīiΦ†½−ð∇̄ī þ ĀīÞð∇i þ AiÞ)Φ: ð35Þ

The relevant kinetic energy operator is thus −gīið∇̄ī þ
ĀīÞð∇i þ AiÞ. One can also consider an action of the form

S2 ¼
Z

dμgiīΦ†½−ð∇i þ AiÞð∇̄ī þ ĀīÞ)Φ: ð36Þ

This differs from the previous one by a term of the form
Φ†giīFiīΦ, where F is the field strength for the gauge field.
Notice that either action is completely consistent with the
isometries of the space CP2, so there is no a priori reason
to favor one or the other, or any linear combination of the
two. These actions essentially correspond to chiral scalars.
One can also consider a nonchiral action of the form

S3 ¼
1

2

Z
dμgiīΦ†½−ðð∇i þ AiÞð∇̄ī þ ĀīÞ

þ ð∇̄ī þ ĀīÞð∇i þ AiÞÞ)Φ: ð37Þ

In this case the kinetic operator is the Laplace operator
(suitably gauge covariantized) on the manifold CP2. S3 is
obviously 1

2 ðS1 þ S2Þ.
To briefly summarize, this section introduced general

parametrizations for fields on CP2. The result for scalar
fields is given in Eq. (9) and for non-Abelian gauge fields
in Eqs. (17) or (22). The scalar field actions are given in
(35)–(37). Our aim now is to calculate some of the quantum
corrections due to the scalar field action, say, S1, and
interpret the physical implications of the results. This is
discussed in the next section.
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III. QUANTUM CORRECTIONS DUE TO THE
SCALAR FIELD

Turning to the quantum corrections, we first note that the
action S1 can be written as

S1 ¼
Z

dμgīi½Φ†ð−D̄ ·DÞΦ −Φ†M†−1āM† ·DΦ

þΦ†D̄ ·MaM−1ΦþΦ†M†−1āM†MaM−1Φ)

¼
Z

dμgīiΦ†ð−D̄ ·DÞΦþ Sint;

Sint ¼
Z

dμgīi½−Φ†M†−1āM† ·DΦþΦ†MaM−1 · D̄Φ

þΦ†M†−1āM†MaM−1Φ); ð38Þ

where in getting Sint we used the transformation property of
a in (23), D̄ · ðMaM−1Þ ¼ MðD̄ · aÞM−1 ¼ 0.
Denoting the [ðM;M†Þ-dependent] propagator as

hΦðxÞΦ†ðyÞi ¼
$

1

ð−D̄ ·DÞ

%

x;y
¼ Gðx; yÞ; ð39Þ

the effective action resulting from integrating out the scalar
fields is Γ ¼ Γ1 þ Γ2, given by

e−Γ ¼
Z

½dΦdΦ†)e−S1 ;

Γ1 ¼ Tr logð−D̄ ·DÞ;
Γ2 ¼ Tr log½1þM†−1āM† · ð−DGðx; yÞÞ

þMaM−1 · D̄Gðx; yÞ
þM†−1āM†MaM−1Gðx; yÞ): ð40Þ

The first term Γ1 will generate terms which only depend on
M;M†. The second term can be expanded in powers of
ðMaM−1;M†−1āM†Þ; it will correspond to one-loop dia-
grams with ðMaM−1;M†−1āM†Þ at the vertices and with G
as the propagator. Even though we have a massless field,
there will be no infrared divergences in the calculation of Γ
since CP2 is a compact manifold of finite volume. If we
rescale the coordinates zi; z̄i → zi=r; z̄i=r to introduce
appropriately dimensionful coordinates, 1=r will serve as
the infrared cutoff. In the diagrammatic expansion of Γ, the
first few terms will, however, be potentially ultraviolet
divergent. These will include terms in Γ1 and the expansion
of Γ2 to the quartic order in ðMaM−1;M†−1āM†Þ. Our aim
is to focus on these, evaluating them in a way fully
consistent with gauge invariance and all the isometries
of CP2. We will see that the first term Γ1 generates a WZW
action forH ¼ M†M, with a finite coefficient with potential
UV divergences canceling out. Such a term can have
significant implications for physics since its critical points
are instantons. There will also be other terms in Γ1 which

combine with terms from Γ2. The leading terms of Γ2 will
be quadratic and logarithmic UV divergences.
While it is straightforward to use the standard diagram-

matic expansion for Γ2, for the evaluation of Γ1 it is easier
to consider its variation in M;M†. We find

δΓ1 ¼
Z

Tr½δðM†−1∇̄M†ÞhĴiþ δð∇MM−1ÞhĴ†i); ð41Þ

hĴðxÞi ¼ −hDΦðxÞΦ†ðyÞiy→x ¼ −DxGðx; yÞ)y→x;

hĴ†ðxÞi ¼ −hΦðxÞðDΦÞ†ðyÞiy→x

¼ ð−∇̄yGðx; yÞ þ Gðx; yÞM†−1∇̄xM†Þ)y→x: ð42Þ

The limit y → x has to be taken with the properly
regularized version of the propagator Gðx; yÞ. The problem
is thus reduced to the evaluation of the expectation values
of the currents as shown in (42). The currents are functions
of M;M† and obey a very useful condition related to the
complex version of gauge transformations. The covariant
derivatives for ðhM;M†h−1Þ, where h is a complex matrix,
are given by

DjhM ¼ hDh−1; D̄jM†h−1 ¼ hD̄h−1: ð43Þ

As a result, we find

hĴðhM;M†h−1Þi ¼ hhĴðM;M†Þih−1: ð44Þ

This property will be very useful for the evaluation of Γ1.
A relation similar to (44) is what is used for the analogous
calculation in two dimensions. We will be using a regu-
larized version of this equation as discussed in Sec. III B.

A. The propagator for the scalar field

The free scalar field Φ has the mode expansion

Φ ¼
X

p;A

Cðp;pÞ
A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpþ 1Þ3

q
Dðp;pÞ

A;0 ðgÞ: ð45Þ

Here
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpþ 1Þ3

p
Dðp;pÞ

A;0 ðgÞ are the normalized eigenfunc-
tions of ηīiRīRi ¼ −gīi∇̄ī∇i. (Our approach here will be
somewhat similar to what was done for the case of CP1 ¼
S2 in [19].) Notice that, since j0i is invariant under Uð2Þ
transformations,

ηīiRīRiD
ðp;pÞ
A;0 ðgÞ ¼ hs;AĝηīiTīTij0i

¼ hs;AjĝðηīiTīTiþT2
1þT2

2þT2
3þT2

8Þj0i
¼ hs;AjĝTaTaj0i

¼ pðpþ 2ÞDðp;pÞ
A;0 ðgÞ; ð46Þ
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where we have used the fact that the quadratic Casimir
operator TaTa has the eigenvalue pðpþ 2Þ for the ðp; pÞ
representations. The propagator is thus given by

Gðg; g0Þ ¼
X

p;A

ðpþ 1Þ3

pðpþ 2Þ
Dðp;pÞ

A;0 ðgÞD!ðp;pÞ
A;0 ðg0Þ

¼
X

p¼1

ðpþ 1Þ3

pðpþ 2Þ
Dðp;pÞ

0;0 ðg0†gÞ

¼
X

p¼1

ðpþ 1Þ3

pðpþ 2Þ
h0jg0†gj0i; ð47Þ

where we have used the group property to combine the two
eigenfunctions to obtainDðp;pÞ

0;0 ðg0†gÞ. The summation starts
at p ¼ 1 because the eigenfunction for p ¼ 0 is a zero
mode for RīRi and must be excluded from the sum. The
propagator thus obeys the equation

ηīiRīRiGðg; g0Þ ¼
X

p¼1

ðpþ 1Þ3h0jg0†gj0i

¼ δðg; g0Þ − 1; ð48Þ

where δðg; g0Þ is theDirac delta function onCP2, normalized
with the volume element (33). Explicitly, δðg; g0Þ − 1 ¼
P∞

p¼1ðpþ 1Þ3Dðp;pÞ
0;0 ðg0†gÞ. Notice that a (left) translation

of g, g0 by the same SUð3Þ transformation h, i.e., g → hg,
g0 → hg0, leaves the propagator invariant. This is the expres-
sion of the translational invariance of Gðg; g0Þ.
With the parametrization of g as in (31), Dðp;pÞ

0;0 ðg0†gÞ is a
polynomial of degree p in ξ¼ðg0†gÞ33ðg0†gÞ!33¼ð1þsÞ−1,
where

s ¼ σ2z;y ¼
1

ðg0†ygzÞ33ðg
†
zg0yÞ33

− 1 ¼ ð1þ z̄ · zÞð1þ ȳ · yÞ
ð1þ z̄ · yÞð1þ ȳ · zÞ

− 1

¼ ðz̄− ȳÞ · ðz− yÞ þ z̄ · zȳ · y− z̄ · yȳ · z
ð1þ z̄ · yÞð1þ ȳ · zÞ

: ð49Þ

By construction this is invariant under translations on CP2

since it only involves ðg0†gÞ33 and its conjugate. Further it is
symmetric between the two points and vanishes when
g0 ¼ g and also reduces to z̄ · z when y ¼ 0, i.e., for g0 ¼ 1.
Therefore it is the appropriate generalization of z̄ · z to the
square of the distance between two points.
It is possible to write down an expression for Dðp;pÞ

0;0 ðgÞ,
but we do not display this expression here since it is still
difficult to evaluate the sum in (47) in a closed form, except
for certain special values of s. Instead, we will obtain the
propagator by solving the differential equation (48). This
can be done by writing the operator RiRī in terms of s. CP2

is a Kähler manifold with the Kähler potential

K ¼ logð1þ z̄ · zÞ; ð50Þ

so that the metric tensor can be written as gaā ¼ ∂a∂̄āK. The
metric so obtained is the Fubini-Study metric given in (32).
Explicitly, this metric tensor and its inverse are, respec-
tively,

gaā ¼
"

ηaā
ð1þ z̄ · zÞ

− ηam̄ηām
z̄m̄zm

ð1þ z̄ · zÞ2

#
;

gaā ¼ ð1þ z̄ · zÞðηaā þ zaz̄āÞ: ð51Þ

Because of the Kähler property, we also have
∂aðgaā det gÞ ¼ 0 ¼ ∂āðgāa det gÞ, so that the operator of
interest for us is given as

ηīiRī;zRi;zGðz;yÞ¼−
1

detg
∂āðgāadetg∂aGÞ

¼−gāa∂̄ā∂aG
¼−ð1þz · z̄Þð∂̄ ·∂þ z̄ · ∂̄z ·∂ÞGðsðz;yÞÞ
¼−½sð1þsÞ2G00þð2þsÞð1þsÞG0); ð52Þ

where, in the fourth line, we have expressed the operator as
it acts on a function of s ¼ σ2z;y as in (49), and the prime
denotes the derivative with respect to s. We now consider
points with nonzero separations σ2z;y, hence nonzero s, so
that the δ function in (48) has no support. Equation (48)
then becomes

sð1þ sÞ2W0 þ ð2þ sÞð1þ sÞW ¼ 1; W ¼ G0: ð53Þ

This is a first-order inhomogeneous differential equation
for W and can be solved using an integrating factor. A
further integration then leads to the following expression
for G:

G¼−
$
C1−

1

2

%
1

s
þC1 logs−

1

2
log

$
s

1þ s

%
þC0; ð54Þ

where C0 and C1 are arbitrary constants. For short
separations, s ≪ 1, the first term on the right dominates.
In this limit, we see from (52) that RīRi is well approxi-
mated by −∂̄ · ∂. To get the δ function upon the action of
this operator, we need

G ≈
1

2jz − yj2
: ð55Þ

[Recall that, for R4, −∇2 acting on 1=ð4π2ðx − x0Þ2Þ leads
to the δ function. Here we have −∂̄ · ∂ ¼ −∇2=4, so this
removes a factor of 4. Further, we need a factor π2=2, since
we are using the δ function which integrates to 1, with the
volume normalized to 1 rather than π2=2. This leads to the
result (55).] In this limit the separation s approaches that of
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flat space, namely, jz − yj2. We conclude from (55) that
C1 ¼ 0.
To determine C0, we notice that, since the constant mode

(or the zero mode) has been subtracted out in (48), the
propagator is orthogonal to the zero mode. Thus we have
the condition

Z
dμGðgÞ ¼ 0: ð56Þ

Carrying out the integration, we find C0 ¼ − 3
4. The

propagator for the massless scalar field on CP2 is thus
obtained as

Gðz; yÞ ¼ 1

2s
−
1

2
log

$
s

1þ s

%
−
3

4
; s ¼ σ2z;y: ð57Þ

More details on these calculations are given in Appendix A,
where the propagator for a massless scalar on CPk, for any
k, has been derived.
It is also useful to write this in terms of homogeneous

coordinates for CP2. Let Z ¼ ðZ1; Z2; Z3Þ and Y ¼
ðY1; Y2; Y3Þ be the homogeneous coordinates correspond-
ing to the points we labeled by zi and yi. Then

s ¼ σ2z;y ¼
Z̄ · ZȲ · Y
Z̄ · YȲ · Z

− 1≡ σ2ðZ; YÞ: ð58Þ

Notice that this is invariant under the scaling Z → λZ,
Y → λ0Y, λ; λ0 ∈ C − f0g, so that it is defined on the
projective space rather than C3. Scaling out Z3 and Y3,
in a particular coordinate patch with Z3; Y3 ≠ 0, we can
write

Z ¼ Z3ðz1; z2; 1Þ ¼ Z3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z̄ · z

p
ðg13; g23; g33Þ;

Y ¼ Y3ðy1; y2; 1Þ ¼ Y3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ȳ · y

p
ðg013; g023; g033Þ; ð59Þ

where zi ¼ Zi=Z3 and yi ¼ Yi=Y3. We then see that s in
(58) reduces to s in (49). Thus GðsÞ in (57) with s given in
homogeneous coordinates as in (58) and (59) gives a
globally valid expression for the propagator for the scalar
field.

B. Regularizations

With σ2z;y as defined in (58), we have a globally valid
expression for the propagator on CP2. We will now use this
to define an ultraviolet regularization via point splitting,
which is fully covariant, i.e., gauge covariant and consistent
with all the isometries ofCP2. Toward this, considermoving
from y to a nearby point with coordinates y0, which we
express in terms of the homogeneous coordinates as

Y → Y 0 ¼ Y þ α

$
WȲ · Y
Ȳ ·W

− Y
%
; ð60Þ

where α is a small complex number andW parametrizes the
shift of coordinates. Notice that the added term has the same
scaling behavior as Y. We then find

1þσ2ðZ;Y 0Þ¼ ð1þσ2ðZ;YÞÞð1þαᾱσ2ðY;WÞÞ
½1þαðZ̄·WȲ·Y

Ȳ·WZ̄·Y−1Þ)½1þ ᾱðW̄·ZȲ·Y
W̄·YȲ·Z−1Þ)

: ð61Þ

The strategy is to useGðσ2ðZ; Y 0ÞÞ as the regularized version
ofGðσ2ðZ; YÞÞ, wherewe take Y 0 to be different from Y by a
small amount proportional to jαj ∼

ffiffiffi
ϵ

p
. ϵ will serve as the

regularization parameter. Thus

GRegðZ; YÞ ¼ Gðσ2ðZ; Y 0ÞÞ; ð62Þ

where we will include an angular averaging over the
displacement due to point splitting.
We will be calculating the effective action in a derivative

expansion, so for most of the terms, it will turn out that we
can take one of the points z, y to be at the origin, by virtue
of translational invariance. A transformation which imple-
ments this will be given in Appendix B. But for now, if we
take y ¼ 0, i.e., Y ¼ ð0; 0; 1Þ, we find

1þ σ2ðZ; Y 0Þ ¼ ð1þ z̄ · zÞð1þ αᾱw̄ · wÞ
ð1þ αz̄ · wÞð1þ ᾱw̄ · zÞ

¼ Z̄ · Z ¯̃W · W̃

Z̄ · W̃ ¯̃W ·Z
; ð63Þ

where W̃ ¼ ðαW1; αW2;W3Þ ¼ W3ðαw1; αw2; 1Þ. Further
it is useful to make a change of variables from Z to Z0 such
that

Z0

Z0
3
¯̃W3

¼ Z
¯̃W · Z

: ð64Þ

Notice that this transformation is covariant under indepen-
dent scalings of Z, W̃, and Z0. Equation (64) is equivalent to

Z0 ¼ λZ; λ ¼ Z0
3
¯̃W3

¯̃W · Z
: ð65Þ

The key point is that, because of the homogeneity property,
the Fubini-Study metric is unchanged under the change of
variables in (64) or (65):

ds2ðZ0; Z̄0Þ ¼ ds2ðZ; Z̄Þ: ð66Þ

Correspondingly, the inverse metric, the volume measure,
etc., can be taken to be defined by Z0. Equation (63) can
then be written as

1þ σ2ðZ; Y 0Þ ¼ ð1þ z̄0 · z0Þð1þ ¯̃w · w̃Þ
≡ 1þ sð1þ ϵÞ þ ϵ; ð67Þ
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where s ¼ z̄0 · z0 and ¯̃w · w̃ ¼ ϵ. Thus, in terms of the
coordinates defined by Z0, the effect of regularization is
to replace GðsÞ by Gðsð1þ ϵÞ þ ϵÞ:

GRegðsÞ ¼
1

2ðsð1þ ϵÞ þ ϵÞ
−
1

2
log

$
sð1þ ϵÞ þ ϵ

1þ sð1þ ϵÞ þ ϵ

%
−
3

4
:

ð68Þ

(The proper dimensions for ϵ and s can be restored by the
scaling zi → zi=r and w̃i → w̃i=r.)
This procedure provides a regularization which is covar-

iant respecting the isometries of CP2, since s in (58) is an
invariant quantity. Equation (68) may be viewed as a
covariant point splitting and provides a uniform way to
carry out calculations.
We now turn to the issue of gauge invariance. So far we

have discussed the free propagator. In the presence of gauge
fields, the propagator is Gðx; yÞ ¼ ð−D̄ ·DÞ−1x;y. For most of
the calculations we do, this will be expanded in powers of
the gauge field as

Gðx; yÞ ¼ Gðx; yÞ þ
Z

y1
Gðx; y1ÞVy1Gðy1; yÞ

þ
Z

y1;y2
Gðx; y1ÞVy1Gðy1; y2ÞVy2Gðy2; yÞ þ ' ' ' ;

ð69Þ

where V ¼ Ā · ∂þ A · ∂̄þ ð∂̄ · AÞ þ Ā · A. In calculating
currents such as hĴðxÞi ¼ −DxGðx; yÞ)y→x in (42), we must
ensure that the point splitting is gauge covariant as well.
The point splitting amounts towritingGRegðx; yÞ ¼ Gðx; y0Þ.
Since GRegðx; yÞ must transform as GRegðx; yÞ →
UðxÞGRegðx; yÞU†ðyÞ under the gauge transformation
M → UM,M† → M†U†, we see that a gauge-invariant point
splitting is given by

GRegðx;yÞ¼Gðx;y0ÞPexp
$
−
Z

y0

y
ðM†−1∇̄M†−∇MM−1Þ

%

¼
"
GRegðx;yÞþ

Z

y1
Gðx;y1ÞVðy1ÞGRegðy1;yÞþ'''

#

×Pexp
$
−
Z

yþδy

y
ðM†−1∇̄M†−∇MM−1Þ

%
:

ð70Þ

HereGReg is as in (62) and y0 ¼ yþ δy, with δyaδȳā → ϵηaā

in taking the small ϵ limit in a symmetric way. Notice that,
because the path-ordered exponential involves the integral of
one-forms, we can use local coordinates y, y0 in (70).
In principle, we can now calculate Γ according to

(40)–(42), using the expression given above. But before
doing that, we discuss some issues regarding the infrared

side of calculations with (62). As mentioned earlier, on
CP2, we do not expect infrared divergences. Nevertheless,
there is a subtlety we need to address. Here we will consider
only the first few terms in the expansion of Γ, which are
potentially ultraviolet divergent, to understand the nature of
counterterms which might be needed. The key point is that
we cannot carry out an exact calculation of all of the one-
loop contributions. We can evaluate the first few terms in a
diagrammatic expansion (and the WZW term which is
rather special). So we need some control over the diagrams
with higher numbers of vertices. Thus we need to develop
an expansion scheme where the diagrams with more and
more vertices are parametrically smaller. To see how this
can be implemented, a comparison with flat space is useful.
Basically, we are saying that the diagrammatic expansion of
Γ will contain two types of terms. The first few diagrams,
which are potentially ultraviolet divergent, do not have
infrared divergences even in flat space. If we evaluate them
in flat space with an infrared cutoff, they will be insensitive
to this or at worst have a marginal (logarithmic) depend-
ence. The remaining terms in Γ, corresponding to higher
numbers of vertices, will be infrared divergent in flat space.
Such contributions, if we evaluate them with an infrared
cutoff λ, will be proportional to inverse powers of λ. We can
use an analogous procedure for CP2, evaluating the
corresponding diagrams with an infrared cutoff λ. Since
at short distances the propagator onCP2 approaches the flat
space version, these will carry inverse powers of λ as well.
The relevant parameter will then be λr2, where r is the CP2

radius, and for λr2 ≫ 1, these terms are parametrically
small. As we shall see in the next section the dominant term
for λr2 ≫ 1 is a WZW term, which is also UV finite. The
other dominant contributions are from the potentially
ultraviolet-divergent terms. The calculation of the effective
action along these lines is very much in the spirit of
Wilsonian renormalization.
The infrared cutoff can be included by using a simple

integral representation for the propagator. We write

GRegðx;yÞ¼
1

r2

Z
∞

λr2
dt
"
e−tσ

2
x;y0

=r2
$
1

2
þ 1

2t
ð1−e−tÞ

%
−3

4
e−t

#
:

ð71Þ

We have introduced r2 via the scaling of coordinates. The
infrared cutoff λ appears as the lower limit of the integration
over t. When λ is set to zero, we clearly reproduce (62).
This result, combined with (69), can be used for calculating
the effective action.

C. The WZW action

We now discuss the explicit calculations, starting with
the evaluation of Γ1. This requires, according to (41) and
(42), the current hĴðxÞi. Notice that according to (44) we
can evaluate this by choosing h ¼ M†, so that

KARABALI, MAJ, and NAIR PHYS. REV. D 106, 085012 (2022)

085012-10



hĴðM;M†Þi ¼ M†−1hĴðH; 1ÞiM†: ð72Þ

For hĴðH; 1Þi, the relevant propagator (obtained by
M → H;M† → 1) is

GRegðx;yÞ¼ hxj 1

ð−∇̄ ·DÞ
jy0iP exp

$Z
y0

y
∇HH−1

%
: ð73Þ

The current is then hĴðH; 1Þi ¼ −DxGRegðx; yÞwith y → x.
We can expand the expression (73) in powers of ∇HH−1.
This leads to the result

hĴaðH; 1Þi ¼ −
π
2
C∇aHH−1 þ ' ' ' ; ð74Þ

C ¼ 1

πr2

"
1 − log 2þ 3

2
e−λr

2 þ λr2

4

#

þ 1

πr2

"
ðE1ðλr2Þ − E1ð2λr2ÞÞ −

1

2
e−λr

2ð1 − e−λr
2Þ
#

þ 1

πr2

"
ð1 − e−λr

2Þ2

4λr2
þ λr2ðeλr2 − 1ÞE1ð2λr2Þ

#
: ð75Þ

Here E1 denotes the exponential integral

E1ðwÞ ¼
Z

∞

1

dt
t
e−wt ¼ e−w

Z
∞

0
dt

e−t

wþ t
: ð76Þ

(The details of this calculation are given in Appendix B.
There are additional terms which involve more powers of
gradients of H as indicated by the ellipsis. Some of these
terms will contribute to the log ϵ terms; see below.) Going
back to (41), we can now write the variation of Γ1 (with
respect to M†) as

δΓ1 ¼
Z

gāaTr
"
δðM†−1∇̄āM†ÞM†−1

$
−
π
2
C∇aHH−1

%
M†

#

þ'' '

¼−
π
2
C
Z

gāaTr½∇̄āðδM†M†−1Þ∇aHH−1)þ ' ' ' : ð77Þ

We can now identify the part of Γ1 corresponding to (77).
The four-dimensional WZW action is given by [17,18]

SwzwðHÞ ¼ 1

2π

Z
π2

2
dμgaāTrð∇aH∇̄āH−1Þ

−
i

24π

Z
ω ∧ TrðH−1dHÞ3

¼ π
4

Z
dμgaāTrð∇aH∇̄āH−1Þ

−
i

24π

Z
ω ∧ TrðH−1dHÞ3; ð78Þ

where ω is the Kähler two-form on CP2 given in local
coordinates as

ω ¼ igaādzadz̄ā ð79Þ

with gaā given by the Fubini-Study metric (32). The last
term in (78) is, as usual, over a five-manifold which has
CP2 as the boundary. [The extra factor of π2=2 in (78)
compared to the standard normalizations used for this
action is due to the fact that we normalized the volume
to 1. Also, we use a slightly different convention for the
normalization of ω, compared to [10].] It is easily verified
by direct computation that Swzw obeys the 4d version of the
Polyakov-Wiegmann identity [20], namely,

SwzwðNHÞ ¼ SwzwðNÞ þ SwzwðHÞ

− π
2

Z
gāaTr½ðN−1∇̄āNÞ∇aHH−1): ð80Þ

Introducing a left variation of M† by N ≈ 1þ δM†M†−1,
we find

δSwzwðHÞ¼−
π
2

Z
dμgaāTr½∇̄āðδM†M†−1Þ∇aHH−1): ð81Þ

Comparing with (77), we see that we can write

Γ1 ¼ CSwzwðHÞ þ ' ' ' : ð82Þ

The coefficient C is as given in (75) and is finite. It is useful
to simplify it for limiting values of λr2. For small λr2, we
can use the expansion E1ðwÞ ≈ −γ − logwþ ' ' ' to obtain

C ≈
1

πr2

"
5

2
−
5λr2

2

#
; λr2 ≪ 1: ð83Þ

This shows that, as λ → 0, we still get a finite result with no
infrared divergence, consistent with the expectations for a
compact space of finite volume. For λr2 ≫ 1, which is the
case of interest to us in view of the discussion at the end of
Sec. III B,

C ≈
1

πr2

"
1 − log 2þ λr2

4

#
; λr2 ≫ 1: ð84Þ

A number of remarks are in order at this point. First of
all, we have only evaluated hĴðM;M†Þi. The term in δΓ1,
Eq. (41), where we vary M can be obtained via Hermitian
conjugation of the term resulting from hĴðM;M†Þi. We can
then verify, via the identity (80), that theWZW term of Γ1 is
consistent with the variation of M as well.
A second point is the following. The result (82) was

obtained by choosing h ¼ M† and using (72) for the
current. We can then ask the question whether we obtain
the same result if we use the identity (44) with h ¼ M−1,
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thus setting M → 1, M† → H. In this case D → ∇, and the
relevant propagator is ð−D̄ ·∇Þ−1. In this case, it is not
possible to obtain the result (74) in any expansion of
ð−D̄ ·∇Þ−1 in powers of H−1∇̄H to any finite order.
A resummation of an infinite series of terms is necessary.
With the resummation, we do get the same result. The
situation is similar to what happens in two dimensions.
(A more detailed explanation is given in Appendix B.)
Finally, we note that the leading term of Swzw is negative

definite. Thus, in e−Γ, which is to be used for the
subsequent integration over the gauge fields, it has the
“wrong” sign, leading to divergent functional integrals.
What this means of course is that higher terms in gradient
ofH are not negligible in regimes where integration overH
starts diverging (which can happen when the gradients ofH
become large). Also, there is a similar WZW term which
arises in the calculation of the functional measure for the
gauge fields, which is analyzed in the follow-up paper [11].
It turns out that the coefficient of the combinedWZW terms
has the appropriate sign to ensure convergence, at least for
some number of chiral scalar fields of low-dimensional
representations.

D. The mass term

We now turn to terms in Γ2, Eq. (40). First, we notice that
similarly as for hĴðxÞi we can factorize outM† andM†−1 in
the trace and send M → H, M† → 1. This gives us

Γ2 ¼ Tr log ½1þð−ā ·DþHaH−1 · ∇̄þ āHaH−1ÞGðx;yÞ);
ð85Þ

where G ¼ 1=ð−∇̄ ·DÞ. The UV-divergent terms can then
be calculated by first expanding Γ2 and then further using
the expansion of G in terms of ∇HH−1. The first set of
terms will have one power of ā or HaH−1. Notice that the
coefficient of ā in (85) is ð−DGÞ which is the current we
have already discussed. We may therefore expect a finite
term of the form Tr½ā∇HH−1). Unlike the case for
SwzwðHÞ, this term is not invariant under M† → VM†, so
it is sensitive to the ambiguity of howM† is defined. Recall
that for the contribution to Γ1 the terms with higher powers
of ∇HH−1, or higher number of derivatives, do not
contribute to the leading term with the minimal number
of derivatives, i.e., SwzwðHÞ. However, for ā, the situation is
less clear, since we have a tensor χ†ij. The commutator of
derivatives on this gives a term with no derivatives, albeit
at the cost of a power of 1=r2 due to the curvature.
Presumably some combination of such terms will combine
with Tr½ā∇HH−1) to produce a result insensitive to the
ambiguity M† → VM†. So calculating finite terms is rather
involved requiring the careful accounting of powers of
1=r2. We do not carry this out here. Instead we will
focus on the potentially ultraviolet-divergent terms. [The

only finite term with significant physical implications is
SwzwðHÞ, which we have already discussed.]
The next set of terms will be of the quadratic order. It is

straightforward to work this out as

Γ ¼ 1

4ϵ

Z
dμgaāTrðāāHaaH−1Þ þOðlog ϵÞ: ð86Þ

The leading-order ultraviolet-divergent term is thus a mass
term for the fields a and ā.
It is useful to contrast this with the situation in flat space.

Consider a scalar field Φ (in flat space) coupled to Aμ. For
the sake of the argument, we will take the field Φ to be
massive to avoid any issues of infrared divergences. Then
the quantum corrections due to Φ can also, naively, lead to
a mass term for the gauge field, namely, a term of the formR
d4xA2, due to vacuum polarization effects. However,

usually we reject such a term by requiring that any term we
generate via quantum corrections should be gauge invariant
and preserve the isometries of the underlying space. In
flat space, the latter condition is equivalent to requiring
invariance under Poincaré symmetry, or the corresponding
Euclidean symmetry of 4d rotations and translations. The
mass term

R
d4xA2 does not pass this test and hence can be

avoided in any regulator (such as dimensional regulariza-
tion) which preserves the required invariances. Notice also
that since Φ has a mass, we can expand diagrams with
higher numbers of vertices in powers of the inverse mass
and the terms so generated will be local. As a result, a
nonlocal mass term of the form

Γmass ∼
Z

d4xTr
"
Fμν

$
1

−DαDα

%
Fμν

#
; ð87Þ

which we may think of as
R
d4xA2 completed by an infinite

series of nonlocal terms to obtain the required invariance, is
also not possible.
However, if we relax the invariance conditions, the

Ward-Takahashi identities for the gauge symmetry do
allow for mass terms. A classic well-known case is at
finite temperature. If we use the Matsubara formalism, the
relevant spacetime is R3 × S1, which has less isometries
than R4. In this case, we get gauge-invariant screening
masses for gauge fields, compatible with the Ward-
Takahashi identities. The situation with the present case
of CP2 is similar. The mass term on CP2 given in (86) is
gauge invariant and is fully consistent with the isometries
of the underlying space. Thus there is no a priori reason to
reject it. The divergence also implies that it is a short-
distance effect and not eliminated at large values of r. So
the correct way to handle this is to define a renormalized
theory where such a term has a coefficient renormalized to a
finite value.
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E. The log-divergent terms

Calculating further terms in the expansions of Γ1 and Γ2

we find the following logarithmically divergent terms:

Γlogϵ¼
logϵ
24

Z
Tr½ðgaāð∇̄āð∇aHH−1Þþ½āā;HaaH−1)ÞÞ2

−2gaāgbb̄ð∇̄āð∇bHH−1Þ½āb̄;HaaH−1)

þ∇̄āāb̄DaðHabH−1ÞÞ−2gaāgbb̄ðDaðHabH−1Þ½āā;āb̄)

−∇̄āāb̄½HaaH−1;HabH−1)Þ

þgaāgbb̄½HaaH−1;HabH−1)½āā;āb̄)): ð88Þ

The term which is independent of a and ā is from Γ1 due to
the terms in hĴi with higher powers of ∇HH−1 and
derivatives.
Even though (88) is a rather complicated looking

expression, it simplifies neatly when written in terms of
the field strength tensors. The calculation is straightforward
and Γlog ϵ reduces to the covariant form

Γlogϵ¼
logϵ
24

Z
Trgaāgbb̄½2FabFāb̄−Fab̄Fāb)

¼ logϵ
384

Z
TrgμλgνδFμνFλδþ

logϵ
16

Z
TrðgaāFaāÞ2; ð89Þ

where the field strength tensors are, as usual, defined as

Fab ¼ ½∇a þ Aa;∇b þ Ab);

Fā b̄ ¼ ½∇̄ā þ Āā; ∇̄b̄ þ Āb̄);

Fab̄ ¼ ½∇a þ Aa; ∇̄b̄ þ Āb̄): ð90Þ

The details of the calculations, of both (86) and (88), are
given in Appendix C. Notice that the first term in Γlog ϵ, in
the second line of (89), is proportional to the familiar action
for gauge fields. The second term is allowed for a complex
manifold such as CP2, since gaāFaā does not have to
vanish. The appearance of this term is linked to the chiral
nature of the action S1 for the scalar field in (35), with a
kinetic operator −D̄ ·D. One can verify that a nonchiral
kinetic energy term − 1

2 ðD · D̄þ D̄ ·DÞ does not produce
the last term in (89). Further, writing

−D̄ ·D ¼ −
1

2
½ðD · D̄þ D̄ ·DÞ − ðD · D̄ − D̄ ·DÞ)

¼ −
1

2
½ðD · D̄þ D̄ ·DÞ − gaāFaā); ð91Þ

we can trace the origin of the last term in (89) to the
1
2 g

āaFāa term in (91).

F. Summary of Sec. III

It will be useful to have a short summary of this rather
long section. We set up the expansion scheme for calculat-
ing the effective action Γ obtained by integrating out the
scalar fields Φ and Φ†. The propagator for the scalar field
and its regularized form were given in (57) and (71),
respectively. The result for Γ can be summarized as

Γ ¼
Z

Tr
"
1

4ϵ
gaāðāāHaaH−1Þ þ log ϵ

384
gμλgνδFμνFλδ

þ log ϵ
16

ðgaāFaāÞ2
#
þ CSwzwðHÞ þ finite terms; ð92Þ

where the coefficient C is given in (75). These are the
leading terms in the following sense. The first three terms
give the potential ultraviolet-divergent terms, correspond-
ing to a mass term and the wave function renormalization of
the gauge field. There is one finite term, which is rather
special, which we have singled out. This is the WZWaction
for H; it is the finite term with the minimal number of
derivatives on the H field. The terms which we have not
calculated are finite terms with higher numbers of deriv-
atives on H or involving powers of aa and āā.

IV. SUMMARY AND PHYSICAL IMPLICATIONS

As mentioned in the introduction, the manifold CP2 has
many features making it attractive for analyzing the
dynamics of gauge fields. With this in mind, we have
worked out the parametrization of the gauge potentials on
CP2, very much along the lines of a similar parametrization
used in two dimensions. This allowed for a simple
separation of the gauge-invariant degrees of freedom,
making it possible to perform calculations in a manifestly
gauge-invariant way. We have also obtained the form of the
(chiral) scalar field propagator on CP2 and worked out the
leading terms in the effective action obtained by integrating
out the scalar fields. The result is summarized in (92).
We now turn to the physical implications of the results

we have obtained. We start with considerations regarding
the mass term with the quadratically divergent coefficient in
(92). This term is manifestly consistent with gauge invari-
ance and, also, it preserves all the isometries of CP2.
Therefore, we have no reason to reject a possible mass
term. Further, the ultraviolet singularities in a field theory
are only sensitive to local geometry, so they are essentially
the same as in flat space. The appearance of this term with a
divergent coefficient therefore shows that it will survive to
the large r limit. (The fact that we have reduced isometries
even in the large r limit is important for this, unlike the
situation in R4 where a mass term can be ruled out on
grounds of invariance.) The existence of the mass term
implies that we have to include a counterterm
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Smass ¼ μ2
Z

gaāTrðāāHaaH−1Þ ð93Þ

in the action for the gauge fields. We can then use μ2 to
absorb the divergence and define a renormalized mass
μ2Ren ¼ μ2 þ ð1=4ϵÞ. The natural question is then: What
value should we assign to μ2Ren? Recall that the four-
dimensional non-Abelian gauge theory is not defined until
we pick a dimensionful parameter which sets the basic
scale for the theory. So one option is to regard μ2Ren as
providing this dimensional transmutation. In this case,
other renormalization effects will include this parameter
as an infrared cutoff for the transverse modes. Thus the
usual dimensional parameterΛQCD will be a function of this
parameter μ2Ren. Equivalently, we may take the dimensional
parameter to be the usual ΛQCD defined via the one-loop
renormalization of the coupling constant and regard μ2Ren as
determined by the theory in terms of ΛQCD. The full
effective action by construction includes quantum effects
in the sense that it determines the quantum dynamics via its
equations of motion. These are essentially the Schwinger-
Dyson equations of the theory. So we can think of μ2Ren as
determined via the Schwinger-Dyson equations, if we have
already chosen the dimensional parameter as ΛQCD.
The idea of a soft gluon mass4 goes back to the 1980s

[12], but it is only more recently that systematic attempts
have been made to develop this to the level of quantitative
predictions [13,14]. There has been considerable evidence
based on lattice simulations, where one sees clearly that the
gluon propagator in the Landau gauge saturates to a finite
nonzero value at low momenta [21]. These lattice results do
require an explanation. On the analytical side, there has
been a lot of effort in calculating the gluon self-energy via
Schwinger-Dyson equations and showing that it is nonzero
at zero momentum; for a review, see [14]. The propagator,
by construction, is gauge dependent, but the result for the
mass is gauge invariant since BRST Ward-Takahashi
identities are preserved. Our analysis, which is manifestly
gauge invariant, thus provides an understanding for the
possible genesis of a mass term as expected from the lattice
data and is in conformity with the analyses done using the
Schwinger-Dyson equations.
Regarding the log-divergent terms, there is not much to

say, except that it contributes to the field (or wave function)
renormalization and eventually gets folded into the running
of the coupling constant. Turning to the WZW action, we
first note that if μ2Ren ≠ 0, then the modes corresponding to
aa and āā are not relevant at low energies and the theory is
controlled primarily by SwzwðHÞ. This term comes with a
finite coefficient even if we take λ → 0, i.e., there are no
infrared divergences, the result being

Γwzw ¼ 5

2πr2
SwzwðHÞ: ð94Þ

The kinematic regime of interest to us is however for
λr2 ≫ 1 with the coefficient of SwzwðHÞ equal to C as in
(84); in this regime, terms in the effective action with
vertices of higher mass dimension are parametrically
subdominant, as explained at the end of Sec. III B. This
provides a consistent argument for the theory being
controlled by SwzwðHÞ. As we noted before, the coefficient
in (94) or (84) has the wrong sign, contributing a growing
exponential for the subsequent integration over the gauge
fields. But this is only for the contribution due to scalar
matter fields; as we will see in [11], there is a WZW term
which arises in the measure for the gauge fields as well; it is
of the right sign and convergence for the integration over
the gauge fields is obtained, at least for some number of
massless chiral scalar fields of low-dimensional represen-
tations. In this case, the low-energy dynamics will be
dominated by the critical points, i.e., solutions of the
equations of motion, of SwzwðHÞ. The critical points are
anti-self-dual instantons and related to holomorphic vector
bundles. Essentially, M and M† define the holomorphic
frames for the bundle. This action has a long history.
Originally, Donaldson considered this action in the context
of anti-self-dual instantons [17]. The same arises in
attempting to generalize the WZW theory to four dimen-
sions and relating it to the Kähler-Chern-Simons theory
[18], similar to the WZW-CS relation in two and three
dimensions [3]. As shown in [18] and elaborated in [22,23],
this action also leads to a holomorphically factorized
current algebra, very similar to the situation in two
dimensions. Such theories have also been found in
higher-dimensional quantum Hall systems [24] and are
also realized as the target space dynamics of (world-sheet)
N ¼ 2 heterotic superstrings [25].
As mentioned in the introduction, the correlation func-

tions for gauge fields seem to be dominated by instantons at
low energies. A number of numerical simulations starting
with the work of the MIT group have shown clear evidence
for this; see, for example, [15]. On flat R4, it is difficult to
isolate a part of the effective action as pertaining just to the
instantons, so it is difficult to see how instanton dominance
can emerge. By considering a complex manifold such as
CP2 and obtaining Swzw by integrating out fields, we obtain
some analytical evidence pointing to an instanton liquid
picture. Further discussion of these matters will be taken up
in the second part of this work.
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APPENDIX A: GAUGE FIELDS AND THE
SCALAR PROPAGATOR ON CPk

In this Appendix, we consider the generalization of our
parametrization of gauge fields to complex projective
spaces of arbitrary dimension, i.e., to CPk. We will also
discuss the propagator for a scalar field on such spaces.
While we do not carry out explicit calculations of effective
action or gauge-invariant measures (for arbitrary k), this
analysis does serve to illustrate that there is a uniform way
to treat all CPk.
Regarding the parametrization of the gauge fields, we

can proceed in a way similar to what we did for CP2 by
noting that CPk is the group coset space SUðkþ 1Þ=UðkÞ.
Thus functions, vectors, etc., on this space may be realized
in terms of the Wigner function DðsÞ

A;BðgÞ ¼ hs; Ajĝjs; Bi
which is the representative of an SUðkþ 1Þ element g in a
general irreducible representation. We designate the rep-
resentation by s, and A and B label the states within the
representation. For the defining fundamental representa-
tion, g is a ðkþ 1Þ × ðkþ 1Þ unitary matrix of unit
determinant. The generators of the group in this represen-
tation will be denoted by ftag, as we did for SUð3Þ.
The subalgebra UðkÞ is embedded in the standard way in
the algebra of SUðkþ 1Þ, as the upper left block in the
fundamental representation, while the Uð1Þ generator,
which is the analog of the hypercharge, is given by

Y ¼
ffiffiffiffiffiffiffiffiffiffiffi
2k

kþ 1

r
tk2þ2k ¼

1

kþ 1

"
1 0

0 −k

#
: ðA1Þ

The right translation operators are defined as in (2), with Ri
and Rī given by the coset generators.
A function on CPk must be invariant under

UðkÞ ∈ SUðkþ 1Þ, so it can be expanded as

FðgÞ ¼
X

s;A

CðsÞ
A hs; Ajĝjs; wi≡

X

s;A

CðsÞ
A DðsÞ

A;0ðgÞ; ðA2Þ

where CðsÞ
A are arbitrary coefficients characterizing the

function and the state js; wi≡ j0i is invariant under
UðkÞ. As in the case of SUð3Þ, we can think of the carrier
space of SUðkþ 1Þ representations in the tensor notation as

Ta1a2…ap
b1b2…bq

≡ ja1; a2;…ap; b1; b2;…; bqi; ðA3Þ

where each index can take values 1 to kþ 1. But unlike the
case of SUð3Þ, in general, we do not have symmetry under
permutation of the a’s or the b’s. To obtain aUðkÞ-invariant
state within such a representation, which is to be identified
as js; wi in (A2), we will need p ¼ q; the invariant state

would then correspond to the choice of ai ¼ kþ 1;
bi ¼ kþ 1; i.e.,

js; wi≡ j0i
¼ jkþ 1; kþ 1;…; kþ 1;

kþ 1; kþ 1; kþ 1;…; kþ 1i: ðA4Þ

This will also mean that the representations of interest for
functions on CPk are of the s ¼ ðp; pÞ type and are
symmetric in all a’s and symmetric in all b’s.
The components of the gauge potential must transform in

the sameway as Ri and Rī. These operators transform as the
fundamental and antifundamental representations of SUðkÞ
and have Y ¼ 1 and −1, respectively. Thus, the gauge
potentials can be expanded as in (A2), but with js; wi
having Y ¼ &1 and transforming as fundamental and
antifundamental of SUðkÞ. Since functions are UðkÞ
invariant, derivatives of functions will have these properties
and will qualify as components of the gauge potential. As
before, these will describe the gradient part (i.e., the pure
gauge part and the H part) of the vector potentials. There
are other choices for js; wi as well. For example, a state

js; ii ¼ jkþ 1; kþ 1;…; kþ 1; i; kþ 1; kþ 1;…; kþ 1i
ðA5Þ

with all a’s and b’s being set to kþ 1, except for b1, which
is identified as the index i taking values 1 to k, satisfies the
requirements, with Y ¼ 1. If b1 is symmetric with the other
b’s, then this will be obtained by acting on the state given in
(A4). This is the gradient part we have already mentioned.
But we can also have states where b1 is antisymmetric with
all the other b’s, which are themselves symmetric among
themselves. Such a state cannot be written in terms of the
action of Ri on a highest weight state of the form (A4). We
also have a corresponding state in the conjugate represen-
tation given by

js; īi ¼ ji; kþ 1;…; kþ 1; kþ 1; kþ 1; kþ 1;…; kþ 1i
ðA6Þ

This will have Y ¼ −1. If we are considering an Abelian
gauge potential on CPk, we can now write it as

Ai ¼ −Rif þ
X

s;A

asAhs; Ajĝjs; ii ¼ −Rif þ ai;

Āī ¼ −Rīf̄ þ
X

s;A

as!A hs; Ajĝjs; īi ¼ −Rīf̄ þ āī; ðA7Þ

where f is a complex function with a mode expansion

f ¼
X

s;A

λAhs; Ajĝjs; wi: ðA8Þ
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Since the product of a UðkÞ-invariant state like js; wi with
anotherUðkÞ-invariant statewill contain onlyUðkÞ-invariant
states when it is reduced to irreducible components, we see
that products of functions also qualify as functions. Thus, for
a non-Abelian theory we can generalize (A7) as

Ai ¼ −∇iMM−1 −MaiM−1;

Āī ¼ M†−1∇̄īM† þM†−1āīM†; ðA9Þ

where M is a complex matrix taking values in the com-
plexified gauge group and ai and āi are given by

ai ¼
X

s;A

asAhs; Ajĝjs; ii ðA10Þ

with āi ¼ a†i . [In (A9), we have also changed fromRi andRī
to the gradient operators, as in (13).]
Again, it is useful (and important) to count the number of

polarizations shown in the parametrization (A7) or (A10).
For a Uð1Þ gauge field on a complex k-dimensional space
such as CPk, we need k complex components or k
independent functions to begin with. In f and f̄, we have
one complex function. The remaining terms in (A7),
namely, ai and āī, give k complex (or 2k real) components.
But there is a constraint, just as in the case ofCP2, since the
state js; ii is a highest weight state. The action of a raising
operator on it, whereby the index i is changed to kþ 1,
vanishes because the index b1 was taken to be antisym-
metric under exchange with any of the other b’s. This
means that we have the condition ηiīR̄īai ¼ 0. Thus,
effectively, we have k − 1 independent (complex) functions
in ai, so that with the f and f̄, we have a total of k complex
functions as needed.
We now turn to the derivation of the propagator for a

scalar field on CPk. The mode expansion for such a field
was given in (A2) and (A4). The propagator can be written
in terms of a mode expansion as in (47), with the local
coordinates of CP2 given in (31). These local coordinates
are related to the homogeneous coordinates Z as in (59).
More generally, on CPk, the required representations
Dðp;pÞ

A;0 ðgÞ are polynomials in gaðkþ1Þ and the conjugate

g!aðkþ1Þ. This implies that Dðp;pÞ
0;0 ðgÞ is a function of s ¼

ηaāzaz̄ā [and, likewise, Dðp;pÞ
0;0 ðg0†gÞ is a function of s ¼

σ2ðz; yÞ as defined in (49)]. The action of the operator
ηīiRīRi ¼ −gīi∇̄ī∇i on the UðkÞ-invariant state is given by

ηīiRīRiD
ðp;pÞ
A;0 ðgÞ ¼ pðpþ kÞDðp;pÞ

A;0 ðgÞ; ðA11Þ

where pðpþ kÞ is the eigenvalue of the quadratic Casimir
operator for a ðp; pÞ representation of SUðkþ 1Þ. Hence,
as for CP2, the eigenfunction for p ¼ 0 is a zero mode and
it must be excluded from the mode expansion of the
propagator. Thus the propagator obeys the equation

ηīiRīRiGðg; g0Þ ¼ δðg; g0Þ − 1: ðA12Þ

Since CPk is a Kähler manifold, the metric tensor and its
inverse are given by Eq. (51). The normalized volume
element is

dμ ¼ k!
πk

d2kx
ð1þ z̄ · zÞkþ1

¼ k!
πk

ðdet gÞd2kx: ðA13Þ

The operator of interest acting on G gives us

ηīiRīRiG ¼ −gāa∂̄ā∂aG

¼ −ð1þ sÞ½sð1þ sÞG00 þ ðkþ sÞG0): ðA14Þ

Following the propagator calculation for CP2, if we
consider nonzero s, (A14) becomes

sð1þ sÞ2W0þðkþ sÞð1þ sÞW¼ 1; W¼G0: ðA15Þ

Using a suitable integrating factor and performing an
integration on W, we get the following equation for G:

G ¼ −
$
C1 −

1

k

%Xk−1

n¼1

1

n
Ck−1n

1

sn
þ C1 log s

−
1

k
log

$
s

1þ s

%
þ C0;

Ck−1n ¼ ðk − 1Þ!
n!ðk − n − 1Þ!

; ðA16Þ

where the first term is present only for k > 1.
We fix the constant C1 by looking at the short-distance

expansion of the propagator. As s≪1,G→−ðC1−1
kÞ

1
k−1

1
sk−1

[for k ¼ 1, ðC1 − 1=kÞ log s]. In this limit RīRi can be
approximated by the flat space operator −∂̄ · ∂ ¼ −∇2=4.
For R2k, the Green function for the operator −∇2 is
ðk − 2Þ!=ð4πkðx − x0Þ2ðk−1ÞÞ (for k ¼ 1, − logðx−x0Þ2

4π ).
Removing a factor of 4 (since we are considering
−∇2=4) and multiplying by a factor of πk

k! from the volume
normalization, we conclude that G should have the follow-
ing short-distance limit:

G ≈
1

kðk − 1Þsk−1
; k > 1;

G ≈ − log s; k ¼ 1: ðA17Þ

This implies that C1 ¼ 0.
To find C0 we notice that G is given by an expansion of

modes with the eigenfunction for p ¼ 0 removed. Hence it
must be orthogonal to the p ¼ 0 eigenfunction, which is a
constant. The propagator must then obey the equation
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0¼
Z

dμG

¼
Z

dμ
"
1

k

Xk−1

n¼1

1

n
Ck−1n

1

sn
−
1

k
log

$
s

1þ s

%#
þC0: ðA18Þ

Solving the integral on the left we identify the constant
C0 as

C0 ¼ −
1

k

Xk

n¼1

1

n
: ðA19Þ

Thus, the massless scalar propagator for CPk is

G ¼ 1

k

Xk−1

n¼1

1

n
Ck−1n

1

sn
−
1

k
log

$
s

sþ 1

%
−
1

k

Xk

n¼1

1

n
: ðA20Þ

In particular, for k ¼ 2,

G ¼ 1

2s
−
1

2
log

$
s

sþ 1

%
−
3

4
; ðA21Þ

which is the same as our result in (57) for CP2.

APPENDIX B: CALCULATING THE
EXPECTATION VALUE OF THE CURRENT hĴi

In this Appendix we go over some of the details of the
calculation of the result (74) for hĴi. The terms we need
come from the expansion of the propagator in (73) up to
terms with one power of ∇HH−1. The current is then
given as

hĴi ¼ −DxGRegðx; yÞjy→x

¼ Term 1þ Term 2þ Term 3þ ' ' ' ;

Term 1 ¼ −∇xaGðx; y0ÞP exp
$Z

y0

y
∇HH−1

%&&&&
y→x

;

Term 2 ¼ ð∇aHH−1ÞxGðx; x0Þ;

Term 3 ¼
Z

z
∇xaGðx; zÞgbb̄z ð∇bHH−1Þz∇̄zb̄Gðz; x0Þ: ðB1Þ

The primed homogenous coordinate is as in (52):

X0 ¼ X þ α

$
WX̄ · X
X̄ ·W

− X
%
: ðB2Þ

For each term we do an angular average over α andW with
the conditions that αᾱ ¼ ϵ and σ2ðx; wÞ ¼ 1.

For Term 1 in (B1), on averaging over α and w, we get

Term1¼−ð∇bHH−1Þx
Z

α
δðαᾱ−ϵÞ

×
Z

w
δðσ2ðx;wÞ−1Þ∇axGðx;y0Þ

&&&
y→x

ðx0−xÞb: ðB3Þ

We can then make a coordinate transformation w → w0

such that

wa ¼ xa þ ðe−1x Þab
w0b

1 − x̄ · w0 ; ðB4Þ

where e−1x are the (inverse) frame fields at x as given in (14).
This sets w0 · w̄0 ¼ σ2ðx; wÞ. In group theoretic terms we are
using the translational invariance of the integral to change
g†x0gx to g†w0 , effectively setting x → 0 and w → w0 in the
integral in (B3).
Using the following:

σ2ðx; x0Þ ¼ αw0 · ᾱw̄0;

∇xaσ2ðx; y0Þjy→x ¼ −ð1þ αw0 · ᾱw̄0ÞηaāðexÞāī ᾱw̄
0 ī;

ðx0 − xÞb ¼ ðe−1x Þbi
αw0i

1 − x̄ · αw0 ; ðB5Þ

Eq. (B3) becomes

Term 1 ¼ ð∇aHH−1Þx
ϵ
2r2

$
1þ ϵ

r2

%
G0
$
ϵ
r2

%
; ðB6Þ

where we have included the scaling ϵ → ϵ=r2 and
G0ðsÞ ¼ ∂G

∂s . The scalar propagator is given by

GðsÞ¼ 1

r2

Z
∞

λr2
dρ

"
e−ρs

$
1

2
þ 1

2ρ
ð1−e−ρÞ

%
−
3

4
e−ρ

#
ðB7Þ

so that Term 1 is

Term 1 ¼ ð∇aHH−1Þx
"
−

1

4ϵ
−

1

2r2

#
: ðB8Þ

Doing a similar coordinate transformation for w in Term
2 in (B1), the rescaled Term 2 becomes

Term 2 ¼ ð∇aHH−1ÞxG
$
ϵ
r2

%

¼ ð∇aHH−1Þx
"
1

2ϵ
−

1

2r2
log

$
ϵ
r2

%
−
λ
2
−

3

4r2
e−λr

2

−
1

2r2
ðE1ðλr2Þ þ γ þ logðλr2ÞÞ

#
: ðB9Þ

Finally, for Term 3 in (B1), we can do two coordinate
transformations: one, as above, w → w0 such that
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σ2ðx; wÞ ¼ w0 · w̄0, and another for z → z0 such that
σ2ðz; xÞ ¼ z0 · z̄0. These transformations effectively set
x → 0 in the integral. Furthermore, in Term 3, ∇bHH−1

is at point z, but since we are focusing on terms without
derivatives on ∇bHH−1, we evaluate it at x. The term then
becomes

Term 3 ¼ ð∇bHH−1Þx
Z

α
δðαᾱ − ϵÞ

Z

w0
δðjw0j2 − 1Þ

×
Z

dμðz0ÞG0ðjz0j2Þð1þ jz0j2ÞG0ðσ2ðz0; w0ÞÞ

× ð1þ σ2ðz0; w0ÞÞð−ηaāðexÞām̄z̄0m̄Þ

× ðe−1x Þbm
$

z0m

1 − x̄ · z0
−

αw0m

1 − x̄ · αw0

%

×
ð1þ jz0j2Þð1 − αw0 · x̄Þ
ð1þ αw0 · z̄0Þð1 − z0 · x̄Þ

; ðB10Þ

where

1þ σ2ðz0; w0Þ ¼ ð1þ z0 · z̄0Þð1þ αᾱw0 · w̄0Þ
ð1þ αz̄0 · w0Þð1þ ᾱw̄0 · z0Þ

¼ Z̄0 · Z0 ¯̃W0 · W̃0

Z̄0 · W̃0 ¯̃W0 · Z0
ðB11Þ

and W̃0 ¼ ðαW0
1; αW

0
2;W

0
3Þ ¼ W0

3ðαw0
1; αw

0
2; 1Þ. It is now

useful to make a final change of coordinates from variables
Z0 to Z̃ given by

Z̃

Z̃3
¯̃W0
3

¼ Z0

¯̃W0 · Z0
: ðB12Þ

Equation (B11) can then be written as

1þ σ2ðz0; w0Þ ¼ ð1þ ¯̃z · z̃Þð1þ αᾱw0 · w̄0Þ
¼ ð1þ ¯̃z · z̃Þð1þ ϵÞ ðB13Þ

upon angular averaging. Term 3 then simplifies to

Term 3 ¼ −ð∇bHH−1Þx
Z

dμðz̃Þ½G0ðjz̃j2Þð1þ ϵÞ

×G0ðjz̃j2ð1þ ϵÞ þ ϵÞ
× ð1þ jz̃j2Þ3ηaāðexÞām̄ðe−1x Þbm ¯̃zm̄z̃m)

¼ −ð∇aHH−1Þx
Z

∞

0
dss2G0ðsÞð1þ ϵÞ

×G0ðsð1þ ϵÞ þ ϵÞ; ðB14Þ

where, in the final line, s ¼ jz̃j2. After rescaling and
carrying out the integral this term becomes

Term 3 ¼ ð∇aHH−1Þx
"
−

1

4ϵ
þ 1

2r2
log

$
ϵ
r2

%
þ 3λ

8

þ 1

2r2
ðE1ð2λr2Þ þ γ þ logð2λr2ÞÞ

þ λ
2
ð1 − eλr

2ÞE1ð2λr2Þ þ
1

4r2
e−λr

2ð1 − e−λr
2Þ

−
1

8λr4
ð1 − e−λr

2Þ2
#
: ðB15Þ

Combining expressions (B8), (B9), and (B15), we get

hĴai ¼ −
π
2
C∇aHH−1 þ ' ' ' ðB16Þ

with C as given in (75).
In arriving at (B16), we used (72) with h ¼ M†,

effectively eliminating M† and replacing M by H. What
is the result if we eliminate M? In this case, the relevant
propagator is ð−D̄ · ∇Þ−1 and we do not obtain (74) in any
expansion of ð−D̄ ·∇Þ−1 in powers ofH−1∇̄H to any finite
order. A resummation is then needed but the final result is
the same. We mentioned this point in Sec. III C, but here we
go over the arguments in some more detail.
We start by regarding hĴi as a function ofM andM†. Then,

rather than using (44), consider just setting M† ¼ 1 in the
expression for the current. This leads to hĴðM; 1Þi ¼
−ðπ=2ÞC∇MM−1. This calculation is the same as in arriving
at (74) except that we just have M now, not H as in the
argument of the current. [We can view this as giving the
functional derivative of Γ1 at the point ðM; 1Þ in the space of
configurations ðM;M†Þ. One may then seek to integrate
functionally.] Naturally, the result hĴi ¼ −ðπ=2ÞC∇MM−1

is not gauge covariant (since we set M† ¼ 1), but we know
hĴi should be. Clearly, this has to be obtained by
M†-dependent correction terms. We may then ask: What
M†-dependent terms can we add to ∇MM−1 to make it
covariant? To eliminate the inhomogeneous term in∇MM−1

from the gauge transformationM → UM, we need a term of
the form −M†−1∇M†. This gives −∇MM−1 −M†−1∇M†

and leads to the result (74). Notice that we have the
holomorphic derivative of M† in this expression. Since
M† comes with the antiholomorphic derivative in D̄, various
terms must combine to produce M† from M†−1∇̄M† (and
then the holomorphic derivative) which will require an
infinite series. Effectively, the identity (44) is a way of
carrying out this resummation. Another way to see the
argument for the gauge-covariant expression for the current
is the following.We consider the derivative ∇̄āhĴai.With the
result hĴðM;1Þi¼−ðπ=2ÞC∇MM−1þ''', this becomes

∇̄āhĴaðM; 1Þi ¼ ðπ=2ÞC½∇̄āð−∇aMM−1Þ) þ ' ' ' : ðB17Þ

The term on the right-hand side is the first term in the field
strength for the potentials,
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F āa ¼ ∇̄āð−∇aMM−1Þ −∇aðM†−1∇̄āM†Þ

þ ½ðM†−1∇̄āM†Þ; ð−∇aMM−1Þ)

¼ D̄āð−∇aMM−1Þ −∇aðM†−1∇̄āM†Þ: ðB18Þ

Since this is the gauge-covariant version of ∇̄āð−∇aMM−1Þ
with the minimal number of derivatives, we see that the
gauge-covariant extension of (B17) is

D̄āhĴaðM;M†Þi¼π
2
C½D̄āð−∇aMM−1Þ−∇aðM†−1∇̄āM†Þ)

þ''': ðB19Þ

Notice further that we have the identity

∇bðM†−1∇̄āM†Þ − ∇̄āðM†−1∇bM†Þ

þ ½M†−1∇bM†;M†−1∇̄āM†) ¼ 0: ðB20Þ

Combining this with (B19) we get

D̄ā

"
hĴaðM;M†Þiþπ

2
Cð∇aMM−1þM†−1∇aM†Þ

#
þ'''¼0;

ðB21Þ

which has the solution

hĴaðM;M†Þi ¼ M†−1
"
−
π
2
C∇aHH−1

#
M†

þM†−1½V−1∇aV)M† þ ' ' ' ; ðB22Þ

whereV is a holomorphic matrix. This result leads us back to
(74). The second term on the right -hand side is an ambiguity
corresponding to the holomorphic ambiguity in defining M
andM† mentioned at the end of Sec. II C. It can be removed
by redefining M†; the WZW action is insensitive to this.
Effectively, in solving (B19) using (B20), we are carrying out
a resummation.
The situation is exactly analogous to what happens in

two dimensions. In calculating Tr log D̄ in two dimensions,
one uses the result
$
1

D̄

%

x;y
¼M†−1ðxÞ

"
1

πðx−yÞ

#

x;y
M†ðyÞ

≈
"

1

πðx−yÞ

#

x;y
½1þðy−xÞM†−1∂M†þ'''): ðB23Þ

If D̄−1 is expanded in powers of M†−1∂̄M†, clearly one
needs to resum an infinite series to get the holomorphic
derivative on the right-hand side.

APPENDIX C: CALCULATING THE
UV-DIVERGENT TERMS

In this Appendix we will go over some of the calcu-
lations leading to the UV-divergent terms in (86) and (88).
First, we will find the divergent terms in Γ1 by calculating

the expectation value of the current as in the appendix
above. As we have seen in Appendix B, Γ1 has at most log-
divergent terms. Such terms can be calculated in the large
r2 limit treating the space as effectively flat.5 Following
Eq. (42),

hĴðH; 1ÞiðxÞ ¼ ½−DxGðx; yÞ)y→x; ðC1Þ

where D has the connection −∇HH−1 and Gðx; yÞ ¼
ð−∇̄ ·DÞ−1x;y.
Expanding the propagator G in powers of ∇HH−1,

hĴðH;1ÞiðxÞ¼−Dx

$
Gðx;y0Þþ

Z

z
Gðx;zÞXzGðz;y0Þþ'''

%

×P exp
$Z

y0

y
∇HH−1

%&&&&
y→x

¼ hĴið1Þ þhĴið2Þ þ'''; ðC2Þ

where−∇̄·D¼−∇̄·∇−X, or explicitly,X¼−∇̄ð∇HH−1Þ−
∇HH−1 ·∇̄. The UV-divergent terms arise from the first
three terms of the expansion.
For log-divergent terms we are only interested in the flat

space part of the propagator Gðx; yÞ ¼ 1
2jx−yj2. Performing

similar coordinate transformations as in Appendix B we
introduce the regulator in the following way:

GRegðx; yÞ →
1

2ðjx − yj2 þ ϵÞ
: ðC3Þ

Using results from Appendix B and performing calcula-
tions for the log terms,

hĴaið1Þ ¼
$
1

4ϵ
−
logϵ
2r2

%
∇aHH−1;

hĴaið2Þ ¼−
$
1

4ϵ
−
logϵ
2r2

%
∇aHH−1

þ logϵ
12

ð−2∇a∇̄ð∇HH−1Þþ3∇aHH−1∇̄ð∇HH−1Þ

þ∇ ·∇̄ð∇aHH−1ÞÞ;

hĴaið3Þ ¼
logϵ
12

ð−∇aHH−1∇̄ð∇HH−1Þ

−2∇̄ð∇HH−1Þ∇aHH−1

þgbb̄½−∇bHH−1;∇̄b̄ð∇aHH−1Þ)Þ: ðC4Þ

5By dimensional analysis, terms that are at most log divergent
are of the form of monomials of fields and their derivatives of
scaling dimension 4, integrated over all space. So we can
calculate them in the flat space limit and then promote the metric
and volume element to the curved space ones to obtain the
covariant expressions.
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Gathering these terms together we find

hĴaiðH; 1Þ ¼ −
log ϵ
12

Da∇̄ð∇HH−1Þ: ðC5Þ

Looking back at δΓ1 in Eq. (41), and given that
hĴðM;M†Þi ¼ M†−1hĴðH; 1ÞiM†, we find that

δΓ1 ¼
Z

Tr½δðM†−1∇̄M†ÞhĴðM;M†Þiþ H:c:)

¼
Z

Tr½∇̄ðδM†M†−1ÞhĴðH; 1Þiþ H:c:)

¼ log ϵ
12

Z
Tr½δð∇̄ð∇HH−1ÞÞ∇̄ð∇HH−1Þ): ðC6Þ

This identifies Γ1 as

Γ1 ¼
log ϵ
24

Z
Trð∇̄ð∇HH−1ÞÞ2: ðC7Þ

To get the divergent terms in Γ2 the calculation scheme is
similar as for Γ1. For mass terms we use calculations as in
Appendix B; for log terms we simplify calculations by
treating the space as flat. Starting from Eq. (85),

Γ2 ¼ Tr log ½1þð−ā ·DþHaH−1 · ∇̄þ āHaH−1ÞxGðx;yÞ)
¼ Tr log ½1þY xGðx;yÞ)

¼
Z

x
TrY xGðx;y0ÞWðy0; yÞ

&&&
y→x

−
1

2

Z

x;z
TrY xGðx;zÞY zGðz;x0ÞWðx0;xÞ ' ' '

¼ Γð1Þ
2 þΓð2Þ

2 þ '' ' ; ðC8Þ

where Y ¼ −ā · ð∇ −∇HH−1Þ þHaH−1 · ∇̄þ āHaH−1

and Wðy0; yÞ ¼ P exp ð
R
y0
y ∇HH−1Þ.

As above, we expand the propagator G in terms of
∇HH−1 to find the following UV-divergent terms:

Γð1Þ
2 ¼

$
1

2ϵ
− logϵ

2r2

%Z
TrāHaH−1þ logϵ

Z
Tr

1

4
∇̄ð∇HH−1ÞāHaH−1;

Γð2Þ
2 ¼

$
−
1

4ϵ
þ logϵ

2r2

%Z
TrāHaH−1

þ logϵ
Z

Tr
"
−
1

6
∇̄ð∇HH−1Þ

$
āHaH−1þ1

2
HaH−1ā

%
þ1

4
ðāHaH−1Þ2

−
1

12
gaāgbb̄∇̄āāb̄ð∇aðHabH−1Þþ ½−∇aHH−1;HabH−1)Þ− 1

12
gaāgbb̄∇̄āð∇bHH−1Þ½āb̄;HaaH−1)

#
;

Γð3Þ
2 ¼ logϵ

Z
Tr
"
−
1

4
ðāHaH−1Þ2−1

4
ā ·HaH−1HaH−1 · ā−

1

12
gaāgbb̄∇̄āāb̄½−HaaH−1;HabH−1)

−
1

12
gaāgbb̄½āā; āb̄)ð∇aðHabH−1Þþ ½−∇aHH−1;HabH−1)Þ

#
;

Γð4Þ
2 ¼ logϵ

Z
Tr
"
1

24
ðāHaH−1Þ2þ 1

24
ðHaH−1āÞ2þ1

6
ā ·HaH−1HaH−1 · āþ 1

24
gaāgbb̄½āā; āb̄)½HaaH−1;HabH−1)

#
: ðC9Þ

Combining the four terms together we get

Γ2 ¼
1

4ϵ

Z
TrāHaH−1 þ log ϵ

24

Z
Tr½2∇̄ð∇HH−1Þ½ā; HaH−1) þ ½ā; HaH−1)2

− 2gaāgbb̄ð∇̄āð∇bHH−1Þ½āb̄; HaaH−1) þ ∇̄āāb̄DaðHabH−1ÞÞ

− 2gaāgbb̄ðDaðHabH−1Þ½āā; āb̄) − ∇̄āāb̄½HaaH−1; HabH−1)Þ þ gaāgbb̄½HaaH−1; HabH−1)½āā; āb̄)): ðC10Þ

Combining Γ1 and Γ2 from (C7) and (C10) above, the ultraviolet-divergent terms are

Γdiv ¼
1

4ϵ

Z
TrāHaH−1 þ log ϵ

24

Z
Tr½ð∇̄ · ð∇HH−1Þ þ ½ā; HaH−1)Þ2

− 2gaāgbb̄ð∇̄āð∇bHH−1Þ½āb̄; HaaH−1) þ ∇̄āāb̄DaðHabH−1ÞÞ

− 2gaāgbb̄ðDaðHabH−1Þ½āā; āb̄) − ∇̄āāb̄½HaaH−1; HabH−1)Þþgaāgbb̄½HaaH−1; HabH−1)½āā; āb̄)); ðC11Þ

which is the result in (86) and (88).
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