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Abstract We present results from a suite of models designed to simulate solar flare effects on the D and E
region of the ionosphere. This suite includes models of the solar spectrum, the ionosphere and of HF radiowave
propagation. A central component of this system is the development of photoelectron ionization enhancement
factors with higher energy resolution in the soft X-ray spectral region that can be used to supplement existing
ionization schemes currently implemented in upper atmospheric general circulation models. We tested

this photoelectron model in the NCAR Thermosphere-Ionosphere-Mesosphere- Electrodynamics General
Circulation Model (TIME-GCM) and in a photochemical model of the D region. In both cases, we compared
predicted flare response using two different input solar flare spectra. One is the Flare Irradiance Spectral Model
(FISM) and the other is a physics based model called NRLFLARE. Our predictions for the E region were
compared with incoherent scatter radar data and suggest that enhanced flux in the 1-2 nm spectral region, as
indicated by NRLFLARE, is important for reproducing the observations. For the D region, we combined our
theoretical results for the X1.3 flare of 7 September 2017 with ray tracing calculations that suggest 2040 db
of 6.4 MHz absorption. This agrees with previously published observations and model estimates, all of which
suggest greater HF absorption than the operational D region absorption prediction model (swpc.noaa.gov/
products/d-region-absorption-predictions-d-rap). Finally, our theoretical comparison with previously published
empirical models derived from very low frequency data was less clear due, in part, to large differences between
the different empirical models.

Plain Language Summary Solar flares are of great interest for their effects on planetary
ionospheres and radiowave propagation. Here we present a suite of models that can model flares and their
terrestrial effects. We model the solar spectrum, the resulting ionization, the ionospheric consequences and
the resulting effects on radiowave absorption. Our primary interest is in the ionospheric D and E regions
(50-120 km altitude) which are ionized by the soft X-ray region (energies greater than about 500 keV) of
the solar spectrum. Unfortunately, this wavelength region is not well characterized compared with the longer
ultraviolet wavelengths. Further, because soft X-rays are so energetic, they produce most of their ionization
not by primary photon ionization, but by secondary photoelectron impact. We compare two models of the
solar spectrum and develop a new parameterization of photoelectron impact ionization to address these
uncertainties. We then input these results into two different atmospheric models and compared to various
previously published observations at different altitudes. Our results illustrate the key wavelength regions in the
solar spectrum where more data is needed, specifically from 1 to 2 nm, and also highlight the need for new
approaches toward measuring the response of the lowermost ionosphere to solar flares.

1. Introduction

The effect of a solar flare on the D and E region of the ionosphere has long been of interest for both practical and
theoretical reasons. The practical reason for interest is the dramatic effect the flare induced changes in the iono-
sphere have on radiowave propagation at a wide range of frequencies. Flare effects have been studied using VLF
propagation (McRae & Thomson, 2004; Thomson et al., 2005)and MF (Li et al., 2019) and HF (Davies, 1990;
Eccles et al., 2005) frequencies as well as with incoherent scatter radars (Qian et al., 2019; Xiong et al., 2011)
and GPS signals (Amaechi et al., 2021). Other studies have focused on how the enhanced ionization feeds back
onto perturbations in ionospheric conductivity (Curto et al., 1994) and ionospheric currents (Grodji et al. (2022)).

SISKIND ET AL.

1 of 19


http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0003-1394-7730
https://orcid.org/0000-0002-0569-0093
https://orcid.org/0000-0003-4739-1152
https://orcid.org/0000-0002-2045-7740
https://orcid.org/0000-0001-7693-0966
https://orcid.org/0000-0002-1946-3166
https://doi.org/10.1029/2021SW003012
https://doi.org/10.1029/2021SW003012
http://crossmark.crossref.org/dialog/?doi=10.1029%2F2021SW003012&domain=pdf&date_stamp=2022-05-06

~1
AGU

ADVANCING EARTH
AND SPACE SCIENCE

Space Weather 10.1029/2021SW003012

Writing — original draft: David E.
Siskind

Writing — review & editing: David E.
Siskind, McArthur Jones, Jeffrey W.
Reep, Scott M. Bailey, Shun-Rong Zhang

The theoretical interest dates back to Nicolet and Aikin (1960) who noted that for the D region, during quiescent
solar conditions, the dominant ionization would be from the lyman alpha ionization of nitric oxide; however, that
“conditions due to solar flares must be explained by X-rays.” Subsequent satellite observations of both lyman
alpha and soft X-ray variability validated this hypothesis (Kreplin et al., 1962). There are several complications in
modeling the D region response to solar flares. The first which has long been recognized (Mitra & Rowe, 1972) is
that the photochemistry of the D region is extremely complex, comprising reactions with positive molecular ions,
positive cluster ions, positive proton hydrates, negative molecular ions and finally, free electrons (Pavlov, 2014;
Reid, 1977; Thomas & Bowman, 1985). The second modeling problem is that the shape of the solar spectrum in
the soft X-ray region (defined here as wavelengths less than 5 nm) is poorly characterized. Finally, the dominant
soft X-ray ionization mechanism is not from the primary photons, but from secondary photoelectrons (Woods
et al., 2003). Extant models of soft X-ray induced photoelectron ionization effects on the D and E region that
are used in physics based atmospheric models are typically highly parameterized and approximate (Fuller-Row-
ell, 1993; Sojka et al., 2013; Solomon & Qian, 2005). Solomon and Qian (2005) provide a discussion of the diffi-
culties of developing a physics based model of soft X-ray effects. Here we attempt to improve upon this situation
in two ways. First, we use two newer solar spectral models, one empirical and one physics based, to characterize
the soft X-ray spectrum. While these models do not necessarily always agree, taken together, they can constrain
the problem and provide useful insights to guide future studies of the solar spectrum. Second, we present detailed
photoelectron enhancement factors down to wavelengths below 0.1 nm that can supplement the existing Solomon
and Qian (2005) table. Since the atmospheric absorption cross section varies dramatically across soft X-ray wave-
lengths (Henke et al., 1993), our new model will allow greatly improved altitude resolution of the effects of soft
X-ray ionization deep into the lower ionosphere. We then apply these models to two physics based models of the
ionosphere and then also calculate HF absorption effects.

The general outline of the paper is as follows. In Section 2 we describe the six models that we use to characterize
the effects of solar flares on the Earth's ionosphere, starting with two models of the solar spectrum and ultimately
ending up in the Earth's D and E regions where radiowave propagation is impacted. These models are applied to
study five specific flares. In Section 3, we compare the ionospheric and radiowave calculations for these flares
with observations from previously published incoherent radar, ionosonde and VLF data. Section 4 presents our
conclusions and provides discussion of residual uncertainties.

2. Modeling Approach

Our approach is to combine six models of the solar flux, the atmosphere/ionosphere, and radio propagation to
quantify the ionospheric D and E region response to solar flares. Of these six models, two provide representations
of the solar spectrum, the well known Flare Irradiance Spectral Model (FISM, Chamberlin et al., 2020) and a
newer physics-based model of coronal loops, NRLFLARE (Reep et al., 2021). We then introduce a new model
of photoelectron production that that builds upon the Solomon and Qian (2005) parameterization and that uses
the solar spectra to calculate ionization rates. These ionization rates are used as input to two well known iono-
spheric models, the NCAR Thermosphere-Ionosphere-Mesosphere- Electrodynamics General Circulation Model
(NCAR TIME-GCM) (e.g., Jones et al., 2017; Roble & Ridley, 1994) which we use for E-region analysis and
the OASIS (Originally Austrian Study of the Ionosphere) D region model (Siskind et al., 2017, 2018; Torkar &
Friedrich, 1983). Finally, the calculated electron density profiles are input to the MOJO (Modified Jones) radio-
wave propagation code (Zawdie et al., 2017) Our new photoelectron model improves upon the existing solar flux
models used by those two models in that it better resolves the soft X-ray region. Further, we can test the effects
of using two models of the solar flux. This section describes the six models.

In describing these models, we will be presenting examples from the five flares that are summarized in Table 1.
These flares will also be the basis for our comparisons with various datasets in Section 3. These five flares range
in energy from M5 to X17, thus a factor of 34 in X-ray flux. Table 1 presents a variety of parameters related to
these flares that we will refer to and explain in subsequent discussions. These parameters are: the flare dates,
the peak minute of the flare, the sub solar longitude, two estimates of peak flux in the 0.1-0.15 nm spectral bin
that we will discuss and two measures of very low frequency (VLF) propagation that we will also discuss later.
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Table 1

Summary of Flares for Model/Data Comparisons

Date Class dB Peak minute  Sub solar long.  Peak flux' Peak flux?>  H’ (Thomson) H’ (Singh)
7/23/16 M5 17.0 314 101E 2.94 % 10*  6.79 x 10* 62.7 km 68.6 km
9/07/17 X1.3 213 875 39W 1.33x10°  2.20x 103 60.2 km 67.5 km
8/09/11 X69 283 484 59E 3.50x 105 1.42 % 10° 56.2 km 63.7 km
9/10/17 X83 292 966 61W 847 %105  1.26 x 10° 55.7 km 63.1 km
9/07/05 X17 323 1069 8TW 791 x10°  1.90 x 10° 54.2 km 60.3 km

!photons cm—2s—1 for 0.1-0.15 nm from FISM. 2same from NRLFLARE.

2.1. Solar Flux

The standard solar flare model used in upper atmospheric studies, which we use here, is FISM. The original
version of FISM (Chamberlin et al., 2008) was based upon data from the GOES, TIMED and UARS/SOLSTICE
satellites. Recent publications using FISM include Qian et al. (2019) and Pettit et al. (2018). Most recently FISM
V2.0 has been released (Chamberlin et al., 2020). Compared with the previous version, FISM2, takes advantage
of new datasets such as the EUV Variability Experiment (EVE) on the Solar Dynamics Observatory (SDO) and a
newer version of SOLSTICE from the SORCE satellite. In addition, FISM2 offers higher spectral resolution (0.1
vs. 1.0 nm for the older version). As with the older FISM V1.0 model, FISM2 provides both a daily background
spectrum as well as a flare spectral estimate every minute; we use this cadence as input into the atmospheric
models discuss below.

We also make use of the newly introduced NRLFLARE model (Reep et al., 2020, 2022), a physically derived
model of the solar flare irradiance that combines a series of hydrodynamic simulations of flaring coronal loops
to synthesize the emission as a function of time. NRLFLARE is driven by a series of hydrodynamic loop simu-
lations that reproduce the observed GOES/XRS time series. The ratio of the two XRS channels approximates the
temperature of the plasma, and so informs the heating rates of the simulations, while the magnitude of the emis-
sion approximates the total volume of the loop (see Warren, 2005 or Reep et al., 2020 for details). Each loop is a
cylinder with a fixed length and variable cross section. There are a few major advantages to such a model: (a) we
can test the physics of solar flares and magnetic reconnection, (b) we can produce spectra at any desired cadence
or spectral resolution, (c) we can extrapolate to extreme events with physics rather than empirical estimates. The
flip side of this is that a physical model requires all of the correct physical processes to be accounted for and
treated accurately, and there are still many facets of flares that are not properly treated in detail. For example,
Reep et al. (2022) shows that the cross-section of the flaring loops cannot be assumed to be uniform, as is gener-
ally done in the literature. In the spectra in this paper, we have applied a correction to the loop cross section that
accounts for its variation with temperature as a result. Reep et al. (2022) showed that this correction yielded good
agreement between NRLFLARE and EVE light curves.

Figure 1 shows a comparison of spectra from FISM2 to NRLFLARE (binned to 0.1 nm resolution) for the peak
minute of three of the flares summarized in Table 1. These three flares will be the focus of more detailed compar-
isons with ionospheric data. The spectral region we use for comparison corresponds to those wavelengths which
are absorbed in the ionosphere below 120 km. Furthermore, these wavelengths are where NRLFLARE's approach
is most valid, since the model is only constrained by X-rays observed by GOES, forming at similarly high temper-
atures. To synthesize the spectral emission, we use the CHIANTI atomic database, v.10 (Delzanna et al., 2021;
Dere et al., 1997), which can be used to calculate emissivities or spectra relevant to optically thin plasmas-a good
approximation in the soft X-rays. The photon flux is presented on both a linear wavelength scale (left column)
and a logarithmic wavelength scale (right column). This is to allow the reader to focus on different parts of the
spectrum. There is a general but not universal tendency for NRLFLARE to predict greater emission than FISM.
This is most evident for the two strongest flares (top two rows of Figure 1). What is interesting is that while
NRLFLARE and FISM typically agree in the spectral shape, there are some regions where they disagree, most
notably in the 1-2 nm region. The continuum in this wavelength region is dominated by thermal bremsstrahlung
(free-free emission), and there are many lines from highly ionized iron, calcium, nickel, and oxygen, with log
T > 6.9. Most notably, in the top two rows of Figure 1, we see that from 1.2 to 1.8 nm, FISM shows a dip and
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Figure 1. Comparison of NRLFLARE (solid) and FISM 2.0 (dashed) spectra for near the peak minute of the three flares
indicated. The left and right columns are identical except for how the wavelength scale is plotted. Note. The order of
magnitude difference in the flux between NRLFLARE and FISM in the 1-2 nm region for the X8.3 and X17 flares.

NRLFLARE shows an enhancement such that the total photon flux in this region is about an order of magnitude
greater in NRLFLARE relative to FISM. Although spectral data for this wavelength region is limited, and only
sparsely covered with modern instrumentation, there is an older spectrum by Neupert et al. (1967, see their Figure
2), taken from the Orbiting Solar Observatory (OSO) that shows numerous bright iron lines in the 1-1.8 nm
region during a flare and overall looks more similar to NRLFLARE than to FISM. Siskind et al. (1995) have
documented the importance of this wavelength region for calculations of lower thermospheric nitric oxide. In
Section 3.1 below, we will show the consequences of this wavelength region for the calculated E region electron
density response to flares. For the Sept 7, 2017 X1.3 flare the dip in FISM is not seen and the agreement with
NRLFLARE here is generally good. On the other hand, in the 0.6-1.0 nm region for this flare, FISM predicts
greater photon flux than NRLFLARE. Finally, for all three flares at the very shortest wavelengths (<0.4 nm),
NRLFLARE consistently predicts greater flux than FISM. As we will show below, we will be able to directly
relate these differences in predicted photon flux to differences in calculated radio wave absorption.

Figure 2 shows the evolution of the X17 2005 flare as predicted by FISM and NRLFLARE for some specific wave-
length bins. The bins will be further described in the section below. For now, the left hand column (shorter wave-
lengths) presents D region ionization and the right hand column presents wavelength bins relevant for the E region.
Figure 2 highlights another difference between FISM and NRLFLARE, namely in the time evolution of the flare.
In general, the two models agree better during the rising portion of the flare, but NRLFLARE decays much more
slowly. Note the dramatic difference in the 1.4-1.8 nm bin where NRLFLARE is a factor of 5 greater than FISM
at the peak of the flare according to FISM, but then is over an order of magnitude greater in the minutes afterward.
Reep et al. (2022) examined the decay of 12 spectral lines measured with SDO/EVE and found good agreement with
the time evolution in the model and observations, even though the intensity is often too high in the model.

2.2. Photoelectron Ionization

The importance of an accurate model of photoelectrons stems from the fact that, at soft X-ray wavelengths, most
of the ionization is not from the primary photon, but from secondary ionization due to photoelectrons (Siskind
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Figure 2. Time history of the modeled solar soft X-ray irradiance in 4 wavelength bins for the Sept 7, 2005 X17 flare.
NRLFLARE output is solid, FISM is dashed. The dotted vertical line is a fiducial to mark the minute (1061) of the flare peak
in FISM which was shown in Figure 1.
et al., 1990). Our approach to modeling photoelectron ionization follows the parameterization presented by Solo-
mon and Qian (2005, hereinafter SQO05). They divided the solar spectrum into a number of bands characterized by
an average cross section and an average photoelectron enhancement factor. They discuss the limitation that their
spectral resolution at the shortest wavelengths is likely too coarse to adequately resolve the ionization at these
wavelengths. For example, their shortest wavelength bin, from 0.05 to 0.4 nm, covers a factor of eight in energy.
Since the N, cross section varies by about a factor of a 100 over this spectral band, such coarseness introduces
important uncertainties as to where the photons are absorbed and how much
and where the ionization is produced. Here we present a modification of the
Table 2 SQO5 parameterization to address this limitation.

Cross Sections and Photoelectron Factors for N,

bin no. A short, nm A long, nm 0, CM? p./p; total
First SQO05 band (0.05-0.4 nm)
1 0.05 0.1 3.38 x 107 554.2
2 0.1 0.15 1.49 x 10-2 312.1
3 0.15 0.2 4.55 x 10= 219.0
4 0.2 0.25 1.03 x 1072 168.3
5 0.25 0.3 2.04 x 1072 136.9
6 0.30 0.4 3.91 x 1072 108.7
Second SQO5 band (0.4-0.8 nm)
7 0.4 0.5 8.59 x 102! 83.2
8 0.5 0.6 1.56 x 1020 67.4
9 0.6 0.8 3.15x 10720 53.2
Third SQO5 band (0.8-1.8 nm)
10 0.8 1.0 6.43 x 10720 40.7
11 1.0 1.4 1.41 x 107" 30.8
12 1.4 1.8 3.02x 107" DOAS

As SQO5 discuss, the coarseness of their model was driven by the general
lack of information about the solar flux variation at soft X-ray wavelengths.
Since SQOS, this lack of information has been partially ameliorated. First, as
noted above, the revised FISM2 model now presents solar spectra at 0.1 nm
resolution. Second, our physics based solar flare model, NRLFFLARE, can
also be run at 0.1 nm, or even finer, spectral resolution. Thus we break out
the three shortest wavelength SQO05 wavelength bands into a total of 12 finer
sub-bands. Since the old SQ05 model has 37 bands (including the FUV) as
configured in the NCAR general circulation models, we call our model the
46 bin model (12 new bands replacing the 3 shortwave SQO5 bands, thus 9
more). The cross sections and secondary photoelectron ionization for N, are
given in Table 2 and serve as the basis for subsequent discussion.

To understand Table 2, Figure 3 presents an example of the calculated direct
photoionization and photoelectron ionization for N, for the peak of the X8.3
flare of 10 September 2017. The solar flux uses FISM (middle panels of
Figure 1) and the photoelectron ionization is based upon the two stream
photoelectron code of Solomon et al. (2001) and Bailey et al. (2002) that has
been implemented at Virginia Tech in the IDL computer language to serve
both research and education purposes. Figure 3 shows examples of these rates
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Figure 3. Sample N, photoionization (dashed) and photoelectron ionization (solid) rates for four wavelength bins using the
FISM spectrum for the peak of the 10 September 2017 flare (middle panels of Figure 1). The photoionization for Bin 2 is
multiplied by 10 to get it to appear on the same scale as the rest of the curves. Overhead sun is assumed.

for four of the bins listed in Table 2. It can be seen that as one moves to longer wavelengths, the ratio of the photo-
electron to photoionization rates becomes smaller, reflecting the lower energy of the incident photon. Also, both
the photoionization and photoelectron rates move up in altitude. This reflects the increasing N, absorption cross
section seen in Table 2 (taken from Henke et al., 1993). The peak absorption occurs roughly at an optical depth
of 1. This fact was used to guide the division into the 12 new sub-bands. Since the photon wavelength translates
into the altitude of absorption in the atmosphere, the intent was to provide reasonable altitude resolution in the D
and lower E regions, subjectively defined as about 4—-6 km (also computational convenience was a consideration,
i.e., wavelength boundaries on easily referenced numerical values).

Figure 4 illustrates this by plotting the optical depths for the 12 new bands as a function of altitude. Shown for
reference is a vertical line marking a unity optical depth. By comparing where the various bins cross the unity
optical depth fiducial, we can see good agreement with the location of the peak ionization rates for the 4 bins
illustrated in Figure 3. Figure 4 also illustrates how the maximum absorption in each bin is separated by roughly
4-6 km. The exceptions are the two shortest wavelength bins which encompass a larger photon energy range (and
hence greater change in the N, absorption cross section). Following the same approach as SQOS, the ratio of the
photoelectron to photoionization (p /p;) given for each bin in Table 2 is taken at the altitude of unity optical depth.
Tables 3 and 4 give similar information for O, and O, respectively. Note, there is other information provided in
the original SQOS tables; for example, branching ratios and excited state yields. In those cases, those values are
constant across all the soft X-ray bins of SQO05. For example, the dissociative ionization yield of N, is 0.96 for the
0.05-0.4 nm bin and the 0.8—1.8 nm bin. Thus going to higher spectral resolution as we have done here does not
add new information. Therefore we simply adopted the SQO05 numbers for our 12 bin extension.

Finally, Figure 5 compares the resulting total N, ionization rate profiles for our 46 bin model with the SQO05 37
bin model. As with Figure 3, the solar flux comes from FISM for the peak of the Sept 10, 2017 flare; the assumed
N, profile comes from NRLMSIS2.0 (Emmert et al., 2021). The upper left panel shows the total (assuming
overhead sun). It can be seen that the 46 bin model extends the ionization to much lower altitudes than the SQ05
model. This is due to the explicit resolution of very short wavelengths where the N, absorption cross section is
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presented in Table 1. Overhead sun is assumed. The altitude where each of the curves intersect the vertical dashed line serves
as a marker for the altitude of maximum ionization for each bin.
less than 2 x 107! cm?s~!. By contrast, the mean cross section given for the first SQO05 bin is 2.5 X 1072! cm?
which corresponds to peak absorption much higher up in the mesosphere, nearer 80 km. Thus our new model is
better suited for modeling ionization in the lowermost mesosphere that could be detected, for example, by VLF
propagation. It is also worth comparing these ionization rates with those presented by Siskind et al. (2015) for a
near overhead sun conditions for much lower (sub C class) X-ray fluxes for 20 September 2004. The model used
by Siskind et al. (2015) could not properly account for soft X-rays. Rather, they show that the ionization rate at
60 km for the tropics is mainly due to galactic cosmic rates at 60 km, with a
value about 0.01 cm~3 s~!, or about a factor of 10* lower than calculated here
Table 3 with the 46 bin model for the X9 flare.
Cross Sections and Photoelectron Factors for O, The other three panels break out each of our new sub-bins and compare the
bin no. A short, nm A long, nm 0, CM* pJp;total  calculated ionization, both for the new sub-bins and then for the total, with
First SQO5 band (0.05-0.4 nm) the original coarser SQO5 bin. The progression for the ionization to maxi-
| 0.05 0.1 621 x 10-3 332.9 mize at lower altitudes as the wavelength gets shorter is clearly seen. Thus
the 0.8—1.8 nm bin peaks around 105-110 km, the 0.4—0.8 nm peaks between
2 0.1 0.15 2.73 x 10722 186.2
90 and 100 km and the 0.05-0.4 nm has a broad peak centered at 80 km,
3 0.15 0.2 8.32x 1072 130.6 : . : ceq ;
but extending down to below 50 km. As noted above, in all cases, but most
4 0.2 0.25 1.87 x 107! 101.1 notably for the 0.05-0.4 nm bin, our ionization extends to lower altitudes
5 0.25 0.3 3.66 x 102! 82.6 than SQOS5. One can also notice a tendency for our total ionization over the
6 0.30 0.4 6.94 x 10-2! 66.1 sub-bins (the red curves) to be somewhat less than what is obtained with the
Second SQOS band (0.4-0.8 nm) or.lgmal. SQO05 pa.ra.meterlzatlon, even after accountllng for .the redistribution
with altitude. This is a small effect (<10%) at E region altitudes, but for the
7 0.4 0.5 1.50 x 1072 514 . . . . L
shortest wavelength bin, is quite noticeable. We attribute this difference to
—20
8 0.5 0.6 2.66 x 10 42.3 lower values for the photoelectron ionization enhancement that we calcu-
9 0.6 0.8 5.25x 107 34.0 late as compared with the mean values given by SQO05. Thus, for the 0.05—
Third SQO05 band (0.8—1.8 nm) 0.4 nm bin, SQO5 give a value of 343 for p /p, whereas most of our numbers
10 0.8 1.0 1.05 % 10-1° 26.4 are significantly less, on average closer to 200. The only values above 300
1 10 14 225 % 10-19 202 that would be comparable to the SQO5 value are for the two sub-bins for
wavelengths less than 0.15 nm which penetrate to the 50-60 km range. At
12 1.4 1.8 471 x 1071 15.0
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Table 4 these wavelengths the absolute photon flux from the sun is relatively small,
Cross Sections and Photoelectron Factors for O even during a flare.
bin no.  short, nm 2 long, nm 6, CM? pJp; total
First SQOS band (0.05-0.4 nm) 2.3. TIME-GCM
1 0.05 0.1 3.1x 1073 - The first atmospheric model that we use to study the ionospheric flare
2 0.1 0.15 1.4 x 10-22 2127 response is the NCAR TIME-GCM. The TIME-GCM is one of several NCAR
3 0.15 0.2 40 % 10-2 1493 global general circulation models of the middle and upper atmosphere. It
4 02 025 9.3 x 10-2 115.6 self-consistently (Boble & .Ridley, 19?4) sol.ves. the momentum, ConFinuity
5 025 03 L 0 045 a.nd electrodynamics equa.tl.ons from first prm(nPles for the global circula-
tion, temperature, composition and electrodynamics of the mesosphere, ther-
6 0.30 0.4 3.5x 107 75.6 mosphere, and ionosphere. The grid uses spherical coordinates in longitude
Second SQO5 band (0.4-0.8 nm) and latitude and log pressure in the vertical, assuming hydrostatic balance.
7 04 0.5 7.5 % 102 58.8 The resolution of the model is 2.5° X 2.5° (long x lat) and 4 grids points per
3 05 06 1.3 % 10-20 483 vertical scale height, extending from 12 to 4.6 X 10~!° hPa (or about 30 to
9 o 0 2.6 x 10-20 250 450-600 km, depending uPon solar acti\{ity). The TIE-GCM (Thermosphere
Ionosphere Electrodynamics General Circulation Model) that was used by
Ttied] 008 et (G-l ) Qian et al. (2019) can be considered as a subset of the TIME-GCM. Both the
10 0.8 1.0 52x107 30.2 TIME-GCM and TIE-GCM use a similar EUV/soft X-ray radiative scheme
11 1.0 1.4 1.1x 107" 232 that relies on the SQ05 parameterization. As noted above, we substituted 12
12 1.4 1.8 2.4 % 10-19 17.3 new wavelength bins for the 3 shortest wavelength SQO5 bins.
I\2:SQO05 vs 46 bins 0.4-0.8 nm
1207 ‘ ‘ ‘ ) 1
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Figure 5. Calculated N, ionization rate profiles to compare the sub-bins in Table 1 (46 bin model) with only using the lower
resolution wavelength bin of Solomon and Qian (2005) (37 bin model). The upper left hand panel gives the total integrated
ionization using the solar spectrum shown in the middle row of Figure 1 (i.e., Sept 10, 2017 for min = 966) for overhead sun
conditions. The other three panels break out each of the three shortest wavelength bins of SQO05 and compare with our 12 new
sub-bins. In each of these panels, the solid curves are for the individual sub bins within the indicated wavelength range, thus
3 each for the 0.8—-1.8 nm and 0.4-0.8 nm bins and 6 for the 0.05-0.4 bin. The thick red curve is the sum over these sub bins.
The dashed curve is what is predicted from the original low resolution SQ05 model.
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Figure 6. Comparison of calculated electron densities from the TIME-GCM (solid) and the OASIS D region model (dashed)
for two times on 7 September 2017. The left panel is prior to the X1.3 flare and right panel is at the peak of the flare. The
OASIS model only extends up to 110 km thus the dashed line stops there. Both models use a solar spectrum from FISM (see
text).

We have performed two sets of TIME-GCM simulations for the September 2005 and 2017 flare events. For
both these simulations, we initialized the model on August 29th to allow for a “spin up” of the model dynamics,
electrodynamics, constituents and temperatures. The model was then run out for the three dates for which spectra
were presented in Figure 1 with output saved every minute. Two sets of runs were performed for both 2005 and
2017, one which used a pure FISM spectrum at all wavelengths and the second uses a hybrid solar model where
we use FISM for EUV wavelengths and NRLFLARE for soft X-ray wavelengths. The rationale for this approach
is that at soft X-ray wavelengths, there is less information on the shape of the solar spectrum to constrain the
FISM empirical model. At the same time, we expect NRLFLARE to be most accurate for the hot (>10°°K) emis-
sion lines that characterize the soft X-rays. The interface between the EUV (FISM) and soft X-rays (NRLFLARE)
is generally taken to be 2 nm. However, we also explore a scenario where we use NRLFLARE out to 7 nm as per
the spectra shown in Figure 1. Note that for the daily averaged background, such as for pre-flare conditions, we
only use FISM. As we discuss below, a comparison of the calculated ionosphere using these two solar models
with observations highlight which specific wavelengths in the solar spectrum need to be better understood for
modeling the effects of flares on the atmosphere.

2.4. OASIS

The other atmospheric model we use is the OASIS (the Originally Austrian model of the IonoSphere) model.
OASIS was first described by Torkar and Friedrich (1983) and Gumbel et al. (2003) and recently used by Siskind
etal. (2015), (2017) and (2018). Here we have modified OASIS to use the SQOS5 ionization parameterization with
our new 12 short wavelength bins The need for a D region photochemical model can be seen in Figure 6 which
compares the calculated electron density output of the TIME-GCM with that from OASIS with the TIME-GCM
for the peak of the 7 September, 2017 X1.3 flare. Here both TIME-GCM and OASIS use the FISM spectrum.
Note the excellent agreement from about 85-100 km. This is particularly satisfying given that both models do
not use the same neutral atmosphere. OASIS used neutral constituents from NRLMSIS 2.0 (Emmert et al., 2021)
while TIME-GCM used neutral inputs from its own calculation. The nitric oxide input into OASIS was taken
from TIME-GCM output for this period. But overall the D region electron density during a flare is less sensitive
to neutral inputs and more sensitive to solar inputs, which are identical for the two calculations.

Below about 85 km, the two calculated electron density profiles diverge significantly. This is because below
85 km, the ion composition becomes dominated by molecular clusters and proton hydrates which recombine
significantly faster than the lighter molecular ions, O} and NO*, which dominate in the upper D and lower E
region. For example, at 86 km, 97% of the molecules are O} and NO*, with average recombination rates of
2-4 x 1077 cm?® s~!. By contrast, at 80 km, less than half the ions are O; and NO* and over 30% of the mole-
cules are proton hydrates of the form H*(H,0)n,n = 1-4 which have recombination rates near 3 x 107 cm?
s~! (Pavlov, 2014), about 10X faster than for O; and NO™. There is some sensitivity of the above fractions
to the assumed water vapor profile between 80 and 86 km, for which there is limited data. We use a profile
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that is consistent with some measurements made by the Solar Occultation for Ice Experiment (SOFIE; Rong
et al., 2010) when it sampled low to mid latitudes (cf. Siskind et al., 2019) and which assumes a value for H,O at
80 km of 2 ppmv. If we used a more extreme value of H,O, such as that seen in the high latitude summer, with a
value of 6 ppmv at 80 km, the electron density at 80 km would be reduced by about 15% due to the greater abun-
dance of proton hydrates. This difference is small compared to the difference between OASIS and TIME-GCM
below 85 km. In any event, this added chemistry is not in the TIME-GCM, and the TIME-GCM significantly
overestimates the electron density profile at these altitudes. Figure 6 therefore serves to establish the bottom valid
altitude for the TIME-GCM electron density calculation as well as demonstrate the need for our subsequent use
of OASIS for HF absorption calculations to be described below.

2.5. MoJo

The final component to our suite of models is MoJo (Modernized Jones code), the HF ray-tracing and absorption
model. As recently discussed by Zawdie et al. (2017), MoJo solves the range dependent ray-trace equations of
Haselgrove and Haselgrove (1960) in spherical coordinates. It uses the Appleton-Hartree dispersion relation with
collisions and an external magnetic field, and is based upon the classic Jones and Stephenson (1975) ray-trace
code. The ionospheric absorption (in decibels) is defined in Davies (1990):

L= —8.68/k1ds 1)

where £ is the wavenumber, y the imaginary part of the reflective index and ds is the differential path length. The
expression for the absorption coefficient y is

et 1 NV

2meceo 1 V2 + (@ % wy cos )

@

where is e is electric charge, m, the electron mass, ¢ the speed of light, €, the electric permittivity of free space,
u the real part of the refractive index, N, the electron density, @ is the angular frequency of the wave, @, is
the electron gyrofrequency, 0 the angle between the phase propagation direction and the magnetic field vector,
and v,, is the momentum-transfer collision frequency (e.g., Beharrell & Honary, 2008). MoJo assumes v,, = v
where v, is the sum of the temperature and composition dependent electron-neutral v,, and electron-ion v,
collision frequencies, representative of the average over the electron energy distribution function from Schunk
and Nagy (1978, 2009). A recent application of MoJo to calculate atmospheric absorption of HF radiowave using
electron density profiles from the OASIS model was presented by Siskind et al. (2017).

3. Model-Data Comparisons
3.1. The E Region: Comparison With Incoherent Scatter Radar

To test our photoelectron parameterization, we have compared TIME-GCM calculations for two solar flares, the
10 September 2017 flare and the 7 September 2005 flare with electron density profiles obtained from the Mill-
stone Hill incoherent scatter radar (ISR) situated in Westford, MA, USA (42.6°N, 71.5°W). Both these events
have been the subject of much recent study: the 2017 event by Redmon et al. (2018), Qian et al. (2019, 2020),
Zhang et al. (2019) and Amaechi et al. (2021), and the 2005 event by Xiong et al. (2011) and Pettit et al. (2018).
Qian et al. performed model data comparisons with the SQ05 model and the TIE-GCM. While Xiong et al. (2011)
presented the Millstone ISR data for the 2005 event and while Pettit et al. (2018) performed model calculations,
to our knowledge, our study here is the first model/ISR comparison for the 2005 flare.

Figure 7 shows the time evolution of the ISR data at 101 km (the lowest altitude with reliable data) for both flares
compared with several TIME-GCM calculations which use different solar flux models. To compare with the ISR
data, the TIME-GCM was sampled at the nearest model point (41.25 N, 70W) to Westford MA. The dashed curve
in each panel uses purely FISM with a peak spectrum as seen in Figures 1 and 2. The solid curve uses the hybrid
model described in Section 2.3 above; FISM for wavelengths longer than 2 nm and NRLFLARE for 0.1-2 nm.
Finally, the dotted curve uses a hybrid model where FISM is used only for wavelengths longer than 7 nm and
NRLFLARE is used for 0.1-7 nm. The use of these different models allows us to evaluate the sensitivity of our
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Figure 7. Comparison of incoherent scatter radar data from Millstone Hill with 3 TIME-GCM simulations for the 10
September 2017 X8.3 flare (left panel) and the 7 September 2005 X17 flare (right panel). The stars are the data. The dashed
line in each panel is the TIME-GCM using a pure FISM solar spectrum, the solid line uses a hybrid solar spectrum consisting
of NRLFLARE for wavelengths less than 2 nm and FISM for wavelengths greater than 2 nm. The dotted line is with a hybrid
solar spectrum which uses NRLFLARE out to 7 nm, and FISM for the longer wavelengths.

results to different assumptions about the soft X-ray solar flux. Note that EUV wavelengths longer than 7 nm
are not expected to be relevant for ionization at 101 km, except for O, ionization from Lyman beta at 102.6 nm.
According to FISM, the Lyman beta flux only varies by 10%—15% during flares and is included in the above
calculations. As expected from Figure 1, the hybrid models with NRLFLARE produce more ionization and yield
a greater electron density. The figure shows that using NRLFLARE produces better general agreement than with
pure FISM, although the model still underestimates the electron density, by perhaps 20%-25% for the 2005 event
and up to 50% for the 2017 event.

Figure 8 compares the altitude profiles of the ISR data for the peak of the respective flares with the model calcu-
lations discussed above. The effect of adding the higher flux from NRLFLARE in the 3.2-7.0 nm bin improves
the agreement at all altitudes, but again, most notably for the 2005 event. It is clear that the model underestimate
of the data persists up to 200 km. This is difficult to explain; however, we do not think it is due to an inadequacy
in our solar flare modeling. First, the region of the solar spectrum that produces ionization above 120 km is the
EUV which is both better measured and less dependent upon photoelectrons. In addition, as seen in Figure 7, the
model underestimate of the ISR data, particularly for the 2017 event, is present prior to the flare onset. Assuming
that there is no bias in the ISR data, this suggests other factors, such as neutral composition, or atmospheric cross
sections (see Siskind et al., 2019 for a discussion).

3.2. Calculating HF Absorption in the Upper D and Lower E Regions

Our second test of our flare model is in calculating the absorption of HF radiowave. Our motivation for this is
the recent paper by Levine et al. (2019) who presented ionosonde data for the September 2017 period (see their

Sept 10, 2017, 16.27 UT Sept 7, 2005, 17.85 UT
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Figure 8. Same comparison as in Figure 7 but in this case, altitude profiles of the ISR data and the three model outputs are
shown for the indicated times.
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Figure 9. Calculated altitude profiles of differential absorption for 4 times associated with the 7 September 2017 X1.3 flare
(see Table 1) for an ionosonde in upstate New York/Western Massachusetts USA (see text). The electron densities are based
upon those shown in Figure 6 (see associated text discussion). The solid profiles used the hybrid NRLFLARE/FISM solar
spectrum; the dashed used the pure FISM spectrum.

Figures 4 and 5) and compared it with their parameterized D and E region ionosphere model. Here we use the
merged OASIS/TIME-GCM profiles as illustrated in Figure 6 to calculate the O-mode absorption with Mojo for
the same 357 km E-W path (Bedford NY to Stockbridge MA) presented by Levine et al. (2019). Note, we did have
to scale the E and F1 electron densities upward by 35% to get the 6.4 MHz signal to reflect (specifically before

the flare enhancement). This scaling is consistent with the model low bias reported in the comparison with the

Millstone ISR data, but does not affect the absorption calculation since the absorption (as shown below) occurs

below 100 km.

Figure 9 shows altitude profiles of the resulting differential absorption (upleg and downleg rays are combined) for
6.4 MHz for 4 key times in the evolution of the Sept 7, 2017 X1.3 flare. The increases between 65 and 90 km are

O mode absorption, Sept 7, 2017
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Figure 10. Calculated total absorption as a function of time for the Sept
7,2017 X1.3 flare shown in Figure 9. The solid line using the hybrid
NRLFLARE/FISM model; the dashed uses FISM.

clear. Each panel has two curves-one which used pure FISM as input and one
which used the hybrid NRLFLARE/FISM spectrum (except for the 1400 UT,
pre-flare case since, as noted above, for daily background we only use FISM).
At the flare peak (upper left panel), we can relate the differences in absorp-
tion between the FISM-based and NRLFLARE-based calculations back to
the differences in predicted photon flux shown in Figure 1. Thus in Figure 1,
at wavelengths less than 0.4 nm, NRLFLARE predicts more flux than FISM.
From Figures 3 and 4 and the wavelength bins defined in Tables 24, we
see that these wavelengths are absorbed at and below 70 km and indeed the
NRLFLARE based calculation predicts more HF absorption at 65-70 km
than the FISM based model. Likewise, from 0.6 to 1.0 nm, FISM predicts the
larger flux. These wavelengths correspond to Bins 9 and 10 which Figure 4
shows are absorbed near 85-90 km and here again is consistency-the FISM
based calculation yields the greater HF absorption.

Ultimately, since total HF absorption is an integrated quantity along the
raypath, the overall absorption which results from using the two solar flux
models differs by very little. This is shown in Figure 10 which presents the
resulting integrated absorption for both solar flux models as a function of time
during the period (calculated every 6 min). In general, although not exact, the
agreement with the published ionosonde data of Levine et al. (2019, their
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Figure 5f) is good. At 1500 UT, the models get approximately 25-35 dB more absorption compared with pre
flare at 1400 UT, depending upon which spectrum we use. It seems that NRLFLARE decays more quickly than
the FISM-based model and is in better agreement at 1600 UT with the Levine et al. (2019) data. Interestingly at
the flare peak we calculate much more absorption than Levine; however, at this particular instant there was no
data with which to compare. Certainly, both our calculation and Levine et al. agree in producing more absorption
than predicted by the NOAA D-rap model (cf. swpc.noaa.gov/products/d-region-absorption-predictions-d-rap;
Akmaev et al., 2010) that they present.

3.3. Comparison Against VLF Models of Flares for the Lower D Region

Our third and final test of our flare model is with previous published data of VLF radio propagation. As discussed
by Siskind et al. (2018, and references therein), VLF measurements of the lowermost ionosphere have been made
for decades as part of US Navy operational communication programs (McRae & Thomson, 2000). As discussed
in those references, VLF waves propagate in a waveguide that consists of the Earth's surface and the lower
D region of the ionosphere. Typically, to model VLF propagation, the electron density profile is categorized
according to the height of reflection, H’, and a sharpness factor, f, in km~'. By day, for quiet conditions, a typical
value for H’ is about 71 km. This model was introduced by Wait and Spies (1964) and as we will see, implicitly
assumes a log-linear shape to the electron density profile. Siskind et al. (2018) showed that the OASIS model was
in good agreement with extant models of VLF electron density profiles for quiet conditions. During solar flares,
the increase in ionization in the lower D region translates into a lowering of the VLF waveguide such that H’
decreases to below 70 km. There is also an increase in . By comparison with the ionization rate profiles of the
shortest wavelength bins discussed in Section 2.2 above and seen in Figures 3 and 4, we can see that VLF data are
sensitive to the higher energy portion of the solar spectrum. For this reason, VLF data are of particular interest
for the study of solar flares and there have been numerous studies of the VLF response to solar flares (Bourderba
et al., 2016; Singh et al., 2014; Thomson et al., 2005; Zigman et al., 2007). In particular, Thomson et al. (2005)
have suggested that during the extreme flare of 4 November 2003, that H* was reduced to as low as 53 km.

Unfortunately, the extant models of the VLF response to flares are in disagreement. This can be most clearly
seen in Figure 5 of Singh et al. (2014) who compare their model prediction of H’ versus flare intensity with the
Thomson et al. (2005) model. In general, the Thomson et al. model shows a more pronounced lowering of the
waveguide. Thus for M-class flares, Thomson et al. predict values for H* near 64-65 km, and Singh has values
near 68—69 km. For an X1 flare, these become 60 and 67 respectively and for the strongest flare considered by
Singh et al., the X6.9 flare of 9 August 2011, they get H’ = 65.7 km while Thomson predicts H* to be about
56 km. It is difficult to see how both of these models can be simultaneously correct. More recently, Bouderba
et al. (2016) also considered the X6.9 flare of 9 August 2011 and derived a value of 64.1 km for H’, that is, closer
to Singh et al. than Thomson et al. Finally, Hayes et al. (2017) infer a value of H’ to be as low as 63 km for a
relatively weak C6.8 flare-for such a weak flare, this is lower than any of the previous estimates, even that of
Thomson et al. (2005). The sharpness values, f also disagree between the these models. Thus for the X6.9 flare,
Singh et al. predict 0.4783, Bouderba et al. predict 0.465 and Thomson et al. about 0.51 km~!. These predictions
(for H’) are summarized in the last two columns of Table 1 using the formulae presented in Figure 5 of Singh
et al. (2014). As is evident, they consistently differ by about 67 km. Note, Bourderba et al. (2016) also looked at
the 2011 X6.9 flare and independently obtained H* = 64.08 km. This is in good agreement with the Singh et al.
model and almost 8 km higher than predicted from the Thomson et al. model. As we will show, these differences
for H’, of about 1 scale height for the top of the VLF waveguide, translate into an over of magnitude difference in
the inferred electron density at any given altitude.

Figure 11 compares the results from the OASIS model against the predictions from the Singh and Thomson VLF
models summarized above. The figure shows altitude profiles of the predicted electron density profiles from
OASIS for four of the flares summarized in Table 2. The neutral atmosphere uses NRLMSIS with a representa-
tive nitric oxide profile for late summer conditions taken from the TIME-GCM runs performed above. The actual
results are insensitive to the adopted NO profile for these conditions because the ionization is dominated by N,
ionization from the soft X-rays. Model results using both pure FISM and using NRLFLARE for the soft X-rays
are shown. The peak flux for both FISM and NRLFLARE given by Table 1 for the 0.1-0.15 nm band which, as
shown in Figure 3, produces ionization in the 60—65 km altitude range, is relevant to the discussion here. Also
as seen in Columns 6 and 7 of Table 1, NRLFLARE tends to predict 2—4 times greater flux than FISM for this
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Figure 11. Comparison of two implementations of the OASIS photochemical model (solid and dotted lines) with two
VLF-based empirical models of D region electron density response to flares (straight lines). In all 4 four panels, the solid
line is OASIS with the solar spectrum from NRLFLARE, the dotted is OASIS with the solar spectrum from FISM. The
leftmost (black) straight line is the electron density from the VLF model of Singh et al. (2014); the rightmost (red) line is the
electron density from the VLF model of Thomson et al. (2005). These lines are solid up to the altitude representing the top of
the waveguide as presented in the rightmost column of Table 1. Above those altitudes they are dashed. All the profiles were
calculated for the peak flare times and locations given in Table 1.

band. Both FISM and NRLFLARE are consistent, however, in predicting a factor of 27-28 increase in the solar
soft X-ray flux going from the M5 flare to the X17 flare. This increase agrees well, to within 20%—25%, with the
change in flare classification in that M5 corresponds to a GOES flux of 5 X 10~ W/m? and X17 corresponds to
a GOES flux of 1.7 X 1073 W/m?, a factor of 34 increase.

While using NRLFLARE predicts electron densities up to 2X greater than using FISM, in general, the differences
between the two flavors of the model are small compared with the differences between the predictions from the
Singh et al. (2014) and Thomson et al. (2005) models (the rightmost straight red lines in all panels represent the
Thomson et al. (2005) model which predicts 10-20X greater [e—] than Singh et al. (2014) model, shown as the
leftmost black straight lines). The first difference is that the model lines are not straight on the log-linear graph.
This is a key assumption of the Wait and Spies model. The difference is most apparent above the top of the wave-
guide (marked by the transition from solid to dashed for the VLF lines) where the OASIS model curves away to
smaller values. While there are some key assumptions inherent in the OASIS model that we will discuss further,
this difference should lend some caution to published VLF-derived electron density results using the Wait and
Spies model that extend above the nominal VLF reflection height as represented by H’ (e.g., Zigman et al., 2007
(see Table 1 and discussion in text); Basak and Chakrabarti (2013); Bouderba et al. (2016)). It is a reminder
that above H’, the VLF models are essentially an extrapolation. For this reason, our plot of the VLF profile uses
dashed lines to represent the inferred electron density profiles for altitudes above that given by H’ in each model.

With that difference in mind, regarding the variation with flare intensity, for the weaker flares (left hand panels),
OASIS is closer to the Thomson et al. prediction, particularly in the 60-65 km altitude region which marks the
top of the VLF waveguide. However, for the larger flares (right column), the Thomson model greatly exceeds
the OASIS model. Below 60 km, the difference is about 2 orders of magnitude. For these flares, the Singh
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Figure 12. Variation of the peak N, ionization rate for the 4 flares shown in Figure 11 versus the resulting electron density
at 60 km (left) and 70 km (right). The electron densities are all taken from Figure 11. The solid line with stars is from the
OASIS photochemical model, the dashed lines are from the VLF models of Singh et al. (2014) model (leftmost) and the
Thomson et al. (2005) model (rightmost).

et al. (2014) model is in better agreement with OASIS. Thus for the X17 event, both OASIS and Singh et al.
predict a value of [e—] at 60 km around 1,000 cm~3 whereas the Thomson et al. model is around 3 x 10* Note
that in all cases, the VLF models are not as steep as OASIS such that at 50 km, OASIS is always much lower than
the VLF models and rapidly increases to within the range of the VLF models by 60 km. This may suggest some
interesting areas to explore regarding the possibility of higher energy photons, absorbed near the stratopause, than
accounted for in our model.

The pattern indicated in Figure 11, whereby Thomson et al.’s model is in better agreement with OASIS for the
weaker flares but Singh et al. agree better for the stronger flares, reflects a much greater increase in predicted
[e—] with flare intensity by both of the VLF models than by OASIS. Figure 12 shows this explicitly by plotting
the calculated N, ionization rate at 60 km versus the resultant model [e—]. As noted earlier, OASIS predicts about
a factor of 28 increase the ionization rate which is roughly consistent with the change in GOES flux reflected in
the flare classifications in Table 2. The resultant electron density change is about a factor of 5-6 which is broadly
consistent with the square root of the ionizing flux and which is a general principle of photochemical models of
the ionosphere (Appleton & Piggott, 1954; Palit et al., 2015 and references therein). By contrast, the VLF models
predict a relationship between the ionization rate and the electron density which is near, or even exceeds one-to-

3

one. Thus the Singh et al. [e—] varies from 40 cm~3 to about 1,500 cm ™3, or about a factor of 37.5, which is more

than the absolute ionization rate change and 5-6 times the OASIS calculated [e—] change. The Thomson et al.

3

model predicts an even greater change, from 470 cm™3 to 41,000 cm~3, or about a factor of 87.

There are a couple of limitations to our model that need to be considered in this context. First, OASIS is config-
ured to be a steady state model whereas numerous studies of flares have suggested that the time dependence is
an important factor in governing the recombination rate (Basak & Chakrabarti, 2013; Chakraborty et al., 2021;
Palit et al., 2015; Zigman et al., 2007). Essentially the idea is that the solar irradiance peaks while the ionospheric
chemistry lags in its response. Thus the initial ion production is concentrated on the simple molecular ions which
recombine much more slowly than the proton hydrates, leading to an enhanced electron density. However, it does
not appear that this effect could explain the large difference between the OASIS variation and that inferred by
the VLF models. The only photochemical modeling of this varying recombination effect that we are aware of
was conducted by Mitra and Rowe (1972). They calculate a factor of 2—5 decrease in the recombination at 70 km
during a strong flare. This might suggest a possible 40% to factor of 2 underestimate of the electron density
increase by OASIS. While not trivial, it is too small to account for the differences seen in Figure 12. Another
uncertainty in the photochemical model is in its representation of negative ion chemistry. As discussed by Torkar
and Friedrich (1983), OASIS makes the simplifying assumption that there are only two negative ions, O; which
rapidly photodetatches, and a second, unspecified negative ion (hereinafter known as X~), which photodetatches
much more slowly. In principle, if the negative ion composition were to change during a flare, this could alter
the model response. We varied the assumed photodetachment rate of X~ by a factor of 4, consistent with the
difference between the detachment rates of CO; and NO; (Table 1, Pavlov, 2016) and only got a 25% change in
[e—], again not enough to account for the differences between the model variation and inferred observations in
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Figure 12. Ultimately, we conclude that the differences in interpretation between the different VLF analyses are
larger than the uncertainties inherent in our approach using OASIS.

4. Discussion and Conclusions

We have presented a comprehensive flare model, with components that extend from the sun's atmosphere to the
Earth's lower ionosphere, which we applied to compare with three datasets covering the D and E regions of the
ionosphere. For the E region, our work follows from the studies of Solomon (2006) and Sojka et al. (2014). For
both these studies, uncertainties in both photoelectron production and the spectral shape of the soft X-ray solar
spectrum were emphasized. By using two different solar spectra and comparing the resultant electron density
to ISR data, our results presented here offer better constraints for both these questions. For example, Sojka
et al. (2014) assumed that the solar spectrum was “flat” from 1 to 7 nm. Our results from the comparison of
NRLFLARE and FISM indicate that this is a good assumption, except in the critical 1-2 nm band that is absorbed
near 100 km. Here, the NRLFLARE results suggest an enhancement of the flux which appears consistent with
older data from OSO, and we have shown that this improves the TIME-GCM agreement with the ISR data.
Clearly, an improved knowledge of the shape of the solar spectrum in the 1-2 nm band is very important for
successful modeling of the E region response to solar flares.

Overall, the TIME-GCM simulation of the E region tended to fall somewhat on the low side compared with
observations. The differences are not huge, typically in the 25%—50% range, but they seem persistant. Typically
the solution has been to scale the soft X-ray flux (cf. Fang et al., 2008; Maute, 2017) since as Solomon (2006)
noted, it is hard to imagine what else could be missing “if not soft X-rays.” Our results here should provide some
constraint as to how much scaling can be applied and still remain consistent with both empirical and theoretical
estimates. We note that the TIME-GCM underprediction occurs both before and during the flare and over a rela-
tively broad range of altitudes from 100 to 200 km. Thus while the uncertainty in the 1-2 nm band is important
during a flare and for altitudes near 100 km, it is likely insufficient to fully resolve the problem. Moreover, we
have noted (Siskind et al., 2019) that there is a risk of over estimating the nitric oxide in the lower thermosphere if
the scaling is overdone. We suggest that self-consistent model/data comparisons for both the E region ionosphere
and the nitric oxide is an area for future research.

For lower altitudes, the ionospheric D region, we have implemented the solar spectral models and our photo-
electron model into the OASIS D region model and compared with published HF absorption and VLF datasets.
Clearly a key limitation to our use of OASIS is the fact that it is steady state. This needs to be rectified for future
analysis. However, given that OASIS does adequately capture the absorption caused by the X1.3 flare which
peaks at 70 km, its not obvious that this is a crippling uncertainly. Our model suggests that for an X17 flare,
electron densities at 60 km should peak near 10 cm=3, which is in agreement with the lowest published VLF
estimates for this type of event. Moreover, our analysis clearly shows greater than order of magnitude discrepan-
cies in the derived electron density between published VLF analyses, some of which suggest densities at 60 km
reaching greater than 3 x 10* cm~ at 60 km. These discrepancies have not been appreciated in the literature
to date; however, we note that very recently, a new VLF analysis approach has been proposed (McCormick &
Cohen, 2021) which removes the log-linear assumption inherent in the Wait and Spies (1964) formulation. It
would be very interesting to apply this new analysis to solar flares. Until these uncertainties in the VLF-derived
electron density profiles are reconciled, we argue that it is premature to draw firm conclusions from the compar-
ison of the VLF data with theoretical models such as OASIS.

Data Availability Statement

FISM was accessed at https://lasp.colorado.edu/lisird. The VA Tech photoelectron model can be found at https://
github.com/baileygroup-vt under ACE-PE (Atmospheric Chemistry and Energetics- PhotoElectrons). The
TIME-GCM is available from the High Altitude Observatory at the National Center for Atmospheric Research
(www.hao.ucar.edu/modeling). Model output, including output from NRLFLARE, processed solar spectra into
46 bin input files, the minute-by-minute TIME-GCM output for the X17, X8.3 and X1.3 flares in Table 1 are all
available as python-readable IDL save files on https://map.nrl.navy.mil/map/pub/nrl/flare. The complete MoJo
results are also available in a subdirectory in netcdf format. The OASIS model is available at https://github.com/
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