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ABSTRACT
Two general approaches are common for evaluating automatically
generated labels in topic modeling: direct human assessment; or
performance metrics that can be calculated without, but still corre-
late with, human assessment. However, both approaches implicitly
assume that the quality of a topic label is single-dimensional. In
contrast, this paper provides evidence that human assessments
about the quality of topic labels consist of multiple latent dimen-
sions. This evidence comes from human assessments of four simple
labeling techniques. For each label, study participants responded to
several items asking them to assess each label according to a variety
of di�erent criteria. Exploratory factor analysis shows that these
human assessments of labeling quality have a two-factor latent
structure. Subsequent analysis demonstrates that this multi-item,
two-factor assessment can reveal nuances that would be missed us-
ing either a single-item human assessment of perceived label quality
or established performance metrics. The paper concludes by sug-
gesting future directions for the development of human-centered
approaches to evaluating NLP and ML systems more broadly.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI; •
Computing methodologies → Topic modeling.
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1 INTRODUCTION
Machine learning (ML) and arti�cial intelligence (AI) algorithms
are judged primarily by their ability to produce the best results,
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i.e., how well they perform. For labeling tasks, the “best” algorithm
can be determined using numerous varied performance metrics –
accuracy, precision, recall, AUC, and many others [31]. In unsu-
pervised learning, examples range from silhouette coe�cient for
clustering [84] to coherence for topic modeling [83]. Across both
supervised and unsupervised cases, performance metrics essentially
provide an assessment of how well the model �ts the data.

While valuable in some contexts, such an orientation gives rise to
at least two distinct issues. First, many kinds of information about
humans in which computing researchers are interested – senti-
ment [46, 76], social tie strength [18, 34, 50], politeness [27, 42], and
others – involve a signi�cant degree of subjective judgment. Even
when leveraging techniques such as inter-rater reliability, such
subjectivity calls into question the viability of establishing a de�ni-
tive “correct” value as required for computing these performance
metrics.

Second, machine learning metrics implicitly assume a single
dimension of performance. While some metrics consider tradeo�s—
precision vs. recall, sensitivity vs. speci�city, optimizing multiple
constraints, etc.—the machine-assigned label is still seen as either
correct or incorrect, i.e., either a good �t or a bad �t. Even prior
work involving human assessments of such labeling often employs
a single-item scale [25, 42, 56, 59, 69, 75, 77]. However, signi�cant
work suggests that many human phenomena have multiple under-
lying dimensions. For constructs ranging from personality [66, 67],
to privacy [16, 62, 90], to emotion [85, 99], social science research
has repeatedly shown that multi-item, multi-dimensional measures
can provide more robust assessments.

The same point may apply when assessing the quality of machine
labeling. For example, results from classi�cation or search tasks
may be accurate from an information retrieval perspective while
simultaneously embodying biases along gender, racial, political,
or other lines [5, 40, 55, 80, 81, 106]. Machine learning techniques
will sometimes assign labels or identify patterns that, while ini-
tially unexpected or confusing, can ultimately provide surprising
insights [2, 7, 47, 74]. Thus, we hypothesize, H1: Human judgments
of (topic) label quality have multiple underlying dimensions. Fur-
thermore, such multidimensionality may also help account for the
inconsistent alignment between topic modeling coherence metrics
and human assessment of topic quality [20, 45]. Put di�erently,
H2: These multiple dimensions can reveal di�erences in performance
that go undetected using a single-dimensional metric.

To test these hypotheses, this paper presents a study where
human participants used a multi-item instrument to assess machine-
generated labels in the speci�c context of topic modeling [12, 13].
Rather than assessing the quality of topics per se, participants were
asked to rate multiple di�erent machine-generated labels for a given
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topic [21, 69]. To test H1, these human ratings were analyzed using
exploratory factor analysis (EFA).

The results reveal two distinct latent dimensions (i.e., factors)
within participants’ ratings. Based on the items that load on each
of these factors, we interpret the �rst factor as capturing how Suit-
able the label is, i.e., that the label is “sensible”, “meaningful”, or
“expected” given the data to which the label is assigned. We sim-
ilarly interpret the second factor as capturing how Objectionable
the label is, i.e., that the label is “o�ensive” or “biased” and could
spark disagreement [cf. 5, 40, 55, 70, 101]. We do not �nd evidence
in support of a distinct factor for labels providing unexpected or
surprising insights [cf. 2, 7, 47, 74]. These results con�rm H1.

To test H2, this paper shows three di�erent performance assess-
ments of four simple topic labeling techniques. These assessments
include a simple single-item measure from the human assessments,
the two factors resulting from our EFA, and a traditional compu-
tational performance metric [59]. The results show that the multi-
item, two-factor human assessment reveals di�erences in perfor-
mance among the various topic labeling techniques that are not
observable when using either a single-item measure or when using
computational performance metrics. These results con�rm H2.

Thus, this paper provides empirical evidence that human assess-
ments of topic labeling quality involve multiple latent dimensions.
These dimensions align with some expectations informed by prior
work around bias and o�ensiveness [20, 40, 55, 70, 101], but not
others around providing unexpected insight [2, 7, 47, 74]. Future
work will be necessary to investigate if human assessment of topic
quality (i.e., outputs of topic modeling techniques) is multidimen-
sional, to test the multidimensionality of human assessment for
other labeling tasks (e.g., image labeling), and to synthesize across
such work to develop a validated multidimensional measure for
human assessment of machine labeling.

2 RELATEDWORK
2.1 Human-Centered Metrics
Various human-centered evaluation metrics have been explored in
a variety of domains. For example, recent work has developed a
number of techniques for computing fairness [23]. In such contexts,
fairness is often operationalized as a measure of the relationships
among error rates across di�erent subpopulations [104, 105]. As a
complement to such work, Woodru� et al. [101] examined how per-
ceptions of fairness di�er between algorithm designers and those
who are typically discriminated against by algorithmic systems.
Relatedly, Kleinberg et al. [54] argue that machine learning systems
should not be evaluated in terms of performance metrics alone
but rather in terms of how those systems’ predictions correspond
to decisions within some larger evaluative framework. In another
example, traditional ML metrics, which focus on the correct classi-
�cation of each individual data point, fare poorly when the result
of interest is overall population proportions, e.g., in the context of
voting [43].

A related line of work has also emphasized both the value and
di�culty of incorporating techniques from natural language pro-
cessing and related areas into interactive systems [29, 32, 103]. In
such contexts, the performance of a model per se matters less than
its utility and interpretability for human users. To wit, metrics

such as F1-score treat all false positives and false negatives equally.
However, some false positives may be more egregious in practice
than others. As examples, a photo of an African American may be
automatically assigned the tag “ape” [40], or a social media year-
in-review highlight reel may prominently feature the image of a
user’s deceased child [70].

These examples, and others, collectively demonstrate the com-
plexities involved in evaluating the performance of automatic label-
ing more broadly. This paper examines those complexities within a
speci�c context; labeling topics in topic modeling results.

2.2 Topic Model Labeling
Topic modeling [12, 13] can be used to identify latent themes in a
large text corpus. Each theme, or “topic,” is represented as a proba-
bility distribution over the vocabulary of words that appear in the
corpus. Each document has a topic distribution that demonstrates
the proportion of the generated topics.

While a probability distribution over a vocabulary may be com-
putationally useful, topics can be more readily interpretable when
they are assigned semantically meaningful labels. Perhaps the most
common labeling approach is simply to take the Top_n most prob-
able terms (e.g. 5, 10, 20, etc.) as a label for each topic [56, 89].
While in many cases they are informative, the top-n terms can
sometimes be redundant, meaningless, misleading, too general, or
too speci�c [3, 69]. Rhody [79] describes an example where topic
modeling of poetry produced a topic with high probability words
including “night,” “light,” “moon,” “stars,” and others. Although this
topic initially appears to be about night, Rhody suggests that the
poems where this topic occurs show that it has a more metaphorical
nature. The poet’s “use of the tumultuous night sky [...] provides a
conceit for the more signi�cant thematic exploration of two artists’
struggle with mental illness” [79, para. 8 under Interpreting Models
of Figurative Language Texts]. Thus, a number of other methods
have been devised to generate labels that may be more informative.

Mei et al. [69] introduced a probabilistic technique to extract the
best set of labels out of generated topic terms. First, the proposed
method produces candidate labels by identifying high-frequency n-
grams. Second, candidate labels are ranked by maximizing mutual
information between chosen candidates and topic models, as well as
minimizing Kullback-Leibler (KL) divergence for chosen candidates
and topic terms distribution. A �nal selection phase chooses an
optimal label based on maximal marginal relevance and pointwise
mutual information. This step ensures that each label is as speci�c
to each topic as possible.

In their evaluation, Mei et al. [69] generated topics and labels
for a corpus of SIGMOD papers and for a corpus of Associated
Press (AP) articles. From their SIGMOD corpus, a topic with high
probability words clustering, clusters, video, dimensional, cluster,
partitioning was given the label “clustering algorithm.” In their
AP corpus, a topic with high probability words north, case, trial,
iran, documents, walsh was assigned the label “iran contra.” These
examples demonstrate the ability of the Mei et al. [69] technique to
identify meaningful summary n-grams whose component words
may not have occurred in the Top_n words for that topic.

Work in information visualization o�ers other means of labeling
topics. For example, Chuang et al. [21] proposed a distinctiveness
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scoring technique to identify the words most speci�c to a given
topic, rather than simply choosing the highest probability words.
For a given word F , distinctiveness is computed as the KL diver-
gence between the conditional probability % () |F) of a topic) given
wordF and the marginal probability % () ) of a topic ) :

38BC8=2C8E4=4BB (F) =
’
)

% () |F);>6% () |F)
% () ) (1)

This distinctiveness score is then used to calculate salience for each
word [21]:

B0;84=24 (F) = % (F) ⇤ 38BC8=2C8E4=4BB (F) (2)
Essentially, this technique labels a topic not with the highest proba-
bility words but with the words that most distinguish a given topic
from other topics. Chuang et al. [21] provide an example from a
topic model trained on abstracts of papers from the IEEE InfoVis
conference between 1995 and 2010. For one topic, the Top_n la-
bel was visualization, techniques, user, large, paper, users, approach,
technique, while their distinctiveness based label was visualization,
techniques, user, large, users, context, tasks, focus. The second label
exchanges fairly generic terms (e.g., paper, approach, technique) for
more speci�c ones (e.g., context, tasks, focus), showing more readily
how this topic pertains to focus+context visualization techniques.
Although closely related to the discriminative scoring scheme from
Mei et al. [69], the focus of Chuang et al. [21] on visualization
means that they do not provide a direct comparison with other
topic labeling techniques.

In the interest of simplicity, this paper avoids techniques that rely
on external datasets or knowledge representations [e.g., 3, 11, 58].
Instead, it focuses on techniques that use only the document corpus
and the trained topic model.

Most of this prior work has used human evaluation to assess the
quality of topic labeling. However, human subjects in those studies
were asked to rate a given label on a single, three-point ordinal
question [56, 59, 69, 75]. Such coarse-grained, single-item scales
may overlook aspects of a label that go beyond correct or incorrect.
This paper addresses that short coming by testing a multi-item,
multi-dimensional instrument for assessing topic labeling quality.

3 METHODS
This section describes the procedures for topic label generation, as
well as the methods for collecting human assessments thereof.

3.1 Generating Topic Labels
To test the dimensionality of human assessments for topic label
quality (�1), three corpora of varying types and sizes were col-
lected. These corpora were then analyzed using the R wrapper [71]
for MALLET’s [65] implementation of LDA [13], and labels were
generated for the resulting topics. The remainder of this section
describes each of these steps in detail.

3.1.1 Data: Collecting Three Varied Corpora. We collected three
highly varied corpora. 1. News articles from the Associated Press
(AP). Since topic modeling often uses news articles as a test data
set [13, 56, 58, 69], including this data set enables comparison with
prior work. 2. Blogs posts written by parents with children on the

Table 1: Descriptive statistics for the three corpora used in
this paper.

Corpus Docs. Words Words/Doc. (SD)
AP 2,246 912,723 406.4 (233.6)
ASD 38,008 20,974,010 551.8 (583.8)
Gunn 4,077 1,206,319 295.9 (507.5)

Autism Spectrum (ASD). This corpus provides a complement to the
AP corpus in at least two ways. First, it is highly focused on a
single issue: autism. Second, its tone varies widely, from scienti�c
discussion to informal musings. 3. The diaries of 19th century writer
and illustrator Thomas Butler Gunn. These diaries were transcribed
by the Missouri History Museum1 and organized as part of the
Vault at Pfa�’s project2. Again, this corpus di�ers from the other
two in at least two ways. First, the documents’ age means their
tone, vocabulary, etc. likely di�er from either corpus above. Second,
the corpus has only one author. These varied corpora increase the
chance that the �ndings of this paper can generalize. Table 1 brie�y
summarizes each corpus.

3.1.2 Extracting Topics. A separate LDAmodel was trained on each
of the above corpora. The number of topics was chosen via two
di�erent processes. For the AP corpus, 100 topics were used to align
with prior work [13]. For the other corpora, a parameter sweep
was used to train separate models with = 2 [10, 15, 20, ..., 90] topics
for each corpus. The number of topics that generated the highest
coherence [56, 59] was selected. Coherence, a general quality score
for topics, can be computed in a variety of ways [83]. In this paper,
coherence is computed using normalized pointwise mutual infor-
mation (NPMI), which has been shown to align most closely with
human judgments of topic quality [59]. When multiple di�erent
numbers of topics resulted in comparable average coherence scores,
these ties were resolved using guidance from domain experts and
subjective judgement [7, 37].

3.1.3 Generating Labels. Using these trained models, labels were
generated for each topic using four simple methods. First, each
topic was labeled with the Top_n most probable words for that
topic. Second, the Mei et al. [69] technique was used. To do so, an
implementation by Xiao Han3 was signi�cantly modi�ed to allow
compatibility with the topic modeling code in R, to improve runtime
performance, and to hand-tune several parameters for each corpus.

Third, a novel technique we name “Distributive Salience” (Dist-
Sal) uses the salience scores (Equation 2) Chuang et al. [21]. Each
word is then distributed, in order of salience, to the single topic
in which it has the highest probability. The top n words are then
taken from these lists to construct a label for each topic. Doing so
maintains the order of the words according to salience and enforces
that each word only appears in one label.

Fourth, we test a novel “Topic Salience” method (TopicSal):

C>?82-B0; (F |) ) = % (F |) ) · 38BC8=2C (F)2 (3)
While similar to salience (Equation 2), TopicSal includes two

important di�erences. First, it can be calculated for each word for
1http://collections.mohistory.org/resource/103591
2https://pfa�s.web.lehigh.edu/
3https://github.com/xiaohan2012/chowmein
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each topic rather than only having a score for each word over
the entire corpus. Second, the distinctiveness score is squared to
increase the di�erences from the standard Top_n method.

We intentionally avoided more complex methods that rely on ex-
ternal corpora [e.g., 11] or generate natural language sentences [57],
thus enabling more direct comparisons.

3.2 Human Assessment via Mechanical Turk
In line with prior work [58, 69], human subject assessments were
collected for a subset of topic labels. In contrast with prior work
[58], we include both high-coherence and low-coherence topics
[59], for two reasons. First, doing so provides the opportunity to
obtain human assessments of labels with varying quality. Second,
feedback from subject matter experts about the ASD and Gunn
corpora anecdotally suggested a poor match between a topic’s
coherence and whether these experts found the topic informative.

Thus, a subset of topics from each corpus was chosen randomly.
Human assessments were collected for labels generated for 60 dif-
ferent topics: 15 from ASD, 20 from Gunn, and 25 from AP, repre-
senting 25%-30% of the topics for each corpus. Each human subject
randomly rated a single topic at a time.

For the selected topic, subjects completed a series of steps. First,
subjects read excerpts from the �ve documents with the highest
proportions of that topic. They were then asked to “describe in your
own words what theme these documents have in common.” This
question ensures that subjects form their own impression of a topic
before seeing any label. It also serves as an initial attention check
[9, 26]. Second, subjects were then shown, in randomized order,
the output of the four topic labeling methods described above and
asked to choose the label they thought was best.

Third, each subject was asked to assess each of the four labels
according to 15 di�erent criteria (Table 2). Each item includes a
single adjective and a short explanation. Each item asked subjects
to rate the quality of the label itself or the application of the label
to the top documents, rather than just the documents. For each
item, responses were collected using a continuous visual analog
scale (VAS) [24, 33] from 1 to 100, where 1 means strongly disagree
and 100 means strongly agree VASs are more sensitive to small
di�erences. VAS responses can be treated as continuous (rather
than ordinal or nominal) variables in statistical analyses. Further-
more, prior work has found that, in comparison to Likert scales, the
resulting means are not signi�cantly di�erent, participants do not
spend signi�cantly more time, and there is no signi�cant di�erence
in the non-response or drop-out rates [24, 33].

Subjects also rated their familiarity with the material in the
document excerpts. The survey concluded by asking if subjects
had ever visited the planet Mars (attention check) and collecting
demographic information (age, sex, gender, race, education, etc.).

Human subjects were recruited via Amazon Mechanical Turk
(MTurk). Prior work showed MTurk workers can produce quality
data for NLP tasks [91] and are often more demographically diverse
than a convenience sample U.S [8]. Workers were required to reside
within the United States, to have completed at least 1000 HITs, and
to have an approval rate of 96% or better. Workers were paid $2.75
(USD) for an average of $7.17/hr, close to the US minimum wage of
$7.25/hr.

We aimed to collect 300 human assessments, 5 ratings for each of
the 60 topics we generated labels for. To get 300 ratings, 350 ratings
were collected and 50 responses were rejected due to failing an
attention check (said they had visited the planet Mars, left the open-
text response empty, or did not rate all the items). One rating was
also incomplete as the best label was not picked. After removing
those responses, ratings were collected from 299 human subjects,
with 5 ratings for each of the 60 topics. 107 subjects were female,
188 were male, and 4 did not report their gender. Ages ranged from
20 to 71 (M=33.82, SD=10.27). 223(74.3%) subjects were white, and
the 76 remaining subjects were Asian, Black, Hispanic, or multi
racial.

3.2.1 Rationale behind the Items Subjects Used to Rate Labels. The
selection of items and their descriptions was guided by insights
drawn from a variety of related prior work. First, we sought items
that would assess in a fairly general sense how well a given label
�t the set of documents to which it was applied. In line with prior
work on scale development [62, 82, 90, 94], we included multiple
synonymous and/or related items: coherent, expected, meaningful,
preferable, sensible. Each of these items provides a way of indicating
that this label �ts with these documents.

We complemented this �rst list with a few reverse coded items:
arbitrary, confusing, unpredictable. Doing so follows guidance from
prior studies [e.g., 15, 94] wherein novel scales include both pos-
itively valenced and negatively valenced terms. This alternation
of valence increases the chance that participants are attending to
each item, since they need to think about whether a given item is
positive or negative. Moreover, such items help determine empiri-
cally whether human assessments of a label as apt or poor lie on
opposite ends of a single dimension or whether such assessments
represent two distinct dimensions.

Second, some of the work surveyed above has highlighted how
biases can emerge in machine labeling [4, 23, 54, 101]. Thus, we
include several items related to these prior �ndings about human
perceptions or assessments of biases: biased, consensus, contentious,
o�ensive, speci�city. In addition to assessing whether a label might
be seen as o�ensive, these items also indicate whether or not dif-
ferent people would agree with one another about a given label.
Such disagreements may go beyond whether the label is simply
perceived as o�ensive to capture the contestational nature of some
labels [cf. 41, 96].

Third, machine labeling is used not only for the completion of
well-de�ned tasks. Particularly in social scienti�c or digital human-
ities applications [7, 36, 72, 95], machine labeling can also provide
a di�erent, novel perspective that complements human readings
with labels that are: insightful, uncanny. These items may help de-
termine which labels would not have been initially expected but,
upon re�ection, do make sense and perhaps even open up novel
interpretations. Thus, these items provide another avenue by which
to assess the utility of a label beyond simple task performance.

The above three aspects of labeling quality are not and should
not be seen as exhaustive. Rather, they provide an initial means,
informed by prior related work, to test the multidimensionality of
quality in human assessment of machine labeling.



One Rating to Rule Them All? Evidence of Multidimensionality in Human Assessment of Topic Labeling�ality CIKM ’22, October 17–21, 2022, Atlanta, GA, USA

4 ANALYSIS AND RESULTS
4.1 Factor Structure
Human assessments of topics labels were subject to exploratory
factor analysis, and an item removal procedure was applied based
on internal consistency and items’ correlations with one another.

4.1.1 Exploratory Factor Analysis. Exploratory factor analysis (EFA)
is applied when there are no a priori expectations about that latent
structure among a set of variables. Although we selected individual
items to identify three dimensions of quality, no prior data had
been collected using these items. Thus, con�rmatory factor analy-
sis would not be appropriate. Each factor is represented as a linear
combination of a subset of the underlying items (i.e., responses to
survey items). Put di�erently, EFA provides a way to identify which
items in a survey tend to co-vary and thus are likely measuring the
same underlying phenomenon.

EFA was applied to 14 of the 15 items that subjects used to rate
each topic label. We excluded the Preferable item so it could be
used as a proxy for a single-item measure, as described below (Sec-
tion 4.2.1). EFA computes a loading for every single item on every
factor. Following Hair et al. [38] and Smith et al. [90], we only con-
sider item-factor loadings that are above a cut-o� of 0.5. A Varimax
rotation was applied due to factors’ low pairwise correlations in
initial analyses [51]. Minres (minimum residual) was used as the
factoring method, since it reduces the number of �nal selected items
and provides solutions by minimizing factors’ correlations with
one another [39].

To determine the appropriate number of factors, we used four
tests [19, 38]: Kaiser rule with the latent root criterion, which retains
only factors with an eigenvalue greater than 1.0 [52]; parallel anal-
ysis, which compares eigenvalues of factors against eigenvalues of
correlations among randomly generated variables [44]; acceleration
factor, which numerically examines a scree plot of eigenvalues for
di�erent numbers of factors to determine where the slope of that
plot changes most rapidly [78]; and optimal coordinates, which uses
numerical methods to identify the “elbow” of a scree plot [78]. The
Kaiser rule was the only test that suggested a three-factor solution.
All three other tests recommended a two-factor solution.

Table 2 shows the resultant factor loadings for each item. That
table also indicates which items are retained based on their loadings.
Following Matsunaga [64], we only retain items that load on one
factor at � 0.5 and on the other factor at  0.2; these loadings are
bold in the table. Items that did not meet these thresholds, either
due to low loadings on both factors or cross-loading on both factors,
are gray in the table. As expected, the Varimax rotation results in
orthogonal factors with near-zero pairwise correlation.

This solution also has an intuitive interpretation. The �rst factor
— indicating that the label is sensible, meaningful, expected, etc. —
we manually name as Suitable, i.e., how well the label suits the topic
of these documents. The second factor — indicating that the label
represents an o�ensive or biased viewpoint about which di�erent
groups might disagree — we manually name as Objectionable, i.e.,
some people may object to assigning that label to the topic of these
documents. We suggest that the Uncanny item loads on the Objec-
tionable factor because the application of such a label would require

Table 2: Factor loadings for the two-factor solution. Manually
assigned labels at top describe our interpretations of what
each factor means. Values in bold indicate the items for each
factor that meet both the cut-o� threshold and the cross-
loading threshold. Values in gray indicate which loadings fall
below the 0.5 inclusion threshold. The bottom row indicates
the cumulative proportion of variance in the original data
accounted for by the two factors.

Factors
Items “Suitable”

“O
bjectionable”

Arbitrary: The label indicates a limited perspective
that favors one aspect or group.

-0.51 0.58

Biased: The label indicates a limited perspective that
favors one aspect or group.

-0.01 0.77

Coherent: The label makes sense in the context of these
documents.

0.82 0.06

Confusing: The label is unclear. -0.54 0.55
Consensus: Most other people would agree with how
I have rated this label.

0.28 -0.02

Contentious: Di�erent people are likely to disagree
about the rating of this label.

-0.04 0.54

Expected: I would anticipate this label being used for
these documents.

0.89 0.09

Insightful: This label enhances my understanding of
the documents.

0.81 0.13

Meaningful: This label aligns with my understanding
of the documents.

0.89 0.08

O�ensive: This label could o�end someone. 0.06 0.78
Sensible: This label makes sense for these documents. 0.91 0.00
Speci�city: People from a particular social group
would agree with this labelling, while others would
disagree.

0.24 0.57

Uncanny: Using this label suggests an understanding
greater than what should be gained by just reading
these documents.

0.11 0.68

Unpredictable: This is not the label I would have
predicted.

-0.57 0.48

Cum. Variance 0.34 0.57

a context “understanding greater than what should be gained by
just reading these documents.”

The following subsection compares the use of the identi�ed
multi-item, two-factor assessment as an evaluation technique against
the use of a single-item measure.

4.2 Topic Labeling Assessment
This paper’s central argument is that the identi�ed multi-item,
two-factor assessment of topic label quality can reveal �ndings
not shown when using a typical single-item measure. To test this
claim, this study o�ers three separate analyses. First, it describes
the identi�cation of a single-item measure to assess performance
of the various labeling techniques, resembling previous evaluation
approaches [3, 11, 69]. Second, it examines coherence score, a quan-
titative measure of topic quality [56, 59]. In contrast to previous
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work, we �nd that coherence scores diverge signi�cantly from hu-
man assessments. Third, it uses our two-factor approach described
above to conduct an analysis similar to the single-item Preferable
measure. Factor values are a weighted average of the items with
the factor loadings as weights. The �ndings highlight di�erences
in the results obtained via the di�erent evaluation metrics.

4.2.1 Single-Item Measure. Previous work has assessed the quality
of topic labeling techniques using a single Likert scale [3, 11, 69].
Thus, we sought a single-item measure against which to compare
the identi�ed multi-item assessment. One way to �nd such an item
is to identify the single item in our current data that most closely
aligns with subjects’ choice of the best labeling technique. In our
data set, that was the Preferable item, which asked subjects to
indicate the degree to which “this label is the best choice among all
possible labels.” The labeling technique with the highest Preferable
score was also selected as best labeling technique over 68% of the
time, higher than any other item. Moreover, we created a series
of binary logistic regression models to test which single item best
predicted the labeling technique that a participant would explicitly
choose as giving the best label. Again, the Preferable item achieves
the best predictive power (McFadden’s pseudo R-squared = 0.18).
Thus, subjects’ response to the Preferable item is used as a proxy
for a single-item measure.

If the single Preferable item is used as the performance metric,
which techniques and corpora yield the best labels? A 4 (labeling
technique) by 3 (corpus) ANOVA tests for such di�erences. The
results show a signi�cant main e�ect of labeling technique (�3,299
= 34.08, p<0.001) and of corpus (�4,299 = 4.65, p<0.009). The results
also indicate a signi�cant interaction between labeling technique
and corpus (�12,299 = 4.46, p<0.001).

A post-hoc TukeyHSD test reveals the nature of these di�erences
(Table 3). Speci�cally, the Mei et al. [69] technique receives lower
Preferable values than any other technique. Also, both Top_n and
TopicSal receive signi�cantly higher preferable ratings than DistSal.
Moreover, all labeling techniques received lower preferable values
for topics from the ASD corpus than for those from the Gunn corpus,
though no signi�cant di�erences emerged with the AP corpus.

In summary, using a single item measure yields three results.
First, the Top_n and TopicSal techniques perform equally well
and better than all others. Second, the Mei et al. [69] technique
performs worse than all others. Third, all techniques perform worse
on the ASD corpus. The following subsections contrast these results
against those obtained using other performance metrics.

4.2.2 Multi-Item,Multi-Dimensional Assessment. This section demon-
strates that the identi�ed dimensions in the multi-item assessment
can reveal di�erences that are not observable using only a single-
item measure. To do so, it adopts the same methods used to analyze
the Preferable item and applies those methods to each factor from
the identi�ed dimensions.

Suitable Factor: As described in Section 4.1, the �rst factor in-
cludes the items Sensible, Meaningful, Expected, Coherent, and
Insightful. Collectively, we interpret this factor as indicating how
“Suitable” participants perceived a given label to be for a given topic.
Running a 4 by 3 ANOVA on the Suitable factor yields results that
are very similar to those for the single-item measure. There is a
signi�cant main e�ect of technique (�4,299 = 42.51, p<0.001) and of

Table 3: Post-hoc comparison, via Tukey’s HSD, of di�erences
between each pair of labeling techniques on the Preferable
item. Each row shows, for one pair, which technique receives
greater Preferable values, the absolute value of the di�erence
in mean Preferable values, and the signi�cance (p-value) of
that di�erence. The Top_n technique is generally the most
Preferable.

Post-Hoc Comparison Di�. p-value

Technique

Top_n > Mei et al. 20.77 <0.001***
Top_n < TopicSal 0.24 1.000
Top_n > DistSal 7.52 0.009**

TopicSal > Mei et al. 21.01 <0.001***

DistSal > Mei et al. 13.25 <0.001***

TopicSal > DistSal 7.77 0.006**Corpus
Gunn > AP 1.79 0.633

AP > ASD 4.86 0.059
Gunn > ASD 6.65 0.008**

Note: *p<.05, **p<.01, ***p<.001.

Table 4: Post-hoc comparison, via Tukey’s HSD, of di�erences
between each pair of labeling techniques on the Suitable fac-
tor. Results are similar to the single-item measure (Table 3),
except that di�erences between the ASD corpus and the other
two corpora have larger e�ect sizes and become more statis-
tically signi�cant.

Post-Hoc Comparison Di�. p-value

Technique

Top_n > Mei et al. 20.65 <0.001***
Top_n > TopicSal 1.49 0.867
Top_n > DistSal 5.30 0.031*

TopicSal > Mei et al. 18.03 <0.001***

DistSal > Mei et al. 14.22 <0.001***

TopicSal > DistSal 3.80 0.020*Corpus

Gunn > AP 0.57 0.931
AP > ASD 7.97 <0.001***

Gunn > ASD 7.40 <0.001***
Note: *p<.05, **p<.01, ***p<.001.

corpus (�3,299 = 12.04, p<0.001), as well as a signi�cant interaction
of technique and corpus (�12,299 = 4.82, p<0.001). A Tukey HSD test
reveals that the results for technique are almost identical to those
for the Preferable item (compare Table 4 and Table 3).

For corpus, the results using the Suitable factor are also similar
to those for the Preferable item, with one minor di�erence. The
magnitude of the di�erence between ASD and AP corpus is greater
for the Suitable factor than for the Preferable item, and this di�er-
ence is statistically signi�cant (p<0.001). These results show how
the Suitable factor behaves quite similarly to a single item measure.

Objectionable Factor : The ANOVA results for the Objectionable
factor, which indicates the degree to which a given label demon-
strates a biased or o�ensive perspective, show a signi�cant main
e�ect of corpus (�3,299 = 22.767, p<0.001).

Tukey HSD results show that the Gunn corpus yields the highest
Objectionable values, followed by the AP corpus, with the ASD
corpus being least Objectionable (Table 5). This result di�ers from
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Table 5: Post-hoc comparison, via Tukey’s HSD, of di�er-
ences between each pair of labeling techniques on the Objec-
tionable factor. Results di�er greatly both from the Suitable
factor (Table 4) and from the single-item measure (Table 3).
These di�erences reinforce the interpretation of this factor
as measuring a distinct aspect of label quality.

Post-Hoc Comparison Di�. p-value

Technique

Top_n > Mei et al. 3.89 0.160
Top_n < TopicSal 1.24 0.911
Top_n > DistSal 0.53 0.993

TopicSal > Mei et al. 2.66 0.488
DistSal > Mei et al. 3.36 0.275

TopicSal > DistSal 0.71 0.981

Corpus

Gunn > AP 3.78 <0.001***

AP > ASD 3.94 0.049*

Gunn > ASD 11.32 <0.001***
Note: *p<.05, **p<.01, ***p<.001.

that with the Preferable item, which does not show a signi�cant
di�erence between the AP corpus and the Gunn corpus. To clarify,
this does not mean that participants perceived the topics from these
corpora as more biased, o�ensive, etc. Rather, it means that they per-
ceived the labels applied to them by our various labeling techniques
to be more biased, o�ensive, etc. Such di�erences demonstrate how
our two-factor assessment can reveal insights beyond those derived
from a single-item measure.

4.2.3 Participant Demographics and Individual Characteristics. The
questionnaire items pertaining to labels being biased, o�ensive, etc.
were informed by recent work around bias and fairness in ML and
AI [6, 101]. Often, such cases go beyond quanti�able approaches to
fairness[23] to incite contentious disagreements about the accuracy
or correctenss of an algorithmic system [4, 35, 93]. Many such
disparities occur along demographic lines, often related to race
and/or gender [4, 6, 48, 60, 93, 98]. Prior work has also found that
an individual’s demographics can in�uence both their awareness
and their perceptions of such situations [49, 100, 102]. Thus, this
section tests which, if any, of the two factors identi�ed above may
vary signi�cantly according to demographics of the human raters.

To do so, we construct a series of linear models, with human
raters’ demographics as predictors. Familiarity with the material
in the documents was quantized as low, medium, or high via three
equal quantiles. The �rst model uses demographics to predict the
single-item preferable score, while the other two models each pre-
dict one of the two factors from above (i.e., Suitable or Objection-
able). Models were constructed via forward stepwise selection, re-
sulting in the most parsimonious model. A likelihood ratio test
shows that there is no signi�cant di�erence between the �nal se-
lected model and the full model. Table 6 shows the coe�cients,
signi�cance values, and R-squared for each of the three models. We
see that demographics alone better predict the Objectionable factor
than they do the Suitable factor or the Preferable item.

These results show two overall trends. First, greater familiarity
with a given corpus predicts higher ratings on the Preferable item
and on the Suitable factor. Similar to Sen et al. [88], greater familiar-
ity with the material in the documents enabled participants to see
more easily relationships between the labels and the documents.

Table 6: How each demographic item (left column) predicts
changes in each performance metric (top row). Each cell
shows coe�cients from the selected model, i.e., the e�ect
that a one-unit increase in each predictor has on each per-
formance metric (or, in the case of a categorical variable, the
e�ect of a change from the reference level). Cells with “n/a”
were excluded during model selection. The last row of the
table shows the R-squared of each model.

Metric Preferable Suitable Objectionable
Familiarity (low) -7.74*** -6.12*** -4.15**

Familiarity (high) 6.29** 6.37*** 12.30***

Married 5.63 ** 5.79 *** 7.21***

Education n/a n/a 11.30***

Person of Color n/a n/a 9.03***

Birth Sex (Male/Man) n/a n/a 2.67***

R-squared 0.045*** 0.056*** 0.241***
Note: *p<.05, **p<.01, ***p<.001.

This pattern can also be seen in the signi�cant e�ect of education
on Nonsensical ratings. It is unclear, though, why being married
would predict higher ratings on all metrics. Similarly, prior work
provides little insight as to why male respondents would rate labels
as more Objectionable [49, 100, 102].

Second, greater familiarity and higher educational attainment
both predict higher Objectionable ratings. Likely, those with greater
familiarity or more education are more perceptive of the poten-
tial for bias [100, 102]. Furthermore, respondents of color (those
who indicated a racial category other than white) provided higher
Objectionable ratings. This �nding aligns with prior work, which
shows that members of minority racial or ethnic groups are more
perceptive of bias [49, 100–102]. It also reinforces our interpreta-
tion of the Objectionable factor as indicating a limited or biased
perspective.

4.2.4 Coherence Score. Assessing topic modeling can be done
through various computational techniques; e.g., silhouette [63, 68],
UMass and normalized pointwise mutual information (NPMI) co-
herence score [59, 83]. These computational metrics can be applied
to topic labeling as well, as long as labels are set of terms [1, 28].
Normalized Pointwise Mutual Information (NPMI) Coherence score
is a common topic modeling assessment approach. NPMI coherence
score captures the mutual information of pairs of words. Coherence
score increases if terms of a label co-occur more in a corpus.

Prior work has found measures of topic coherence that align
well with human assessments of topic quality [30, 56, 59, 75]. Thus,
it has been suggested that coherence can be used as an automated
form of topic quality assessment. Here, we test whether coherence
can be used to assess topic label quality.

We found only a weak relationship between coherence scores
and the single Preferable item. A statistically signi�cant correlation
occurred only in the AP corpus (A=0.46, p-value=0.02). Contrast this
with the correlations found by Lau et al. [59] of A=0.6 and higher.
Unlike the single Preferable item, coherence showed no statistically
meaningful relationship with the label chosen as best by human
subjects, neither in a single corpus nor aggregated across corpora.
Moreover, the best label according to human subjects receives the
highest coherence score only 30% of the time. Since coherence scores
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di�er drastically from human assessment here, the above analysis
only compares the single Preferable item against the identi�ed
dimensions of human assessment.

5 DISCUSSION
The results of this study provide empirical evidence that human
assessments of topic labeling quality involve multiple dimensions
(H1). Of the three potential dimensions considered, we found evi-
dence for two dimensions: Suitable (sensible, meaningful, etc.) and
Objectionable (biased, o�ensive, etc.). We did not �nd evidence for
a third dimension relating to unexpected but informative insights.
Further analysis using these two dimensions reveals di�erences
that were unobservable using a single item measure or traditional
performance metrics (H2).

This discussion considers in greater detail the relationship be-
tween single-dimension metrics and multiple dimensions of per-
formance. It then o�ers both interpretations of these results and
implications for research on human perceptions of topic modeling
and of machine labeling more broadly. It concludes by noting how
this study’s limitations could be addressed in future work.

5.1 A Single Metric vs. Multiple Dimensions
The above results highlight several di�erences between a single
metric (either human-assigned or computational) and multiple di-
mensions of human assessment. According to the single Preferable
item, the di�erence between labels for topics from the AP corpus
and labels for topics from the ASD corpus only approaches sig-
ni�cance (di�=4.86, p=0.059). However, according to the Suitable
factor, that same di�erence is both larger and statistically signi�cant
(di�=7.97, p<0.001). Furthermore, the single Preferable item shows
no di�erence between labels for topics from the Gunn corpus and
those from the AP corpus (di�=1.79, p=0.633), but the Objectionable
factor does reveal a signi�cant di�erence (di�=3.78, p<0.001).

In line with recent work [45], there was little relationship be-
tween human assessments and NPMI coherence scores [30, 56, 59,
75], despite the latter often being used as a quantitative metric for
topic quality. Put di�erently, the identi�ed dimensions reveal dif-
ferences that were not detectable using only a single item measure
or using existing performance metrics (H2). These previously unde-
tectable di�erence help understand how topic labeling techniques
perform di�erently across di�erent corpora.

Finally, we identify how individual characteristics of the human
raters relate to their assessments of labels. For example, participants
who had less familiarity with the content in the documents rated
labels as less Suitable and less Objectionable. Also, participants who
identi�ed as persons of color were more likely to perceive labels
as more Objectionable than were white participants. Such results
o�er another example of di�erences that can be observed using
multidimensional assessment but not using a single-item measure.

5.2 Interpretation and Implications
We now consider potential explanations for and interpretations
of these �ndings. Some of the most notable results relate to the
Objectionable factor. For example, labels for topics from the Gunn
diaries were perceived as more Objectionable than labels for topics
from the other corpora (Table 5). This di�erence may have occurred

in part because Gunn’s diaries often included judgmental and, at
times, disparaging remarks about other people. Such remarks may
have led participants to perceive all labels for a given topic as
biased, o�ensive, etc., regardless of the computational technique
used to generate the label. Also, labels for topics from the AP corpus
were seen as more Objectionable than those from the ASD corpus
(Table 5), perhaps because the issues covered in the AP documents
(terrorism, apartheid, etc.) are highly contentious.

As one possible interpretation, human annotators (here, MTurk
workers) may have rated the content itself rather than the appli-
cation of a label. For instance, participants may have rated news
articles in the AP corpus higher on the Objectionable factor not
because of the topic label that was applied to it but because of the
underlying content in those articles themselves (e.g., politics, ter-
rorism). However, the wording of the items themselves emphasized
either the label itself or the application of the label to the content
(e.g., “O�ensive – This label could o�end someone.”), decreasing
the chance that participants were rating the underlying content.

As noted above, the analyses did not provide evidence to support
a third dimension for labels that provided unexpected insights.
Although the Kaiser rule [52] suggested a three factor solution,
manual inspection of a three factor solution found that none of
the factors aligned with the expected third dimension. This result
may have occurred because the subjects in this study were not
comparable to the social science or digital humanities researchers
whose work informed the expectation of this third dimension [7,
36, 72, 95]. Including more related items could make this dimension
easier to detect. Alternatively, this null result may suggest that the
Suitable and Objectionable factors alone su�ciently captured the
patterns of human subjects’ assessments of topic labeling quality.

Analyses of the demographics of the participants shows respon-
dents of color rated labels higher on the Objectionable factor than
didwhite respondents. As noted above, members of minority groups
are often more adept at perceiving bias and thus at noting the po-
tentially disagreeable or o�ensive nature of a label [49, 100, 102].
Similarly, Woodru� et al. [101] found that members of populations
usually discriminated against by algorithmic systems have di�erent
views about what constitutes fairness in those systems, and that
those views may di�er from developers’ conceptions of fairness
or bias. However, prior work on human assessments of machine
labeling quality, e.g., in topic modeling [20, 59, 69, 83], has not con-
sidered how such variability among participants can in�uence their
perceptions of quality.

Thus, this work both addresses that gap and contributes to a
growing body of �ndings suggesting that researchers must account
more fully for the complexity involved in topic labeling and perhaps
topic modeling or other labeling techniques as well [14, 17, 86,
87, 92, 97]. Put di�erently, we must develop means of assessing
performance that go beyond asking whether a given data point is
assigned the correct label4.

That said, existing metrics of topic labeling performance should
not be completely abandoned. The relative speed and ease with
which ML performance can be assessed helps enable rapid iterative

4Hopkins and King [43] make a related argument that correct labeling of each in-
dividual data point is often less important than accurate assessments of the overall
proportion of each label in a data set. However, they do not focus on subjective human
perceptions, neither of those overall proportions nor of individual labels.
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improvement. In contrast, conducting a human assessment for every
small change (e.g., adjustments to feature extraction, or hyperpa-
rameter optimization) would prove both time and cost prohibitive.
Instead, developers could focus �rst on optimizing the ML perfor-
mance metric(s) of choice �rst, then conduct a human assessment
later on. Doing so at crucial moments in the development process,
rather than after a system has been implemented and deployed,
may help identify egregiously Objectionable (biased, o�ensive, etc.)
labels before they occur in production systems [4, 5, 40, 93, 106].

As another option, focused studies could examine relationships
among these easily calculable performance metrics and more labor-
and time-intensive human assessments. For example, signi�cant
prior research in topic modeling has examined relationships be-
tween human perceptions of quality and various measures of coher-
ence [56, 59, 75], However, in line with more recent work [45], this
study found little evidence of correlation between coherence val-
ues and human assessments of label quality. Rather than abandon
coherence as a quality metric for topic modeling, it may instead
be more bene�cial for future research to examine what factors
in�uence the correlation between coherence and perceived qual-
ity. Might this relationship depend upon, for instance, the kind of
corpus being analyzed (modern vs. archaic, formal vs. informal,
blogs vs. Wikipedia articles, etc.), attributes of the human asses-
sor (race, gender identity, familiarity with the content, etc.), or
other factors? Moreover, as suggested by the results present here,
quality may be multifaceted. A given label may seem both well
suited yet simultaneously o�ensive or biased. Some labels or topics
may seem initially confusing but, upon further inspection, reveal
unanticipated insights [cf. 7]. Put di�erently, these results suggest
that the kind of multi-dimensional, human assessments of perfor-
mance presented here should be explored further in future work.
Doing so will provide a deeper understanding of the relationships
between e�ciently calculable performance metrics and complex
human perceptions of performance.

5.3 Limitations and Future Work
This work’s primary limitations include the data sets used, the
speci�c task involved (topic labeling), the dimensions of quality,
and the speci�c annotator population.

First, we intentionally selected corpora with diversity along a
variety of dimensions. That said, it would be valuable to attempt
replicating these results with di�erent corpora. While the relative
performance of di�erent labeling techniques is somewhat informa-
tive, perhaps more important is determining whether the underly-
ing factors here generalize to other corpora.

Second, this study tested three speci�c dimensions of label qual-
ity and found evidence supporting two of those dimensions. Al-
though expectations about these dimensions were informed by
prior work, it is possible that a variety of other dimensions may
be measurable. Put di�erently, while the results here demonstrate
that there are di�erent dimensions to human perceptions of topic
labeling quality, the results do not imply that these are the only mea-
surable dimensions of topic labeling quality. Future work should
explore whether there are other dimensions of labeling quality.

Third, we must also keep in mind who exactly the human partici-
pants are who provided the assessments. While MTurk workers can

provide a convenient and reliable source of annotations [91], such
annotations can also di�er from those made by experts [88]. This
point is echoed by our �ndings regarding the in�uence of individual
characteristics, especially familiarity, on participants’ ratings. Thus,
future work is required to understand how assessments of topic
labeling – both in terms of relative performance among techniques
and in terms of the internal factor structure of those ratings – may
di�er among di�erent audiences.

Finally, it would be valuable to test whether these dimensions
generalize to other kinds of topic modeling or labeling tasks. One
could envision similar human subjects assessments of, e.g., sen-
timent analysis [61], image captioning [25, 53], machine transla-
tion [77], political partisanship [22], image manipulation detec-
tion [10, 73], or other tasks. Some work has already applied such
a perspective to politeness detection [42], though using a simple
three-point scale (polite, neutral, and impolite) rather than a multi-
item assessment. Such work can help understand more fully the
relationship between performance metrics and human assessments.

6 CONCLUSION
This paper presents empirical evidence that human perceptions
about topic labeling quality have multiple dimensions (H1). The
identi�ed dimensions align with expectations informed by prior
work on potential social aspects of machine labeling [4, 17, 86,
87, 92, 93, 101]. Data were gathered from human subjects rated
automatically generated labels from a variety of techniques for
labeling topics in topic modeling results [21, 69]. EFA identi�ed
two latent dimensions to human assessments: whether a label was
Suitable and whether it was Objectionable.

Analysis of the di�erent topic labeling techniques using these
two dimensions reveals �ndings that would not have been de-
tectable otherwise, neither using a single-item measure nor using
traditional computational performance metrics. On the one hand, a
single-item measure generally aligns with perceptions of how Suit-
able a label is — that the label is sensible, meaningful, or expected
given the text to which it is applied. On the other hand, perceptions
of suitability are distinct from perceptions of how Objectionable a
label is — that the label may be seen as biased, o�ensive, or likely
to spark disagreement when applied to the given text. However, we
�nd that a common computational performance metric (NPMI co-
herence [59]) diverges from both dimensions of human assessment.

While this paper focuses on topic labeling techniques, future
work should test the use of human assessments in topic modeling
and in other labeling tasks. [e.g., 10, 22, 25, 53, 73, 77]. Doing so
will help assess robustness and generalizability, both of the speci�c
items used to gather ratings from human subjects, and of the two
underlying dimensions identi�ed here in human assessments of
topic labeling performance.
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