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Abstract

The Low/High Index of Pupillary Activity (LHIPA), an eye-tracked measure of pupil diameter oscillation, is redesigned and im-
plemented to function in real-time. The novel Real-time IPA (RIPA) is shown to discriminate cognitive load in re-streamed data
from earlier experiments. Rationale for the RIPA is tied to the functioning of the human autonomic nervous system yielding a
hybrid measure based on the ratio of Low/High frequencies of pupil oscillation. The paper’s contribution is drawn from provision
of documentation of the calculation of the RIPA. As with the LHIPA, it is possible for researchers to apply this metric to their own
experiments where a measure of cognitive load is of interest.
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1. Introduction & Background

Eye movement recording, including pupil diameter as a matter of course, has been extensively used in Human
Computer Interaction (HCI) and offers the possibility of understanding how information is perceived and processed
by users. Hardware developments have allowed gaze recording to enter common usage as a control modality (e.g.,
available as standard Eye control setting in Windows 10). However, the connection between real-time eye movement
measures and cognitive state has been largely under-exploited in HCI [34].

In particular, cognitive load, as classically introduced by Sweller [31, 32] and its indication through gaze-based
metrics, has generated considerable interest in a variety of human factors settings, including linguistics tasks, reading,
visualization [33], among many others [25, 3, 15, 12, 26, 18, 20, 36]. As noted by Fridman et al. [10], the breadth
and depth of the published work highlights the difficulty of identifying useful measures of cognitive load that do not
interfere with or influence behavior. Apart from gaze-based metrics, various other measures include the Paas scale,
the NASA Task Load Index (NASA-TLX), the Cognitive Load Component Survey, the SOS scale, and others [13],
although some of these are largely subjective. Gaze-based metrics are attractive due to their objective quality, but
often require fairly structured experimental design, not to mention use of an eye tracker which may include restricted
procedures, e.g., reduced head movement, specialized stimulus, etc. Other less restrictive but still gaze-related metrics
can include blink rate and blink entropy [5], metrics which can rely on less specialized hardware such as webcams.

A specific need identified by Cho [5] is continuous, or real-time, detection of cognitive load. According to Hutt
et al. [16], while real-time gaze-based models of attention are increasingly prevalent, apart from blink rate, closed-
loop attentionaly-aware technologies are still sparse. They showed a gaze-based means of detection of mind wandering
using a commercially available off-the-shelf eye tracker. They used 57 global eye movement features computed from
the time series of fixations and saccades to characterize general gaze patterns independent of the displayed content.
Interestingly, this approach relies on a 18-30 second time window for mind-wandering detection. While this approach
can be considered continuous, a 30 second history (e.g., buffer) introduces a fairly significant delay in estimation
of real-time cognitive state. Real-time objective measures of attentional states are therefore essential. In the present
paper, the goal is to use a one second buffer to estimate cognitive load through pupil diameter oscillation.

With the aim of moment-to-moment assessment of cognitive load, Duchowski et al. [8] introduced the Low/High
Index of Pupillary Activity, or LHIPA, a wavelet-based algorithm inspired by Marshall’s [2000, 2002] Index of Cog-
nitive Activity (ICA), and Duchowski et al.’s [2018] implementation of their IPA. All three, ICA, IPA, and LHIPA, an-
alyzed pupil diameter oscillation, reflecting moment-to-moment pupil diameter changes as captured in the frequency
spectrum by the wavelet transform. IPA sensitivity was reported under restricted (fixed-gaze) conditions during perfor-
mance of mental arithmetic, while the LHIPA was shown to distinguish cognitive load during execution of an n-back
(1- and 2-back) task with gaze fixed at specific screen coordinates. The LHIPA also yielded significant results in a less
restrictive eye-typing task where the eyes were free to move to effect key entry.

However, both the IPA and LHIPA were analyzed off-line, with the entirety of the pupil diameter signal available
to the Discrete Wavelet Transform (DWT). This is important, as the longer the signal duration, the greater the number
of frequency bands available for analysis (specifically log, n where n is the signal length). Moreover, even if the trial
length was short (e.g., two seconds), because the analysis was carried out off-line, no indication was made regarding
its computational latency. Because the DWT is a pyramidal transform, it relies on successive (and hence sequential)
application of scaling (¢ ;) and wavelet (i ;) functions. Using filters such as symlet-16 wavelets (of length 32), means
that at least 2x32x.5log,(n) operations are required to compute the LHIPA. For a signal of n = 1024 (just over 2
seconds captured at 500 Hz) would require 320 operations which is likely to incur some delay. Therefore, the wavelet
approach is considered inappropriate for real-time use. In this paper, we propose a mathematically similar operation
based on cleverly tuned Savtizky-Golay smoothing and differentiating filters to effect a similar low- to high-frequency
ratio computed by the LHIPA, but in a fraction of the computational demand.

2. Implementation of the Real-Time IPA

Implementation of the RIPA follows Duchowski et al.’s [2018, 2020] IPA and LHIPA, both inspired by the ICA
[22, 4]. All three metrics were based on wavelet analysis.
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Although all three of the ICA, IPA, LHIPA metrics showed moderately good results under varying conditions (e.g.,
fixed-gazed number counting, n-back, eye-typing), wavelet analysis is not well suited for real-time implementation.
The problem with wavelets is that to analyze the input signal at low resolution for the low- to high-frequency (LH/HF)
ratio of the LHIPA, successive applications of the scaling and wavelet functions are used sequentially, which is slow.
For real-time use, the Savitzky-Golay filter can be used to obtain both low- and high-frequency analysis of the signal
directly, and in parallel. To better explain the perhaps mathematically nuanced but critically important underlying
processes, both types of analyses are given below for completeness.

2.1. Wavelet Analysis of the Pupil Diameter

Mathematically, the DWT shares its analytical characteristics with the Fourier Transform (FT), and offers spectral
analysis of a given input signal x(f). The FT requires the entire length of the signal in order to model the signal
by sine and cosine basis functions at different wavelengths. The DWT does something similar, but enjoys spatio-
temporal processing advantages due to its so-called compact support meaning that the wavelets themselves are Finite
Impulse Response (FIR) filters of typically short length (as opposed to the infinite sines and cosines used by the FT).
The Wavelet Browser! lists several popular wavelet “families”, e.g., Haar, Daubechies, Symlets, and others, where
each can be inspected and where filter coefficients can readily be obtained. For example, the Symlet family of filters
contains filters of varying length, ranging from 2 upwards.

Short filter lengths are essential for real-time implementation. Because of their short filter length, it would appear
that wavelets would be suitable for real-time use. However, in the case of LHIPA, where the ratio of the low- and
high-frequency filter responses is needed, the low-frequency response from the DWT is only available at higher levels
of its multiresolution pyramid (the DWT is known as a pyramidal transform). These lower levels of the transform
are produced by the DWT’s cascaded use of its scaling function, ¢;; in combination with the wavelet function .
The DWT is therefore a sequential process: first, approximate the input signal x(#) with the scaling function ¢ ;;:
xé_l(t) = > (b‘,ﬁxé(Zt + k), then, analyze the signal with the wavelet yr;;: xé_l(t) = > lﬁ‘,ﬁxé(Zt + k), and repeat at
successive resolution levels j, where integral powers of 2 are used in the decomposition of the wavelet. The importance
of the use of integral powers of 2 are evident when indexing wavelet coefficients at different scales, i.e., when obtaining
the pointwise low/high coefficient ratio.

For the high frequency component, Duchowski et al. [8] chose j = 1 and for the low, j = %log2 (n), the mid-
level frequency octave with log, () number of octaves. The LF/HF ratio is thus: x;,/ 2low ™ gy x, (212108 (1) where
21/2102, Wy in the denominator is the scale factor of the index into the high frequency signal when iterating over the
(shorter) low frequency component. Remember that the length of the wavelet coefficient signal (array) at each lower
resolution level is half that of the previous higher level of resolution. Hence, while iterating over the lower frequency
signal, the index must be multiplied by raising 2 to the power of frequency octave level being processed.

Note that the LHIPA is a ratio of low to high frequency, with high frequency response expected to increase with
cognitive load (task difficulty), thus LHIPA decreases with increased cognitive load, the reverse of the IPA response.
Notice also that the filtering operation (i.e., convolution) by ¢ is needed at every step because analysis of the signal
at increasing levels of resolution j is performed on subsequent approximations xé(t) to the original input x°(f).

Since the LHIPA was found to be a more robust indicator of cognitive load to the IPA, why is the DWT not
appropriate for its real-time implementation? The reason is because the LHIPA used a mid-level resolution level
(known as octave) for the low-frequency numerator. This means that to obtain this signal, earlier combinations of the
scaling and wavelet functions must have been employed. Even with short wavelet filters, using them in successive
sequential operations is analogous to extending the scaling function ¢ ;; in length so that it acts as a longer, smoothing
filter. And so the question then is whether a filter can be used to directly obtain a similar low-frequency response
without having to execute the underlying sequential convolutions involved in the DWT.

The key observation required to bypass the DWT is that in effect all that the DWT is doing in computing the wavelet
coefficients is merely differentiating the signal at successive levels of approximation (resolution). Hence, instead of
the DWT, is there another filter that can be used to differentiate the input signal and at the same time be tuned to

! http://wavelets.pybytes.com
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Fig. 1: Savitzky-Golay filter responses: (a) the raw pupil diameter signal (scaled to fit), (b) the low frequency response (g"), (c) the high frequency
response (g*), (d) the low- to high-frequency ratio g¥/g*. Text at bottom left indicates the real time, number of pupil diameter elements processed
thus far, and the real-time (normalized) RIPA (see text, §2.4).

different frequencies? The Savitzky-Golay filter is such a candidate as it performs both smoothing and differentiating
operations in one step, depending on which parameters one chooses for the filter coefficients.

For the last stage of IPA and LHIPA computations, sharp points of variation are found in either signal via modulus
maxima detection, then universal thresholding is used to include (IPA) or exclude (LHIPA) outliers. Instead of ‘hard’
thresholding for IPA, ‘less’ thresholding is used for LHIPA wherein data is decimated if above the threshold while
lesser values pass untouched. Unlike the IPA, smaller LHIPA response is expected for greater cognitive load. In
both cases, the number of remaining coefficients is counted to produce either the IPA or LHIPA. A similar counting
operation is performed following Savitzky-Golay filtering, as detailed below.

2.2. Savitzky-Golay Signal Differentiation

In part due to Andersson et al. [1] and Nystrom and Holmgqvist [24], the Savitzky-Golay filter has become very
popular for velocity-based eye movement event detection [7], i.e., detection of saccades and consequently fixations in
the eye movement signal. Why is this so? Early on, Duchowski et al. [6] showed that velocity-based eye movement
analysis could easily be implemented with very short filters, of length 7, 5, and even 2, where filters of length 2
(“2-tap”) were sufficient to differentiate the eye movement position signal to compute velocity. Indeed, the simplest
2-tap velocity filter with normalized coefficients {—1/ V2,1 / \/z} is (coincidentally) the Haar wavelet. However, short
filters are more susceptible to noise, hence some element of signal smoothing is often needed to ameliorate filter
response, e.g., either smoothing the signal beforehand (what the wavelet scaling function effectively does), or cleverly
incorporating the smoothing step within the differentiation (what the Savitzky-Golay filter does).

In their seminal paper, Savitzky and Golay [29] gave a method of data smoothing and differentiation by a simplified
least-squares polynomial approximation. They showed that fitting a polynomial to the input and evaluating the result
at a single point within the approximation interval is equivalent to convolution with a fixed impulse response. They
also showed how this least-squares technique can be applied for determining the signal derivative.

Least-Squares Smoothing & Differentiation. A Savitzky—Golay filter determines the best mean-squares fit of a poly-
nomial of degree n through 2m + 1 data samples (n < 2m + 1). For a sequence of samples x(¢), and 2m + 1 filter
coefficients a; of a polynomial p, centered at 1 =0, are obtained by: p(f) = >};_, apt® = ag + a1t + ... + a,t" with first
derivative: dp(t)/dt = ay + 2axt + 3a3t> + ... + na,r~' = Py kay*~! where ¢ € [-m, m] and m is referred to as the
“half width” of the approximation interval.

The least-squares criterion necessitates that the sum of squares of the differences between the observed sam-
ples x(¢) and their approximations p(r) be a minimum over the given interval: &, = X/_, (p(f)— x(0))? =

2
m (ZZ:O att — x(t)) Minimization of the mean-squared approximation error &,, is done in the same manner for
any other group of 2m + 1 input samples centered on r=0.
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Fig. 2: Visualization of the real-time RIPA: (a) the raw pupil diameter signal (scaled to fit), (b) the modulus maxima of the low- to high-frequency
ratio, (c) the adaptive threshold used to detect the RIPA, with bounds above and below the modulus maxima. Text at bottom left indicates the real
time, number of pupil diameter elements processed thus far, and the real-time (normalized) RIPA (see text, §2.4).

Optimal coefficients of the polynomial are found by partially differentiating &, with respect to each of the n + 1
unknowns and setting the corresponding derivative to 0. Interchanging the order of the summations gives a set of n+ 1
equations in n + 1 unknowns which are known as the normal equations for the least-squares approximation.

Coefficients are computed by expressing the normal equations in matrix from [30]. The (2m + 1)X(n + 1) matrix
A ={a,;} is called a design matrix for the approximation, with matrix elements ,; = tf,-m<t<m,andi=0,1,...n.
The transpose of A is AT ={a;,} and the product matrix B=ATA is an (n + 1)X(n + 1) symmetric matrix with elements

Bix=2"_ itk = Brifori=0,1,...nand k = 0, 1, ...n, which are the coefficients for the normal equations.
Defining the vector of polynomial coefficients by a = [ag, a1, . ..,a,]” and the vector of input samples by x =
[x(=m), ..., x(=1),x(0), x(1),...,x(m)]”, the normal equations can be rewritten in matrix form: Ba = ATAa = ATx

with solution: a = (ATA)"'!ATx = Hx that gives the sought polynomial coefficients. Since the output for the input
samples centered on ¢=0 is ay, only this coefficient is needed. Coefficient aq is the 0" row of the matrix H. Matrix H
is a (n+ 1)x(2m+ 1) matrix, and can be written as H = (A" A)~'A” which only depends on n and m and is independent
of the input samples. Therefore, the same weighting coefficients are obtained for any 2m + 1 input samples, yielding
least-squares minimization as a shift-invariant discrete convolution.

Savitzky-Golay Filter Properties. Of specific interest to using the Savitzky-Golay filter for the purpose of signal dif-
ferentiation at different frequencies, to mimic the effect of wavelet analysis, is to examine the filter properties, e.g.,
noting the filter’s impulse response. In particular, the nominal normalized cutoff (3 dB down) frequency f, = w./n,
depends on both the implicit polynomial order »n and the length of the impulse response (2m + 1). To quantify the
frequency-domain behavior of Savitzky-Golay filters, Schafer [30] computed impulse responses for various combina-
tions of n and m for 0 < w < 7. Short filters e.g., with m < 6, are preferred for real-time usage, and cutoff frequencies
for filters with m = 2,3,...,6, for n = 2,4,6,8, 10, see Schafer [30]. For longer filters, specifically for filters with
m > 25 and n < m, Schafer provides a linear model of filter response, f. = n+ 1/3.2m — 4.6, m > 25, n < m, and
points out that selection of a given cutoff frequency f, through selection of different combinations of n and m is an
often overlooked feature of the Savitzky-Golay filters.

Indeed, the filter cutoff frequency selection feature is the key to mimicking the low- to high-frequency ratio ob-
tained by the wavelet analysis of LHIPA. To roughly approximate the ratio computed by the wavelet expression
given above, the goal is to compute the ratio of responses from two Savitzky-Golay filters computed in parallel,
()=, &t =X () XL, & (t — k)xi(t) where x(t) is the raw data, %(r) is low-pass filtered data, processed with
a Savitzky-Golay smoothing filter, g(r) = X};_, axt*, are the Savitzky-Golay differentiation filters with —m <n <m,
and g” and g* are each tuned to the low- and high-frequency cutoffs, respectively, by careful selection of polynomial
order n and filter length m. For example, selecting m =6, n=2 yields cutoff frequency f. = 0.165 and thus a lowpass
response for g7, and selecting m=6, n= 10 yields cutoff frequency f.= 0.681 and thus a highpass response for g*. The
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output signal x can then be subject to similar modulus maxima detection as performed in computation of the LHIPA
but at a reduced computational cost.

Visualization of the filter responses (g, g*), and the low- to high-frequency ratio (g¥/g*) is given in Fig. 1 captured
during real-time playback of a previously recorded signal.

2.3. Usage of Ring Buffers to Effect Real-Time Filtering

The obvious advantage of offline analysis is the availability of data in its entirety. For example, a 2-second eye-
tracking trial, sampled at 500 Hz yields 1,000 data points that can be analyzed over the whole course of time that the
data represents. Real-time analysis, in contrast, relies on a temporary buffer that is necessarily of limited length, e.g.,
a double-ended queue (deque or ring buffer) serves the purpose.

The real-time nature of RIPA relies on several ring buffers, one each to hold: (1) raw data, x(¢), (2) low-pass filtered
data, X(1), (3) low frequency response, g"(f), (4) high frequency response, g*(¢), (5) low- to high-frequency ratio,
x(t) = g¥/g"(¢), as above, (6) modulus maxima of the low- to high-frequency ratio, m(z), (7) an approximation to the
universal threshold, A(7). Buffers holding raw data, x(¢), low-pass filtered data, (), low frequency response, g"(f),
high frequency response, g(¢), and the low- to high-frequency ratio, x(r)=g"/g*(¢), are computed as above.

The modulus maxima of the low- to high-frequency (LF/HF) ratio, m(¢), is computed similarly as per Duchowski
et al. [2018, 2020], with one exception. For each point in the LF/HF ring buffer, the modulus maximus is either
m(t) =sgn(x(1))||x()|| if |x(¢)| is larger than its two closest neighbors, and strictly larger than at least one of them [21],
ie., [x(@—1)| < |x(@®)| > [x(+1)| and |%(t—1)| < |[%(2)| or |x(¢)| > |%(¢+1)] where sgn (k(?)) is used to preserve the sign
of the LF/HF ratio, or m(t) is set to 0, see Fig. 2. The use of sgn (-) is the exception to what was done by Duchowski
et al. [8] since it preserves the positive and negative direction of the LF/HF ratio. This is mainly used for visualization
purposes, where two symmetrical thresholds are rendered as the lower and upper threshold bounds.

LHIPA relied on computation of the universal threshold to preserve wavelet coefficients [22], i.e., 1 = 6 /21log, n
where n is the signal length (wavelet array or in the present case the ring buffer), and 4 is the standard deviation of the
modulus maxima, m(f). The universal threshold is often used in orthonormal regression [11], e.g., at multiple scales
of the wavelet transform. In the present case since in effect there is only one level (octave) of the signal, a simpler
threshold can be used, namely, A = w§ where & is the standard deviation of the modulus maxima m(¢) as before, and
w = (1/0.6745)? is a scalar set to approximate the wavelet universal threshold as per He et al. [14]. Using (m(t)) to
represent the median of the modulus maxima, RIPA is obtained as the number of occurrences of the low- to high-
frequency ratio signal x outside the bounds defined by the median =+ threshold A, or more formally, with | - | indicating
absolute value, C(x) = X, 6(Ix(9)l, |x(1)| > (m(r)) + A) over the length of the buffer n, and (i, j) is the Kronecker
delta defined to be 1 if i = j and O otherwise. For visualization purposes, symmetrical thresholds are set with respect
the running median of m, as shown in Fig. 2: A* = (m) + A, 4~ = (m) — A.

The length of all buffers is the same and is set arbitrarily, but can reasonably be set to 1 second worth of data, e.g.,
to a length of 250 for a signal sampled at 250 Hz. Incidentally, using buffers holding 1 second’s worth of data will
yield RIPA as the frequency of occurrence (of pupil oscillation) per second, similar to what iBoehm-Davis et al. [4]
used in their computation of the Index of Cognitive Activity (ICA), suggesting that doing so provides a common basis
for comparison between individuals, groups of individuals, single and multiple events.

2.4. RIPA Normalization

RIPA, C(x), responds similarly to LHIPA, i.e., it decreases with increased pupillometric oscillation (presumed to
indicate increased cognitive load). The inverse relation of RIPA to cognitive load is unwieldy. However, because RIPA
is clearly bound by the length of the buffer, meaning that acting as a counter, it can range from either the minimum
(0) to a bounded maximum (|x|). Therefore, RIPA can be normalized and inverted as well. That is, ¢ X)) =1-C(x)/n
where C is normalized, C €0, 1], and directly proportional to pupil diameter oscillation, and hence cognitive load.

3. Empirical Validation

To evaluate RIPA and compare it to the earlier LHIPA response, data from Duchowski et al. [8] was re-analyzed
using RIPA. To simulate real-time processing, the data was re-streamed using StreamingHub as per Jayawardana et
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Fig. 3: Differences in mean RIPA response between baseline and tasks: (a) depending on trial block; (b) depending on time-on-task; (c) depending
on accuracy of responses; and (d) depending on time-on-task moderated by accuracy.

al. [17]. StreamingHub reads data from the original file into memory (in this instance CSV data) and streams the data
according to information contained in Findable, Accessible, Interoperable, and Reusable, or FAIR [35], metadata,
which stipulates the streaming rate. When streaming, the RIPA simulation accepts a new pupil diameter sample at the
specified streaming rate. This sample is appended to the ring buffer which is then convolved with the low- and high-
frequency response filters g7, g*), to compute the the low- to high-frequency ratio (g¥/g*) for the given timestamp.

Experimental Procedure. Introduced by Kirchner [19], the n-back task was used to establish a connection between
task difficulty and active working memory [31]. Duchowski et al. [8] used the n-back task with a gaze fixation point
shown at five (5) different locations on the screen to evaluate potential effects of the distortion of the apparent off-axis
pupil. Their experiment followed the n-back experimental protocol described by Appel et al. [2], who used the ICA
[22] as a feature of their cross-subject classification of cognitive load. The n-back task, from which data is re-analyzed
here, consisted of a randomly generated sequence of letters from the set L={C, F, H, S’} shown one after another, each
for a duration of 0.5 seconds with an inter-stimulus duration of 1.5 seconds. Each letter and inter-stimulus period thus
constituted a 2 second trial. Within each trial, participants were asked to state whether the currently shown letter was
the same as the one # trials before (n={1, 2}) by pressing one of two keyboard buttons.

Participants completed five blocks of each of the 1- and 2-back task. Each of the five blocks displayed the target
stimulus (letter) at one of five positions on the screen: center, top-left, top-right, bottom-right, or bottom-left. Each of
the 1- and 2-back task was preceded by a baseline task with a fixation cross positioned at the point where the stimulus
letters would appear and lasted for 30 seconds.

With the exception of the center block, the remaining 4 blocks were at 10° visual angle from center along each
of the x- and y-axes. The order of the 1- and 2-back tasks was counterbalanced. Within the tasks, the order of the 5
locations was randomized. Each block consisted of 60 trials, lasting 2 minutes.

Farticipants. The dataset consisted of N = 18 participants (15 M, 3 F) with ages in range [21:29] years old (M =22.77,
SD=2.26). All participants had normal or corrected to normal vision.

Apparatus. The experimental setup consisted of an SR Research Eye-Link 1000 eye tracker to record eye movements
binocularly at a sampling rate of 1000 Hz. Each participant’s head had been stabilized with a chin rest during the
experimental procedure. Visual stimuli were displayed on a 24-inch wide computer screen with 1920x1200 resolution.
The experimental laboratory had been devoid of windows limiting the amount of ambient light during the study.

Results. The analysis of RIPA has two interrelated aims. First, we replicate results concerning LHIPA from
Duchowski et al. [8] showing that RIPA is sensitive to the difficulty of n-back tasks. The n-back tasks require more
cognitive resources than the baseline task, reflected in larger RIPA response for n-back tasks than baseline.

Second, we extend the results to dynamical analysis of real-time changes in cognitive load, hypothesizing that (a)
RIPA response increases with time-on-task reflecting an increase in cognitive load; (b) correct answers to the n-back
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task are more cognitively demanding thus yielding greater RIPA response for correct rather than incorrect answers,
especially in the more demanding 2-back task.

We first tested whether RIPA is sensitive to the n-back tasks in comparison to baseline with a paired sample
t-test. The test showed that the difference between RIPA scores from baseline (M = 0.89,SD = 0.01) and n-back
(M =0.94,5D=0.01) blocks of trials was statistically significant, #(18)=11.74, p<0.001,d=2.693.

To test hypotheses (a) and (b) we analysed the sensitivity of RIPA to differentiate between n-back tasks (1-back vs.
2-back), cognitive exhaustion expected with time-on-task, and accuracy of answers in the n-back tasks. To meet these
aims a Linear Mixed Model (LMM) was used with RIPA as the dependent variable. The model at level 1 included
only random slopes for n-back tasks nested within subjects. The second level model included the same random effects
structure and full factorial structure for fixed effects of time-on-task, task type, and accuracy of answers (coded as 0
and 1). For accuracy of answers, a wrong answer was treated as the base and for task type, the 1-back task was treated
as the base. The models at level 1 and level 2 were fit only for task block of trials because during baseline participants
were not providing any answers.

The difference between models at level 1 and 2 was statistically significant, X2(7) =4148.20, p < 0.001. The full
model showed a good fit to the data Pseudo R* = 0.17 with AIC = —47437.22 and BIC = —47349.32, revealing a
significant main effect of time-on-task and interaction effect of time with task type. As expected, the longer time-on-
task the higher the RIPA response in both task types (1-back and 2-back). Analysis of the interaction term showed that
the slope for the 2-back task was slightly but significantly steeper (est.=0.003, z.ratio=55.98, p<0.001) than for the
1-back task (est. =0.018, z.ratio=21.44, p <0.001), see Fig. 3(b). The model also showed a significant interaction
of task and response accuracy. Pairwise comparisons of estimated means showed that the correct answers yielded a
significantly higher RIPA response than incorrect answers but only in the 2-back task, see Fig. 3(c).

The model also revealed a three-way interaction of time-on-task, accuracy of responses, and task type. Decom-
posing this interaction effect, we compared pairwise simple slopes of RIPA vs. time for correct and incorrect an-
swers separately for 1-back and 2-back tasks. Analysis showed that the slope for incorrect answers was significantly
(z=32.07, p <0.001) steeper (est. = 0.005, z.ratio = 46.60, p < 0.001) than the slope for correct answers (est. =
0.001, z.ratio=20.80, p<0.001) but only for participants executing the 2-back task. For the 1-back task, both slopes
for incorrect (est. = 0.002, z.ratio =10.44, p <0.001) and correct answers (est. = 0.002, z.ratio=38.13, p <0.001)
were positive and did not differ significantly (z=1.51, p=0.13), see Fig. 3(d).

4. Discussion

In line with expectations, statistical findings replicated results given earlier [8]. We observed greater RIPA response
during execution of n-back tasks than during baseline (when not performing a task requiring cognitive resources). Also
in line with predictions on the dynamics of cognitive load, we observed an increased RIPA response to time-on-task
in both 1-back and 2-back tasks. Moreover, in the 2-back task, RIPA response was greater than in the 1-back task
from the very first trials. Results also indicated greater RIPA response from correct n-back trials rather than from
incorrect trials. This difference was visible only during the 2-back task and not during the 1-back task. One plausible
explanation for this moderation effect is that the 1-back tasks were too easy and not cognitively demanding. The other
plausible explanation is that the 2-back tasks were cognitively demanding to the extent that for incorrect answers
cognitive disengagement was observed rather than cognitive load.

Although we did not obtain straightforward results that RIPA is sensitive to n-back task difficulty, we did observe
that the n-back task type moderated the interaction of response accuracy with time-on-task. In both n-back tasks RIPA
response increased with time-on-task regardless of answer accuracy, but this increase was significantly steeper for
incorrect answers during the 2-back (more difficult) tasks. RIPA response rose dramatically during the time-on-task.
This may be due to the way RIPA loads the ring buffer during initial stages of real-time use (see below). Further
studies are required to explore this functionality. The steep slope of RIPA response when answering incorrectly in the
2-back task may also be an effect of increasing frustration and stress. Current studies demonstrate that pupil diameter
may be a reliable and sensitive psycho-physiological marker for increased stress [27, 28].
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5. Limitations & Future Work

The present approach and its analysis are subject to two main limitations. First, the filtering approach is sensitive to
specific tuning parameters. Second, analysis of the data is given in the aggregate, lacking real-time empirical evidence,
although recorded data was analyzed in a streamed manner simulating real-time. Both limitations are detailed below.

The filtering approach relies on fine-tuning of several parameters, including queue (buffer) length, and filtering
threshold. On the one hand, if the buffer length is too short, the distinction between task and baseline may be lost.
On the other hand, if the buffer length is too long, processing time is increased. Setting buffer length to the sampling
period appears to produce good results (for the given data set) and allows real-time processing but may be too slow
for visualization. The choice of threshold appears to scale the RIPA response uniformly, e.g., a smaller threshold
increases RIPA response. A good approach to fine-tuning of the parameters is to characterize the data a priori, as was
done using via sinusoidal approximation, so that RIPA response can be gauged given idealized conditions first.

6. Conclusion

A new eye-tracked measure of pupil diameter oscillation is introduced, the Real-time Index of Pupillary Activity
(RIPA), based on a ratio of several finite-impulse response filters, designed to function in real-time. RIPA is shown
to discriminate between a low- and high-frequency sinusoidal ideal signal and between empirically collected baseline
and cognitive load. As with earlier wavelet-based implementation of the IPA and LHIPA, due to its shorter filter
lengths, RIPA is better suited for real-time usage whenever a pupillometric measure of cognitive load is needed.
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