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Abstract. We study Dirichlet boundary control of Stokes flows in 2D polygonal domains. We
consider cost functionals with two different boundary control regularization terms: the L?(I")-norm
and an energy space seminorm. We prove well-posedness, provide first order optimality conditions,
derive regularity results, and develop finite element discretizations for both problems, and we also
prove finite element error estimates for the latter problem. The motivation to study the energy space
problem follows from our analysis: we prove that the choice of the control space L2 (") can lead
to an optimal control with discontinuities at the corners, even when the domain is convex. This
phenomenon is also observed in numerical experiments. This behavior does not occur in Dirichlet
boundary control problems for the Poisson equation on convex polygonal domains, and it may not
be desirable in real applications. For the energy space problem, we show that the solution of the
control problem is more regular than the solution of the problem with the LZ2(T)-regularization.
The improved regularity enables us to prove a priori error estimates for the control in the energy
norm. We present several numerical experiments for both control problems on convex and nonconvex
domains.
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1. Introduction. PDE-constrained optimal control is an active research area
and has been popular for the last several decades. Interest in analysis and computation
for problems in this area has been generated by a wide variety of applications and the
fast development of computational resources. There are already several monographs
and chapters devoted to various aspects of the field, including theoretical analysis,
computational methods, and application areas; see, e.g., [33, 44, 6].

Boundary control problems for PDEs are a very important part of this field since
for many applications control may only be applied at the boundary of the physical
domain. Dirichlet boundary control problems are especially important in application
areas, but the problems can be difficult to analyze mathematically—especially when
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the physical domain has a nonsmooth boundary. One of the key points in the study
of Dirichlet boundary control problems is the choice of the control penalty in the
cost functional. A natural goal in many applications is to minimize the “amount” of
control used, which naturally leads to a boundary control penalty using the L?(T)-
norm. This also appears to be a reasonable choice from a numerical approximation
point of view. However, in the analysis of such a problem the governing state equation
is typically understood in a very weak sense since the Dirichlet boundary condition is
only in L?(T).

Despite this difficulty, many researchers have considered problems using the L?(T)
control penalty and developed numerical methods and numerical analysis results for
problems governed by elliptic scalar equations. See [19, 8, 47, 17, 28, 1, 2] for different
advances in the theory and classical finite element methods; in the recent works [10, 12,
36, 25, 11] the hybridizable discontinuous Galerkin (HDG) has been succesfully applied
to problems governed by elliptic scalar equations posed on convex polygonal domains.
We also refer to [23, 26] for error estimates for parabolic Dirichlet boundary control
problems, to [46] for state-constrained problems, and to [7] for a Robin penalization
approach.

On the other hand, H1/2(I‘) appears to be a natural choice to study the state
equation in the standard variational formulation. There are also some numerical
analysis results in this direction. See [49, 48, 53]. In [13, 39] a different formulation of
this method is proposed where the control penalty now involves the harmonic exten-
sion of the control into the domain; a posteriori error estimates and the convergence
of the adaptive finite element method are studied in [27]. There are also other ways
to deal with the inhomogeneous Dirichlet boundary condition. In [41, 42, 43] elliptic
Dirichlet boundary control problems are studied in the energy space setting using
wavelet schemes for the spatial discretization and using a Lagrange multiplier for the
inhomogeneous Dirichlet boundary condition.

Dirichlet boundary control problems are of great interest for applications in fluid
dynamics; see, for example, [20, 21, 31, 30, 34, 35, 16, 37, 51]. Although many
numerical algorithms and simulation results can be found in the literature, there
are very few well-posedness, regularity, and numerical analysis results for Dirichlet
boundary control problems for fluid flows in polygonal domains.

In this work, we study Dirichlet Stokes flow control problems in 2D polygonal do-
mains using both L? and H'/? for the control spaces. We give precise well-posedness
and regularity results for both problems, and we show that the L?-regularized op-
timal control can be discontinuous at the corners of a convex domain. We prove
higher regularity for the energy space control problem. We also develop finite ele-
ment methods for both problems, present an efficient way to compute the gradient
of the objective functional, and prove a priori error estimates for the energy space
problem.

We believe that the present work is the first to give regularity results and also
convergence rates for standard finite element methods for a Dirichlet boundary flow
control problems on polygonal domains. The only other work that we are aware of
that proves convergence rates for a numerical method for a Dirichlet boundary flow
problem on a polygonal domain is our recent work [24], which considers a tangential
Stokes boundary control problem. We improve on this work in a number of ways.
First, we do not restrict to the case of a tangential control. Second, we do not require
the polygonal domain to be convex. Third, we use standard finite element methods
for Stokes flows in this work, instead of the HDG method considered in [24]. HDG
methods are very flexible and powerful and have many advantages (see [24] for more
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information); however, standard finite element methods for Stokes flows are more
widely used and are readily available in many existing software packages.

Below, we give precise formulations of the Dirichlet Stokes control problems we
consider and give a brief overview of related work.

Let © C R? be an open bounded domain with polygonal boundary I'. We let
H™ () denote the standard Sobolev space with norm || - ||, and seminorm | - |, q,
and we use bold font to denote vector valued spaces. Set H™(Q2) = [H™(£2)]? and
H}(Q) = {v e H(Q); v =0o0n I'}. We denote the L?-inner products on L?(),
L?(Q2), L?(T"), and L*(T') by

(y,z)zij/ﬂ%@, (p,q)Z/Qp(L (y,Z)FZE:/ijzﬁ (u,v)r=/ruv.

We use (-, -) to denote the duality product between H ~*(Q2) and H*(£2). We let H*(T")
denote the space of traces of H*+1/2(Q) for 0 < s < 3/2, and we note that H*(T) for
1/2 < s < 3/2is given by H*(T') = {u € I, H*(T;) : u € C(T")}; see [29, Theorem
1.5.2.8]. (This definition does not make sense for s = 3/2.) Here, I'; are the sides of
the polygon. For 0 < s < 3/2, we use (-, -)r to denote the duality product between
H—#(T) and H*(T).

For the Stokes problem, we use the standard spaces

H(div;Q) = {v € L*(Q), V-veL*(Q)}, LiQ) ={pel*Q), (p1)=0},
as well as the velocity spaces (see [52, section 2.1])
Vi) ={ye H*(Q): V-y=0, (y-n,1)r=0}, s=>0,
which are Banach spaces with the H*®(2)-norm. For 0 < s < 3/2, define
VA(T) = {uwe HT): (u-n, 1) =0},

and let V' —#(T") denote the dual space. A proper definition of V*(T") for all 0 < s < 3/2
was needed to obtain the regularity results in [24].

For the control problem, consider a target state yq € H, a velocity penalty space
H — L*(Q), and a control penalty space U < V9(T). Let a > 0 denote a Tikhonov
regularization parameter, and consider the optimal control problem

. 1 !
(1.1) min J(u) = 5y — valz + 5 lulo,
where y,, € V°(Q) is the unique solution (either in the transposition sense—see
Definition 2.3 below—or standard variational solution) of the Stokes system

(1.2) “Ay+Vp=finQ, V-y=0inQ, y=u onl.

We note that similar Dirichlet control problems with various choices of the spaces
H and U have been considered in the literature for both the Stokes and Navier—
Stokes equations. The choices H = L*(Q) and U = V!(I') were used in the early
work [31]. In [16], the spaces H = V1(Q2) and U = L?(T") are used for the objective
functional; however, the optimal control problem looks for admissible optimal controls
in U,q = V/2(T"), which is the natural space for the controls to obtain a variational
solution of the state equation (1.2). In [37], the authors consider a smooth domain
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and choose H = V°(Q) and U = VO(T'). We show in polygonal domains that this
approach leads to optimal controls that are discontinuous at the corners; see section 3
for the well-posedness and regularity results. However, a better regularity result for
these spaces is obtained if we consider tangential control, i.e., we impose the condition
u - n = 0 pointwise instead of (u - n,1)r = 0; see [24] for more details.

Here we focus on the energy space method for the problem in polygonal domains.
In section 4 we formulate the Dirichlet boundary control problem of Stokes equation
with velocity space H = V°(Q) and control space U = V/2(I'), and we derive
the first order optimality condition by using the Steklov—Poincaré operator. Higher
regularity of the solutions is shown compared to the L?(T') setting. In section 5 we
give finite element approximations and error estimates for the energy space method.
Numerical experiments are carried out in section 6 for both choices U = V?(I') and
U=V'? (T") in both convex and nonconvex polygonal domains.

As can be seen in the numerical experiments, our estimates are not sharp. Sharp
error estimates for Lagrange linear elements have been obtained for the case of the
Poisson equation in [2] for L2-regularization and in [53] for H'/2-regularization using
a detailed study of the regularity of the adjoint state: a splitting into a regular plus
a singular part in the first reference and regularity in the weighted Sobolev space
W2°°(Q) in the second one. We have noticed that, for problems governed by the
Stokes equation, orders of convergence higher than the ones that could be obtained
using those techniques are possible using higher order elements; see Table 2. We do
not attempt those techniques in this paper and defer its study to a future work.

Remark 1.1. For f € H™1(Q), if we let y/ € V(Q) N H}(Q) be the unique
solution of (1.2) for u = 0 and redefine y, := yq —y7, we can formulate an equivalent
problem to (1.1) with f = 0, in the sense that the optimal control will be the same
for both problems and the optimal states will differ by 4. Thus, in the rest of the
work, we assume f = 0.

Remark 1.2. The introduction of control constraints does not lead to any differ-
ences in the regularity of the solutions or the rates of convergence. Control-constrained
problems can be treated by means of variational inequalities instead of equalities, and
there are plenty of examples about this in the literature. We focus on the uncon-
strained problem in order to avoid additional technicalities.

2. Regularity results. We first summarize the result we presented in [24] about
the concept of solution for Dirichlet data in VO(T') and its precise regularity.

To introduce the definition of solution of the state equation, we first need some
results about the following compressible Stokes equation. For data (g, h) € H () x
LZ(2), we say that (zg5,qq,n) € H} () x L3(R) is a solution of

(2.1) —Az+Vqg=ginQ, V-z=hinQ, z=0onT
if
(Vzg,n: VE) = (4,1, V- €) = (g,¢) V¢ € Hy(9),
(V- zgn) = (h,x) VYx € L3Q).

Following [15], we define £, the singular exponent for the Stokes operator, as the
smallest nonzero real part of all roots of the equation

(2.2) (A= 1)7'A7? (sin?*(\w) — A*sin®w) =0,
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where w denotes the greatest interior angle of I". It is known (see page 80 of [15]) that
&> m/w when w € (0,7) and £ < 7/w when w € (m,27). Let

(2.3) s* = min{¢ — 1/2,1/2}.

THEOREM 2.1 ([15, Theorem 5.5(a)]). Let s satisfy —1/2<s<s*. Ifg€ H*~'/%(Q)
and h € H*Y/2(Q)NLE(Q), then (2.1) has a unique solution (24 1,qq.5) € [H3/?+3(Q)
N H(Q)] x [HY2T5(Q) N LE(Q)]. Moreover, we have

(24)  zg.nllms/zs ) + llag.nll g2+ (o) m < C(HQHHS*U%Q) + Hh||HS+1/2(Q)/]R)'

It is important to note that Theorem 2.1 only holds for s < 1/2. This means that
even in convex domains one cannot expect in general to have H?({))-regularity of z.
Later, we also require a regularity result for the case h = 0 in a convex domain. Let
(2(g),q(g)) denote the solution of (2.1) for h =0, i.e., 2(g) = 24,0 and ¢(g) = gg,0-

THEOREM 2.2 ([15, Theorem 5.5(b)(c)]). Suppose g € H'"1(Q) for some 0 <
t < & and h = 0. Then (2.1) has a unique solution z(g) € V1(Q) N HE (),
q(g) € HY(Q) N L(Q), and there exists a constant C' > 0 independent of g such that

||Z(g)||H1+t(Q) + HQ(Q)HHf(Q) < C||9||HH(Q)-

Below, we define transposition solutions of the state equation (1.2) with f =0
(see Remark 1.1) in the case u € V=°(T") for 0 < s < s*. Elements of this space do not

necessarily satisfy any condition analogous to (w-n,1)r = 0. In order to account for
the constants, we follow [52, equation (2.2)], and for (z,q) € H3/2T5(Q) x H'/?+5(Q)
with s > 0 we define the constant

(2.5) Mz, q) = |1£—|(8nz n—q,1)r

This constant satisfies
0z — qnlL2(r)/r = [|0nz — qn — A2, @)n| L2(1),

and we have
Onz — (q+ Az,9)n € VO(I).

This fact, the continuity of the normal trace in H3/25(€2), the continuity of the trace
in H*(Q2), and (2.4) give that for 0 < s < 1/2 we have

(2.6) [10nzg.n — (ag.n + MZg.n: dg.0))lmer) < C1gllprs-1/2(0) + 1Bl es1/2(0) /R)-

This allows us to give the following well-defined notion of transposition solution for
the state equation (again, with f = 0).

DEFINITION 2.3. Suppose 0 < s < s* andu € V=5(T'). We say that y,, € V°(Q),
pu € (HY(Q)N L%(Q))/ is a solution in the transposition sense of

(2.7) —Ay+Vp=0inQ, V-y=0inQ, y=uonl
if
(2.8) (Yu: ) — (Pu, ) = (w, —Onzg.n + (dg,n + A(2Zg,n: dg,n)) )T

for all g € L*(Q) and h € H(Q) N L&(), where (2g.n,qq.n) € Hi(Q) x L3() is the
unique solution of (2.1) and A(zg.n,qg,n) ts the constant given in (2.5).
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Furthermore, this definition can be rewritten in different forms when w is more
regular. First, if w € VO(T), then (u, n)r = 0 for every constant A € R, and
therefore (2.8) can be written as

(29) (yuag) - <pu7 h> = (u, _anzg,h + QQ,}Ln)F~

Second, if u € Vl/z(F), then the transposition solution is the variational solution of
the following problem: Find (yu,p.) € HY(Q) x L3(f2) satisfying

(vyuvvC) - (puaVC) =0 vc EH&(Q)7
(2.10) 6V yu) =0 Vx e L*(Q)/R,
Yy =u onl.

Next, we give a regularity result for the state equation (2.7) on polygonal domains
from [24, Theorem 2.2].

THEOREM 2.4. If u € V3(T') for —s* < s < s*+ 1, then the solution of (2.7)
satisfies
HV2QR

s+1/2
Yy €V () and p, € {(HUZ_S(Q)/R)/ i

Also, the control-to-state mapping w — yy, is continuous from V*(T') to V*T1/2(Q).

We also recall here the concept of stress force on the boundary as used in [32]. Let
(1, ¢) be the solution of the incompressible Stokes system with source g € L?(Q2) and
Dirichlet data u € VY/2(T), i.e., ¥ = z(g) +yu and ¢ = q(g) + pa, where (2(g), q(g))
is the solution of (2.1) with h = 0, and (Y, pu) is the solution of (2.10).

For g and u as above, we define the stress force on the boundary t(g, u) related
to (v, $) to be the unique solution in H~1/2(I") of the variational problem:

(211)  (tg,w),C)r = (V, V) = (6, V-¢) = (9.Q) V¢ € H'(Q).
Notice that for w € V"+/2(T") with r > 0, integration by parts shows that
(2.12) t(g,u) = Oy — ¢m.

For 0 < s < s* + 1, we define the solution operator E : V*(T') — L?*(Q) by
(2.13) Eu = y,.

Directly from (2.9) with A~ = 0 and (2.12), the adjoint E* : L?*(Q2) — V=5(I) is
defined by

(2.14) E’g = —0nz(g) + q(g)n = —t(g,0).

By Theorem 2.4 we know that E : V*(I') — L?(Q2) is bounded, and hence E* :
L?(Q)) — V—#(I) is also bounded. Therefore, E*E : V*(I') — V ~*(T') is bounded.
Furthermore, setting s = 1/2, [32, Theorem 4] gives that for all w € V''/2(T") we have

(215) ||E*Eu||H_1/2(F) < C”””Hl/?(F)'
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3. Stokes Dirichlet boundary control in VO(T'). In this section, we inves-
tigate the case U = VO(T). For y, € L?(2) and a > 0, our control problem reads

. 1 «
(3.1) Lo Jo(u) = 5 llyu — YallZ20) + 5||U||2L?<r>7

where y,, € V°(Q) is the solution of the state equation (2.9). By (2.13) we have
(3.2)

1 N co o o
Jo(w) = & (B Buwyr — (Bya e + 4+ %l = Fw) + Sl
where cq = ||yd||2Lz(Q) and F(u) = 1(E*Eu,u)r — (E*yq,u)r + %2 is the tracking

term. Notice that here we have used the solution operator defined in (2.13) for s = 0:
E:VOT) — L%*(Q). It is straightforward to prove that

(3.3) F'(u)v = (E*Eu,v)r — (E*yg,v)r VYu € V°(T) and v € VO(I).

Although we are mainly interested in this work in regularization in the energy
space V''/2(T"), the solution properties of the problem with V9(T')-regularization are
also of interest in order to more clearly see the advantages and disadvantages of energy
space control problem. It is also interesting to see the differences between the Dirichlet
boundary control of the Poisson equation (cf. [1]) and of the Stokes system.

Using the strict convexity of the functional and the continuity of the control-to-
state mapping, which follows from Theorem 2.4, it is standard to prove the existence
of a unique solution ug € VO(T') of problem (3.1). We also prove regularity results
below, and we show that the optimal control can be discontinuous at the corners of a
convex polygonal domain.

THEOREM 3.1. Let £ be the singular exponent for the Stokes operator, and let s*
be the exponent defined in (2.3). Suppose yq € H™(QY) for some 0 < m < s*, and let
ug € V(') be the solution of problem (3.1). Then ug € V*(T') for all 0 < s < s*,
and there exist yo € VSTY2(Q), po € (HY?75(Q) N LE(Q)), z0 € VIH(Q) N HL(Q),
and g € HY(Q) N L3(Q), for all t < 1+ m such that t < &, that satisfy the state
equation

(3.4) —Ayp+Vpy=0inQ, V-yp=0inQ, yo=1uponl;
the adjoint state equation

(3.5) —Azg+Vg=9—-ysinQ, V-2g=0inQ, 2zg=0onTl}
and the optimality condition

(3.6) (aug — (Onzo — qom),v)r =0 VYo € V().

Moreover, there exists Ag € R such that

1
Uy = E(anzo — (g0 + Xo)n)

and
n
ug € HHt_l/Q(Fi) Vit<m+1 such that t < &.
i=1
Finally, if m > 0 and ) is convez, then ug s continuous at a corner x; if and only
Zf qO(IL'j) + )\0 =0.
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Here, the state equation must be understood in the transposition sense (2.9),
while the adjoint state equation must be understood in the variational sense.

Proof. By the definition of Jo(u) in (3.2) and (3.3), the derivative of the objective
functional Jo(u) for u,v € VO(T) can be written as

Ji(uw)v = (acu + E* Eu,v)r — (E*yq,v)r = (au + E*(Eu — y4),v)r
= (ot — (On2(Yu — Ya) — ¢(Yu — Ya)n),v)r,

where we used (2.13) and (2.14) in the last equality. The optimality conditions follow
in a standard way. For v € V?(T') we have that (An,v)r = 0 for any A € R. Taking
Ao to equal the constant A(z(yo —vya), ¢(Yo —ya)), which is defined in (2.5), and using
(3.6), we also have that

(auo — (Onzo — (g0 + Xo)n),v)r =0 Vo e VOT).

This implies that aug is the L?(T')-projection of 9,20 — (qo + Ao)n onto VO(T).
Since 920 — (g0 + Ao)n € VO(T), we have

! (Onzo — (qo + Xo)n).

Uy = —
«

The regularity follows from a bootstrapping argument: From Theorem 2.4 we
have that yo € V/2(Q). Using this and taking into account that y; € H™(1), we
have from Theorem 2.2 that zo € V11(Q), go € H' ()N LE(Q) for all ¢t < 14 m such
that ¢ < &.

From trace theory, and since 1/2 < t, it is clear that

Onzo— (g + Xo)n € HHt_l/Q(I‘i) V¢t <m+ 1 such that t < &.
i=1

Fort < 1, and taking s = t—1/2, we have that s < s* and that []\, H*(T;) = H*(T).
Therefore, (3.6) gives that ug € H*(T') for all s < s*. The regularity of the optimal
state follows from Theorem 2.4.

If m > 0 and €2 is convex, then the gradient of the dual pressure gq is a function
in H'=1(Q) with t—1 > 0. So we have that each component z¢, i = 1,2, of 2z, satisfies
Az' € H7YQ) and 2 = 0 on I'. Therefore, we have that d,2'(z;) = 0, i = 1,2,
for every convex corner x; (cf. [7, Appendix Al); also, from [7, Lemma A2] and the
Sobolev embedding theorem we have that the normal derivative of zg is a continuous
function. For the pressure, the situation is slightly different. From trace theory we
have that o € H*™/ 2(T), and by Sobolev embeddings we know qo is a continuous
function. Nevertheless, the vector n is discontinuous at the corners, and hence the
(go + Xo)n can only be continuous at z; if go(x;) = —Ao. d

Remark 3.2. This regularity of the optimal control in a convex domain is essen-
tially different from the regularity achieved by the optimal control of problems related
to the Poisson equation. The solution of a problem governed by the Poisson equation
must be a continuous function, which is also zero at the corners. In our case, the opti-
mal control may show discontinuities. See Figure 2 for an example with a continuous
control and Figure 3 for a problem example with discontinuous control.

Remark 3.3. Notice that the pressure is determined up to a constant. We choose
the pressure such that (go,1) = 0, but any other representative is of course possible.
The value of A\g would change accordingly, so that gg + A9 does not vary.
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4. Stokes Dirichlet boundary control in the energy space. Next, we con-
sider Stokes Dirichlet boundary control with a different regularization term:

1
(4.1) wemin () = gy~ allfag) + 5l
where again we assume yq € L?(2) and o > 0.

There are different kinds of definitions for the H'/2(I")-norm; e.g., one may use
the Sobolev—Slobodeckii norm or the Fourier transform. The key point to the study
of the optimization problem (4.1) is to find an appropriate representation for the
H'/2(T")-norm that enables us to derive the first order optimality condition. Here we
follow the idea of [49] and introduce a Stokes version of the Steklov—Poincaré operator
(cf. [3, 18]) associated with (2.9).

It follows from Theorem 2.4 that for any given control w € V'/2(T'), there exists
a unique state (Yu,pu) € V() x LE(Q) that satisfies

(4.2) |Yull @) + Pullze@) < Cllullgzm-
Given u € VY/2(T'), we define Du € H~'/%(T") by
(4.3) (Du,v)r = (Vyu, VRY) — (pu,V - Rv) Yo € HY?(I),

where R is any continuous extension operator from H'/2(T') to H'(Q).
LEMMA 4.1. The definition of D is independent of the chosen extension R and
(4.4a) Du =t(0,u),
(4.4b) IDullgr-12r) < Cllullgriaiey  Yu € V(D).
Proof. First of all, writing the PDE in divergence form as
V- (V+ V) yu — puZ) =0

gives (V + V1) y, — p,Z € H(div;Q), and so this function has a well-defined normal
trace in H~'Y/2(T). It is remarkable too that it is possible to define a variational
normal derivative Opy, € H~'/2(T') (cf. [7, Lemma A6]), and hence p,n is also a
well-defined element in H~'/?(T).

Next, for all u,v € HY?(T), integrating by parts in the definition of Du gives

(4.5) (Du,v)r = /Q (VyuVRv — p,V - Rv)

= / ( — Ay, + VpU)Rv + <8nyu = Pum, v>F = <anyu - pun>'U>Fa
Q

where we used —Ay,, + Vp,, = 0. This proves that the definition of D is independent
of the chosen extension R, and (4.4a) holds by (2.12) and (4.5).

Finally, we prove (4.4b). Using the definition of D in (4.3), the bound in (4.2),
and the continuity of R : H'/?(T') — H'(Q) gives

Du,v
||Du’||H_1/2(1") = sup Q
ozver/2(r) |1Vl vz )

(lyullz1 (@) + [Pullz2(9)) | RY|H1(0)

N

c

0#£ve H1/2(T) ||U||H1/2(F)

< Ollyullzr @) + IPullz2(@)
< Cllull gz o
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LEMMA 4.2. The mapping <Du,u>;/2

the HY/?(T') seminorm.
Proof. Let Q be the projection of H'/?(T') onto V/2(T'), and set Rv = ygo-
Notice that V- Rv = 0, and if v € V/2(T), then Rv = y,,. By (4.3) we have

(4.6) (Du,v)r = (Vyu, Vy,) Yo e VV3(T),

is a seminorm in V/2(T) equivalent to

and thus we have that (Du, u)llf2 is a seminorm in V''/2(I") equivalent to the H'/?(T")
seminorm. 0

Proceeding similarly to the derivation of (3.2), the precise formulation of our
control problem is given by

(4.7)

. _ 1 9 « _ 1 cQ
ue%}lll};(r) Jij2(u) = §|Iyu — Yallz2 ) + §<DUaU>F = §<Tu,u>p — (w, u)r + bR

where cq = Hyd”%?(ﬂ) and

(4.8) T =aD+ E*E, w=E*y;ec V YI).

Notice that here we have used the solution operator defined in (2.13) for s = 1/2:
E : V1/2(T') = L?(Q). The functional being convex and coercive implies that problem
(4.7) has a unique solution @ € V'/2(T).

We also note that, by (4.6), an alternative way to write the functional for u €
V2(T) is

1 o
Jij2(u) = §||yu - yd”ii’(ﬂ) + §||Vyu||2L2(Q)~
LEMMA 4.3. There exist constants Cy,Co > 0 such that for every u,v € V/3(I),

(Tu,v)r < Cillullvizmllvllviem

and
(Tu, u)r > Caflul3r -

Proof. The first property follows immediately from the definition of T'. Notice
that D maps V'/2(T') into H~'/2(T") which is continuously embedded in V~/2(T)
by duality.

Next, by (4.8), (2.13), and (4.6) we have

(Tu,u)r = ”EU‘H%?(Q) + a(Du, u)r = ||’!luHQLZ(Q) + 04||Vyu||i2(n)
> min(laa)IlyuH%rl(Q) > C2||u||fql/2(r) = 02”"”%/1/2(1“)»
where we used the trace theorem in the last inequality. O

Next, we give more insights into the structure of the solution to problem (4.7).
The functional .J; /5 in problem (4.7) is Fréchet differentiable with respect to w. Fur-
thermore, for all w,v € V¥/2(T), by (4.7) and (4.8) we have

Jijo(uw)v = (Tu — w,v)r = (aDu + E*(Eu — ya), v)r
= (a(Onyu — pun) — (Onz(Yu — Ya) — 4(yu — ya)n), v)r,

where we used (4.5), (2.13), and (2.14) in the last equality.
Now we are in the position to derive the regularity of the solution to the mini-
mization problem (4.7).
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THEOREM 4.4. Let € be the singular exponent for the Stokes operator defined in
section 2. Assume yg € H™() for some 0 < m < min{2,1+&}, and letw € VV/2(T)
be the optimal solution of problem (4.7). Then w € VY/247(T) for all r < min{1, ¢}
and there exist y € VIt (Q), p € H"(Q) N L(Q), z € VITH(Q) N HL(Q), and
g€ HY (Q)NLE(Q) for all t <1+ m such that t < & that satisfy the state equation

“Ay+Vp=0inQ, V-g=0inQ, g=uonTl;
the adjoint state equation
—Az4+Vi=g—-ysinQ, V-z=0inQ, z=0 onl}y

and the optimality condition

((0ng — Pn) — (0nZ —qn),v)r =0 Vv e V().
Moreover, there exists X € R such that
(4.9) A(OnY — pn) = Onz — (7 + \)n.

Here, both the state equation and the adjoint state equation must be understood
in the variational sense.

Proof. The minimization problem, being a convex problem, is equivalent to the
following Euler-Lagrange equation:

(4.10) J1jp(w) = (Tu —w,v)r =0 Vo € V/(T).

The existence of a unique solution follows immediately from the Lax—Milgram theorem
and Lemma 4.3. First order optimality conditions follow in a standard way. Taking
A = A(Z,q), we deduce relation (4.9) as we did for the L?(T')-regularized problem.

Since @ € V'V/2(T'), by Theorem 2.4 we have that g € V(). From Theorems 2.1
and 2.2, we obtain z € V11(Q) and g € H!(Q) N L3() for all + < min{2,1 + m}
with t < €. Using the trace theorem (see [29, Theorem 1.5.2.1]) we arrive at

e:=0nz— (G+Nne[HT2T) c [[H/*T:) Vr<min{l,¢}.
i=1 i=1

From the trace theorem again on polygons (see [29, Theorem 1.5.2.1] and also [22,
Remark 1.1, Chapter 1]), we know that there exists some Y € H!'*™"(Q) such that
0nY =e/a onT. So we have that F = AY € H"}(Q) and H = -V -Y € H"(Q).
Using the state equation and the optimality condition (4.9), we deduce that the pair
(g —Y,p) satisfies

“Alg-Y)+Vp=FinQ, V- (g=Y)=HinQ, Op(g—-Y)—pn=0onT.

This problem has a variational solution, which is unique up to a constant. Noticing
that the singular exponents for the Stokes problem with Neumann boundary condi-
tions are the same as those for Dirichlet boundary conditions (see, e.g., [50, pages
191-192]), we deduce from Theorem 2.1 that y € H'*7(Q2). From the standard trace
theorem, we have that @ € H"+/2(T). 0

Remark 4.5. In this case, the optimal control is a continuous function even for
problems posed on nonconvex domains; see the second subfigure of Figure 4 in Ex-
ample 6.3 below.
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In order to use the Aubin-Nitsche technique to obtain error estimates in L?(T)
for the control variable, we are also going to study, for any given n € L?(T), the
regularity of the unique solution u,, € Vvi/2 (T") of the problem

(Tuy,v)r = (n,v)r Yo e V(D).
A straightforward computation, using the definitions of T', D, and FE, gives
(Tuy —m,v)r = <a(anyun _punn) - (anz(yun) - (I(yun)n) —n,v)r

for all v € VY/2(T'). So we have that there exists some A € R such that (Yuns Puny)
solves the following Neumann problem:
—AYu, + Vpy, =0in 2, V-.y, =0 in
O‘(anyun *puv,n) = anz(yun) - (Q(yun) +A)n+mnonT.

Now we can follow the reasoning of Theorem 4.4. In this case

€ := Onz(Yu,) — (((Yu,) + A0 +n € L*(I),

so we are in the same situation as before, but with ¢ = 1/2, which leads to u,, € H*(T").
Notice that we do not need convexity to obtain this result.

5. Finite element method for the Stokes Dirichlet energy space control
problem. In this section, we consider finite element approximations to the optimal
control problem (4.7). We also briefly mention finite element approximations to the
problem (3.1) in Remarks 5.5, 5.6, and 5.12.

5.1. Discretization of the problem. First, we assume that the finite dimen-
sional spaces Y, C H*(Q) and W, C L%*(Q) satisfy the inf-sup condition: For each
pn € W}, there exists a yp, € Y}, such that

/Q V- ynde = [pnl3aoy and llynllz @) < Clipnllzz)-

It is well known that the P;+ bubble -P; “Mini” element or the Prxy1 — Px, k > 1,
“Taylor—-Hood” element satisfies the inf-sup condition.

Let Y0 := Y}, N HY(Q), W = W;, N L3(Q), and Y3, (I') ¢ HY?(T") be the trace
of Y},. Let the discrete control space be given by

(5.1) Uy :={up € Y4(T): (up-n,1)r =0}

Next, we define the discrete optimization problem:

. 1 «Q
(5.2) min Jy(up) = §HEhuh - yd,h”%z(g) + i(Dhuh, up)T,
h

up €U,

where yg4 1, € Y}, is a suitable approximation of yg4 in the sense that ||y4,n —¥allL2(0) <
Ch”, and the discrete operators Dy and Ej, are given below. Here, and in the rest of
the paper, r < min{1,&} is the exponent obtained in Theorem 4.4.

We define the operators Ej, : H'/2(T') — L?(Q) and P, : H/2(T') — W? by

(5.3) Epu=1yn, Pyu=pp.
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Here (yn,pn)€ Yn x W) is the finite element approximation of (Yu,pw), i-€., (Yn,pn)
satisfies

(Vyn, V¢n) — (pr, V- Cr) =0 V¢h €YY,
(5.4) (Xn, V-yn) =0  Vxu € Wy,
Yy = Qpu onT,
where Qpu is the L2-projection of u onto Uj,.

Next, we give the discrete approximation of the stress force on the boundary, as
introduced in [32, section 3]. For any g € L*(Q2), we define (z1,(g),qn(g)) € Y2 x W)
to be the unique solution of

(Vzr(9), VEn) — (an(9), V - Cn) = (9. ¢n) V¢ €Yy,
(Xn: V- z1(g)) =0 Vxn € Wy,
For g € L?(Q) and u € VY/2(T), let 9, = z,(g) + Epu and ¢, = qn(g) + Pou. We

define t;,(g,u) € Y,(T') as the approximation of the stress force on the boundary of
the pair (¥, ¢n):

(5.5) (tn(g,u), Cn)r = (Vbn, VCh) — (0, V - Cn) — (9, €n) V¢ € Y.

Notice that this is exactly the concept of discrete normal derivative; see [8] or,
better suited for our purposes, [53].

Remark 5.1. Tt is also important to notice that, for v, € Y, (T'), we have that

(5.6)
(tn(g,u),vn)r = (Vpr, VRyvp) — (08, V- Ryvp) — (g, Ryvn) Yo, € V3 (T)

for any linear extension operator Ry, : Y, (I') — Y}. For instance, Rj, could be the
discrete harmonic extension, the operator Ey as in Lemma 5.3, or the zero extension,
which we use in section 5.2.

For w € VY/2(I') we define D, as the approximation of the stress force on the
boundary of the pair (Epu, Pyu):
(57) Dhu = th(O, u)

LEMMA 5.2. The mapping wp — (Dhuh,uh)%/2 is a seminorm in Uy,

Proof. Notice that for u;, € U;, C VI/Z(F), using that Eruy, € Y, and Pyuy, €
WP, by (5.7), (5.3), and (5.5) we have

(Dpun, un)r = (t,(0,up), Erup)r = (VEyun, VELup) — (Pyup, V - Epuy)
= (V.Ehu}17 VEhuh),

where we used (qp, V - Epuy) = 0 for all ¢, € W) in the last equality. The assertion
now follows trivially from the linearity of Ej,. a

LEMMA 5.3. For every g € L*(Q) and vy, € Uy, we have that

(9, Epvn) = (—tn(g,0),vp)r,
and the adjoint of the restriction of Ey to Uy is given by

(5-8) Ejg = —tn(g,0).
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Proof. We define G g as the discrete approximation of the negative stress force
on the boundary of the pair (z,(g), qn(9)):

Grg = —ti(g,0).

Consider vy, € Uy; notice that E,vy, € Yy, and by definition it equals v, on the
boundary. Using (5.6) for R, = Ej, and the facts g,(g), Pyv, € W), which imply
that both (gn(g),V - Epvy) = 0 and (Ppvp, V - zr(g) = 0, we obtain

(Grg;vn)r = =(Vzn(g), VEyor) + (an(9), V - Enop) + (g, Envn)
= —(thh, V- Zh(g)) + (97 Eh’l}h)
= (g,Eh’Uh),

and the proof is complete. ]
LEMMA 5.4. Problem (5.2) has a unique solution ap,.

Proof. By Lemma 5.2, it is standard to deduce that Jj is coercive in Uj. Since
it is also strictly convex, problem (5.2) has a unique solution @y,. 0

Following the same notation in section 4, we define
(5.9) T, = aDy, + E; Ey, wy, = Eyyan.

Then the problem (5.2) can be rewritten as

1 1
(5.10) Jn(up) = §(Thuh7uh)r — (W, up)r + §||yd,h||ig(9),

and the unique solution uy, of the discrete problem satisfies the first order optimality
condition

(5.11) (Thﬁh,vh)p = ('wh,vh)p Yo, € Uy,

Remark 5.5. The discretization of the problem (3.1) is done in the same way. The
solution of the discrete problem satisfies

(awon, + Ej Epuon, vp)r = (wh, vp)r Yoy € U,

Thanks to the remarkable result [4, Theorem 5.2], the approximation of the trans-
position solution can be done using the discrete weak formulation given to compute
E;.

5.2. Efficient computation of the gradient of the objective functional.
Define N = dimY}, M = dim W}, and Np = dim Y3 (T). Let 7 € RV >Nt he the
matrix representation of T}, i.e., vI' Tu = (Thup, vp,)r for all uy, and vy, € Yj(T).

Let M denote the mass matrix representing the standard inner product in L?(€2),
and let K denote the stiffness matrix representing the vector Laplace operator on the
finite element space Y;. Additionally, B denotes the matrix representation of the
divergence operator on the involved finite element spaces Y; and W;. We impose
the condition pp; = 0, and instead of B, we use the corresponding B eliminating row
M. For X € {M, K, B, BT}, denote Xyo, Xrr, Xro, Xor, respectively, the submatrices
whose entries are indexed in interior and/or boundary nodes and, following MATLAB
colon notation, Xy.,X.g, Ar. and X.r denote the submatrices whose row or column
indexes are interior or boundary, respectively. Finally, we denote Srr the mass matrix
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representing the standard inner product in L?(T"). Notice also that we will use the
conventions B, = (B.g)” and BE, = (B.r)T.

Let w € RM be the vector representation of wy,, and define b = Srrw so that
ul'b = (wy,, up)r for all uy, € Y;(T). Since the normal vector n is piecewise constant,
we know that there exists ¢ € R such that u’c = (up,n)r for all u;, € Y, ().
Then the problem (5.10) is equivalent to

1
min 5@”@ —u’b,

(5.12)
weRN uTe=0.

We show how to compute b and T u.
Given u, the vector representation of u;, € Y3 (I'), its related state and pressure
can be computed by solving, for (y = P),

Kooy, + BE@ = —Kfou, B:ogl = —Bru

and recovering y = (y . u)T. Given y, the vector representation of y, € Y}, the dual
state and pressure (z,(yn), ¢n(yr)) can be computed by solving

Kooz + B = Moy, Bz = 0.

For an efficient computation, it is important to consider the discrete extension
operator Rpvy, € Yy, such that Rpv, = v, on I' and Rpv, = 0 in the interior nodes
of ; see Remark 5.1.

By the definition of wy, in (5.9) and using (5.8) and (5.6) we have

(wh,vn)r = (EyYd,h, Un)r
= —(Vzn(Yan), VRyvL) + (qn(Ya,n), V - Ravn) + (Yd,n, Brvn)
= (—Krozg — B?;Qd + Mr.y,) - v,

where (z4,g,) is the vector representation of (zx(Ya,n),qn(Ya,n)). In the same way,

using (5.3) and denoting (z, ) the vector representation of (2 (yr), qn(yn)),
(E} Epun,vp)r = (Ejyn, vn)r = (—Kroz — Z’S’FT;Q-F Mr.y) -v.

Finally, to obtain the matrix representation of the perturbed Steklov—Poincaré oper-
ator Dy, we use (5.7) and (5.6) to obtain

(Drup,vn)r = (VE up, VRyvy) — (Prup, V- Ryvy) = (Kr.y + BITQ) - .

The Lagrange multiplier related to the constraint, which plays a role in the case
of L?(T')-regularization (see Remark 3.3), can also be recovered by means of

\ o C(Tu—b)

cfe
Remark 5.6. To solve the L2?-regularized problem, the procedure is very similar.
The only difference (cf. [45]) is the computation of 7Tu, which is done in the following
way: }
Tu = aSrru+ Mr.y — Kroz — BL.g.

An approximation of the quantity Ay can be done using the Lagrange multiplier by
means of A\g = —A/|T.
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5.3. Error analysis. Now, we state the main result in this section.

THEOREM 5.7. Let w € V"H/2(T), with r < min{1,£¢}, be the unique solution
of problem (4.7), and let up, € Uy, be the solution of (5.2). If the conditions in
Theorem 4.4 are all fulfilled, then

||17, - ah||H1/2(F) < Chr||ﬁ||H7‘+l/2(F).

We recall that ¢ is the singular exponent for the Stokes operator defined in section
2.
To prove Theorem 5.7, we assume that the following approximation properties
are satisfied (see [22, Chapter II, section 1.3]):
(H1) There exists an operator 75, € L(H?(Q2),Y}) such that

ly — rnyll e < Chllyllaz) Yy € H*(Q),
rp, preserves the boundary conditions, and
lw —rpull g2y < Chllullnn gsm@,) Vu € trace H?(Q).
(H2) There exists an operator Sy, € L(L*(Q), W},) such that

p = Shpll2) < Chlpllai) Ve € H'().

These assumptions are satisfied by typical finite element spaces used to solve the
Stokes equation, such as the P;+ bubble -P; “Mini” element or the P41 — Py, k > 1,
“Taylor-Hood” element; see [22, Chapter II, sections. 4.1 and 4.2], where we take ry,
to be the corresponding Lagrange interpolation operator and Sy, the L2(Q)-projection.
We note also that, for » < 1, the L?(T')-projection Qy, satisfies the following standard
estimate:

(513) ||Qhu - u||H1/2(F) < ChT.HUHHrJrl/z(F) Yu € V7‘+1/2(F).
LEMMA 5.8. There exists a constant C' > 0 independent of h such that for any
g € L*(Q) and v € V'/2(T') we have
tn(g; V)l E-1720) < CllgllL2 () + VI E12(0))-

Moreover, if v € V" TY2(T), with r < min{1, &}, we have the error estimate

1t(g.v) = tn(g: V)| z-1/20) < CR"(llgllL2) + [Vl Ert12 (1))

Proof. The results follow directly from [32, Proposition 17] and Theorems 2.2
and 2.4. O

In the next lemma, we collect the approximation properties of Ej, E}, and D),
that will be used to obtain the final error estimate.

LEMMA 5.9. The approzimate solution operators Ej : VY/2(T') — L*(Q), Er :
L?(Q) — VY2, D, : HY/>(I') - H V(') are bounded, i.c., there exists a
constant C' > 0 independent of h such that

(5.14&) ||EhuHL2(Q g CHUHHI/Z(F),
(5.14b) 1Bl Fz-1r2(r) < Cligllz2(e),
(514C) ||DhuHH—1/2(F < C||u||H1/2(F)'
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Moreover, foruw € V" TY2(T) and g € H"(Q), with r < min{1, £}, the following error
estimates hold:

(5.15&) HEu—EhuHLz(Q) < Chr||u||H7~+1/2(p),
(5.15b) |E*g — Eigllu 2y < OW gl (o),
(515C) ||Du — Dh'u/”H—l/Q(l") < Chr||u||Hr+1/2(r).

Proof. The boundness of Ej; and the approximation error follow directly from
[32, Theorem 15] and the continuous embedding H*(Q2) < L?(Q2). The remaining
estimates can be easily obtained by Lemma 5.8, (5.8), and (5.7). O

Next, we introduce the following auxiliary problem: find w;, € Uy such that
(516) <Tahavh>F = <'UJ,’U}L>1" vvh € Uha

where w = E*yy € V~1/2(T).

LEMMA 5.10. Let w € V" TY2(T), with r < min{1,&}, be the unique solution of
problem (4.7) and uy, € Uy, be the solution of (5.16). If the conditions in Theorem 4.4
are all fulfilled, then

(5.17) @ = Unl 12y < CR"||G[| grr/zerry.-
Proof. First, by (4.10), (5.16), and U}, € VV/2(T'), we have
(5.18) <T(1_l, — ﬁh),vh>p =0 VYov, e Uy,.

Next, by Lemma 4.3, we know that T is V''/2(I")-elliptic and continuous. For any
uy € Uy, the error estimate follows in a standard way:
clla — |32y < (T(@—@n), @ — n)r = (T(@ — Up), @ — uj))r
ST (@ —wn)|lv-1/2@)lle — il )
< Ollu —unl gz lle — upll gz -

Therefore, there exists C' > 0 such that

e —unll g2y < Cugfelgh e —up |l g2y

The result follows by interpolation (see, e.g., [5, Theorem (14.3.3)]), taking u; = Qnu,
and using the regularity of @ stated in Theorem 4.4 and estimate (5.13). 0

Now we give the proof of Theorem 5.7.

Proof of Theorem 5.7. Due to Lemma 5.10, it is enough to obtain the error esti-
mate for ||@p, — Unl| gri/2(r)-

By the definition of T}, in (5.9) and Lemma 5.2, we know that T, is coercive on
U},. By the first order conditions satisfied by up, and @y, in (5.16) and (5.11) and by
Cauchy—Schwarz inequality, we know that there exists a constant x independent of h
such that

Klltn, — 320y < (Th(@n — Gn), @, — )y
= (wp, —w,up, — up)r + (T — Th)Up, Uy — Un)p
< wn = wllg-1/2@)l[Un — Unll gz

HI(T = Th)unll g-172 0y 1n — @nll g2 ry-
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Hence, dividing by ||ts — Un || gi/2(ry and using the definitions of T" and T}, in (4.8)
and (5.9) we have

kllwn — wnll g2y < llwn — wllg-120) + (T = Th) |l g-12(r)
<

|

lwn — Wl g-1/20y + (D = Dp)un || -2
+ [(E*E — EfEp)un| g-1/2(r)

=51+ Sz + S3.

For the first term S, using the approximation properties of yqp, (4.8), (5.9),
(5.15b), and (5.14b), we get

St = [|lwp — ’U’||H—1/2(r) = | Efyan — E*yd”H—l/Z(F)
< (B} — EN)yallg-172m) + |1 EL(Yan — Ya)llg-1/2r) < Ch™
For the second term Sy, by the definition of Dy, in (5.7) we know that D, Q) =
Dy, where Q), is the L?-projection. We have
Sy = |[(D — Dp)un|| g-1/2(r)
< |ID(un — a)|g-1/2(ry + [|[Du — Dr@Qntl| g-1/2(ry + [ Dn(Qnt — @p) || g-1/2(r
< Cllup — ullgrzey + [[D8 — Dpti| g-1/20y + CllQntt — Un || /21y
where we used (4.4b) and (5.14c) in the last inequality. Next, by (5.17), (5.15¢), and
(5.13) we have
Sy < Clluy, — ull g2y + |1 D@ — Dptil| g—1/2(ry + Clle — U /2y
+ Cl|Qru — | gi/2(r)
< ChT”’l_LHH'rJrl/Z(F).
Next, for the term S3 we proceed similarly to S3. Using the fact that E, Q) = Ep,
we have
S3 = |(E*E — E{Ep)un| g2
S|EE(up — @)l g-1/2) + [(E* — Ef) B[ gr-1/2(r)
+ | EL(Bw — EnQu@)| g-1/2r) + [(ELER(Qr — Up)|| gr-1/2(r)
< CH’l/l\,h - ﬁ”Hl/Z(F) + ChrHE’ELHHr+1(Q) +C||Eu— Ehﬁ||L2(Q)
+ CllQna — unl| g1/2(ry,
where we used (2.15), (5.15b), (5.14b), and (5.14a) in the last inequality. By (5.17),
(5.15a), and (5.13) we have
Ss < CHﬁh — ﬁ'HHl/?(I‘) + ChrHE’l_l,HHrJrl(Q) + CHE’& — Eh'ELHLQ(Q)
+ ClQrt — || g1/2(ry
< Ch||al| grs/2ry-

Collecting all the estimates completes the proof. 0
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Remark 5.11. The application of the Aubin—Nitsche technique to the intermedi-
ate problem leads easily to

@ — G| L2y < CR™2|[wfl grrsase gy

However, using this to obtain error estimates in L?(T") for 4, is not immediate because
uy, satisfies a problem with a perturbed operator and perturbed second member.
Following [14, Remark 26.1], the error would be of the same order as

(T — Th)an|l g-1/2ry) + llw — wall g-1/2(1y.-

Using the improved error estimate for the discrete approximation of the stress
force on the boundary for regular solutions in [32, Proposition 17], we find that the
convergence order r + 1/2 for those terms can be achieved under the following two
assumptions: first, that yq € H"~1/2 (©), which is quite reasonable, but also that @y
is bounded in H!*"(T'). But this second assumption requires a higher regularity of
the optimal solution; in such a case the order of convergence in H'/?(I") would be
increased by another 1/2.

In numerical experiments, this is the behavior usually observed with the “Mini”
finite element: order 3/2 in H'/?(T") and order 2 in L*(T").

Remark 5.12. Although the discretizations of the L?-regularized problem and the
H'/2-regularized problem are very similar, the error analysis performed for the second
case cannot be carried out for the first because of the lack of regularity of the solution
ug € H*(T') for 0 < s < s*, where s* = min{1/2,{ — 1/2}.

Using the general discretization error estimate of [2, Theorem 3.2], we see that the
error is bounded by the best approximation error in the space, the error related to the
discretization of the state equation, and the error related to the discrete approximation
of the stress force on the boundary. While we have no results for the last two ones,
the first one is determined by the Sobolev exponent s, so one cannot expect more
than A® for the error.

6. Numerical experiments. In this section we carry out some numerical ex-
periments to compare the solutions of the two control problems (3.1) and (4.7), and
we also illustrate how the convergence orders can vary due to the shape of the do-
main and the problem data. We present two examples in a square domain, the first
one having a very regular solution, and one example in an L-shaped domain. We
discretize each problem using the “Mini” finite element [40] and a family of meshes
of size h; = 27%\/2 obtained by regular refinement of an initial coarse mesh of size
ho = v/2. For one problem, we also discretize using Taylor-Hood elements. Since we
do not have the exact solution, we compare the obtained solutions for i = 2,...,1—2
with the reference solution obtained for ¢ = I, where I = 9 for the square (a mesh
with 2 x 22%9 = 524288 elements) and I = 8 for the L-shaped domain (a mesh with
6 x 22%8 = 393216 elements).

Let e, = u — uy; we report the L?(I')-norm error and the H'/?(T)-seminorm
error, both computed using the equivalent mesh-independent discrete norms obtained
in [9].

Ezample 6.1. We consider the unit square domain Q = (0,1)? and set the reg-
ularization parameter o« = 1.0e — 3. We choose the forcing f = (1,1), and for the
target state we choose the large vortex given in [3§],

Ya = 200 x [27(1 — 21)?25(1 — 22)(1 — 22); —21 (1 — 21)(1 — 221)25(1 — 22)°);
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see the left of Figure 1. For a related example using tangential boundary control, see
[24]. The data size in terms of the tracking functional can be measured as F(0) =
0.302339. Notice that V -y4s = 0 and yg4 = 0 on I', but it cannot be the solution of
the Stokes problem with data f = (1,1) since f 4+ Ay, is not a conservative field.

For the H'/2(T")-regularization, we obtain a value for the tracking term of F () =
0.112264, while for the L?(I")-regularization we obtain a slightly smaller value F (ug) =
0.111576. A graph of the state, the optimal control in the energy space, and the so-
lution of the L?(T')-regularized problem can be found in Figure 2. In this case, ug is
a continuous function. Numerically, we find that |go(z;) + Ao| < 3 x 1078 for all four
corners ;.

The value of the singular exponent for this domain is £ = 2.740; see [15, Table 1].
This means that the exponent giving the order of convergence of the energy regularized
problem in the H'/2 (I")-norm is r = 1 and the exponent giving the best possible order
of convergence of the L?(T')-regularized problem in the L?(T')-norm is s ~ 0.5. We
obtain the results summarized in Table 1 for the optimal control problem with H*/2-
regularization and with L?(T')-regularization. In this case the solution is very regular;
the results are similar for both approaches and better than predicted by the general
theory. This high regularity can also be noticed in the orders of convergence found
for the other variables using higher order Taylor-Hood elements; see Table 2.

Ezample 6.2. Set Q = (0,1)%2, a = 1, f = 0, and yq = (z1;22 — x1). The data
size is F(0) = 0.25, and the target does not belong to V9(£2). A graph of the target
field is sketched in the middle of Figure 1.

For the energy regularization, we find F'(u) = 0.117607; see the first two subfig-
ures of Figure 3. For the L?(T')-regularized problem, we have that F(ug) = 0.158279.
The control is discontinuous at the corners (see the last subfigure of Figure 3) and
hence is not in H'/2(T"). Finite element error results are summarized in Table 3.
Again we have r = 1 and s ~ 0.5. In this case, the observed experimental order of
convergence for the L?(T") error of the L?(T')-regularized problem is quite close to s.

xt xt x1

FiG. 1. Left is the target of Example 6.1, middle is the target of Example 6.2, right is the target
of Example 6.3.

Fig. 2. Solution of Example 6.1: The first two subfigures are for HI/Q(I‘)—regularization; the
last two subfigures are for L?(T)-regularization.
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TABLE 1
Errors and experimental order of convergence for Example 6.1.

i H'/2_regularization
||eh||H1/2(r) Rate ||eh||L2(F) Rate
2 4.93E40 - 8.37TE-01 -
3 1.62E4-0 1.61 2.56E-01 1.71
4 4.82E-01 1.75 6.80E-02 1.91
5 1.39E-01 1.79 1.75E-02 1.96
6 4.07E-02 1.78 4.37E-03 2.00
s L“-regularization
”eh”HU?(F) Rate | [lenllz2(ry | Rate
2 6.17E40 - 9.78E-01 -
3 2.01E40 1.62 3.03E-01 1.69
4 6.37E-01 1.65 8.00E-02 1.92
5 1.87E-01 1.77 2.01E-02 1.93
6 5.54E-02 1.75 5.31E-03 1.98

TABLE 2
Errors and experimental order of convergence for the state and adjoint state for Example 6.1.

6.50E-07 | 2.75 | 1.26E-04 1.65 3.75E-06 | 3.57
9.61E-08 | 2.76 | 3.85E-04 1.72 3.20E-07 | 3.55

i |y —wnlle2) | llw—unllgize) | 2= 2nllL2 g
Error Rate Error Rate Error Rate
1 | 1.73E-03 - 2.36E-02 - 2.03E-03 -
2 | 2.76E-04 | 2.65 | 8.14E-03 1.54 3.79E-04 | 2.42
P2—P1 | 3 | 3.69E-05 2.90 | 2.20E-03 1.89 5.13E-05 | 2.89
4 | 5.12E-06 | 2.85 | 6.16E-04 1.83 6.61E-06 | 2.95
5 | 7.36E-07 | 2.80 1.81E-04 1.76 1.81E-07 | 2.98
1 | 4.54E-04 - 9.56E-02 - 6.28E-03 -
2 | 4.17E-05 | 3.45 1.70E-03 2.49 5.67TE-04 | 3.47
Ps—P2 | 3 | 4.39E-06 | 3.25 | 3.98E-03 2.10 4.45E-05 | 3.67
4
5

¥ (2-roquirization, a = 1)
¥ (412 roguiarizaton, = 1) Optima control.

Fic. 3. Solution of Example 6.2: The first two subfigures are for HI/Q(F)—regularization; the
last two subfigures are for L?(T)-regularization.

TABLE 3
Errors and experimental order of convergence for Example 6.2.

i H'/?_regularization L2-regularization
lenllgzi/2ry | Rate | flenllp2q) | Rate | llenllg2ry | Rate
2.80E-02 - 3.77E-03 - 1.29E-01

9.88E-03 1.50 1.05E-03 1.85 8.90E-02 0.53
3.34E-03 1.57 2.81E-04 1.90 6.22E-02 0.52
1.10E-03 1.60 7.32E-05 1.94 4.37E-02 0.51
3.67E-04 1.59 1.86E-05 1.98 3.08E-02 0.51

S UL W N

Ezample 6.3. We take the same data as Example 6.2 but now consider the L-
shaped domain = (—1,1)2\ (0,1)2. The results on this domain are F(0) = 1.75,
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¥ (12 roguiaizaton, o = 1) optima ontrol Lo ¥ (L2rogularization, o = 1) Opumlcontot

Fic. 4. Solution of Example 6.3: The first two subfigures are for Hl/z(F)—regularization; the
last two subfigures are for LQ(F)-regularization.

TABLE 4
Errors and experimental order of convergence for Example 6.3.

. H'/?_regularization L?-regularization
i
Heh||H1/2(I‘) Rate | [lenllp2(ry | Rate | [lenllp2(ry | Rate
4.11E-01 7.40E-02 3.40E-01

2.49E-01 0.72 3.42E-02 1.12 2.38E-01 0.51
1.53E-01 0.71 1.55E-02 1.14 1.71E-01 0.48
9.12E-02 0.74 6.86E-03 1.18 1.24E-01 0.46
5.07E-02 0.85 2.83E-03 1.28 8.95E-02 0.47

S UL W N

F(u) = 1.107016, F(up) = 1.044080. Graphs of the data and the solutions can
be found in the right subfigure of Figure 1 and the first two subfigures of Figure 4.
Experimental orders of convergence are in Table 4. The singular exponent for this
domain is £ = 0.544, so r =~ 0.544 and s ~ 0.044. The observed orders of convergence
are higher.

One remarkable fact is that for the L?(I")-regularized problem the optimal control
need not tend to oo at a nonconvex corner, as happens with Dirichlet optimal control
problems governed by the Poisson equation in a nonconvex polygonal domain.
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