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Abstract—The application of traveling wave principles for
fault detection in distribution systems is challenging because of
multiple reflections from the laterals and other lumped elements,
particularly when we consider communication-free applications.
We propose and explore the use of Shapelets to characterize
fault signatures and a data-driven machine learning model to
accurately classify the faults based on their distance. Studies
of a simple 5-bus system suggest that the use of Shapelets for
detecting faults is promising. The application to practical three-
phase distribution feeders is the subject of continuing research.

Index Terms—traveling Waves, Distribution
Shapelets, Fault Classification, Machine learning

Systems,

I. INTRODUCTION

The protection of distribution systems with high penetra-
tions of inverter-based distributed energy resources (DERS)
is a major challenge for utilities. The traditional over current
relays may not detect faults due to the current limiting circuitry
in the DERs that could limit the fault current to ~ 1.2 pu [1].
In addition, the faster control mechanisms of the DERs and
low inertia systems may require ultra-fast tripping protection
schemes (FTPS).

Faults generate traveling waves (TW) which travel through
the transmission line from the fault to the opposite ends.
These waves travel at a speed near to the velocity of light
and are reflected at junctions of the distribution lines. Ob-
servation of wave arrival times at a specific location can
be used to infer the occurrence, location and type of fault.
This phenomenon is transitory and requires the analysis to
be performed on small time window of a few microseconds
or milliseconds duration. The use of fault-generated TW as
a means for ultra-high-speed fault detection and location has
been a subject of extensive research, with implementations
reported in the early seventies [2]. Further research [3, 4], and
advancements in microprocessors, led to practical applications
to EHV Transmission [4]. The application of TW relays to
a long, untapped, section of EHV, or HVDC lines are a
mature area [5]. Both detection and location are important. We
suspect that a lower resolution in location may be acceptable
in relaying applications; high resolution is desired, post-fault,
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for needed repair and maintenance operations. Distribution
feeders represent a more challenging application because of
short travel times, tapped laterals and complex terminations.
This means that waves reflected from a number of laterals
result in an overlap or ‘clutter’. Thus, it becomes difficult to
isolate waves reflected from different nodes, which in turn
makes detection as well as location more difficult. traveling
wave based protection in with tapped (multiterminal) lines has
been addressed in literature e.g.,[4, 5, 6]. The basic ideas rely
on a knowledge of the sequence of wave arrivals followed by
some form of pattern matching with the actual waves during
a fault. Our exploration draws upon these ideas. One of the
ways to address this challenge is to use sophisticated signal
processing and machine learning (ML) algorithms to extract
relevant information from the TW. Reference [7] provides a
rather comprehensive survey of recent research in this area
with an emphasis on the increasing penetration of distributed
resources.

II. PROBLEM FORMULATION
A. Traveling waves in distribution systems

We consider the feeder shown in Fig. 1, taken to be a single
phase feeder for our initial study. The relay R at bus 1 is to
detect faults on the primary section M2, between buses 2 and
5, using TW principles. The desired scheme is single-ended
(communication free) The primary feeder has two laterals
separated by 2 km. The upstream and downstream laterals have
lengths of 1 km and 2 km, respectively. All lines have identical
characteristics with a travel time of 5.5 uS/km Suppose a fault
occurs at X on M2 a distance of 1 km from the downstream
lateral. The Lattice diagram [8] in Fig. 1 shows the pattern
of TW due to the fault. The solid and dotted lines in the
lattice diagram represent the forward and the backward waves,
respectively.

The waves on up-stream laterals are shown in green and
those from the downstream laterals are shown in blue. The
reflections from the fault arriving at the relay through the
primary (main) feeder are shown in red. The first arrival and
reflection (A) from the fault through the main feeder acts as
the reference. Absent laterals and load taps, a single-ended
scheme can detect and locate the fault by 1) detecting the
forward and backward waves labeled ‘A’ and ‘B’, respectively
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Fig. 1: Lattice diagram illustrating the TW phenomena in the distribution systems.

and 2) estimating the time between the two. It can be observed
that before wave B from the main feeder arrives, there are
several wave arrivals from the fault as well as the laterals. The
shapes of the waves will depend on distortion (attenuation,
dispersion), the coefficient of reflection at various junctions
and the shape of the incident wave, and will fade with time.
For a distribution feeder the Relay R must account for these
intermediate waves [5, 6, 7] to detect and locate the fault by
observing the arrival times with respect to the reference.

The system in Fig. 1 was simulated using Mat-
lab/Simulink/Simscape. Details are provided in Section IV.
The forward(top) and backward (bottom) waves seen by the
relay are shown on the bottom right of Fig. 1, and are keyed
to the lattice diagram. The TW relay must detect periodic
arrival of reflected waveforms. It should be noted that the
periodicity will be different for main feeder and each of the
laterals (with the exception of two or more laterals of same
impedance at a fixed location). If some of these reflections
have very close time-of-arrival at the relay then constructive or
destructive interference may occur. This will result in a clutter
and introduce ambiguity. Other sources of ambiguity include
transformers (loads), capacitor banks, DERS, impedance and
arcing in the fault, and the measurement noise. TWs similar
to those due to a fault can also be produced by switching
operations. This ‘clutter’ makes it extremely challenging to
estimate the location of the fault by analyzing, particularly if
high location resolution is desired in real-time. The relay must
isolate waves or wave arrivals of interest to detect faults.

B. Hypothesis

Shapelets are discriminative sub-sequences of time series
that best characterize inter-class differences and have been
successful in several classification tasks [9, 10, 11]. Motivated
by this we formulate two hypotheses:

1) Shapelets Discovery: If we discover a set of discrimi-
native sub-sequence/Shapelets and treat them as basis
functions for extracting information/features from the
TW signals, can these features be used to classify and
find the accurate location of faults?

The mother-Shapelet: Can we design an analytical
Shapelet that can be interpreted as a global template
(similar to the mother wavelet or basis function)? Do the
dilated and translated versions of this template capture
the fault signatures?

We propose and explore the use the Shapelets to implicitly
‘isolate’ wave arrivals and then to extract the most important
features from the TW reflection clutter. These features are fed
to an ML classifier to estimate the approximate location of the
fault (categorized as different classes).

2)

I11. METHODS

TW relays are intended to detect high-frequency electro-
magnetic transient signatures corresponding to a fault. A
TW relay uses a current transformer (CT) and/or a potential
transformer (PT) to measure voltage (v(¢)) and current (i(t))
waveforms on a line and digitizes them with a high sampling
rate.

A. Test System

Modeling requirements to recreate and study traveling
waves in distribution systems are discussed in [12]. The report
emphasizes the need for additional modeling, simulation, and
experiments to fully understand traveling wave phenomena
in distribution systems and to use it for fault detection and
identification. Our initial study uses a simplified simulation
setup is shown in Fig. 6. We have considered a single-phase
distribution system with an ideal ac source connected to a
feeder with two laterals (same as described in Section II).
The feeder and laterals are modeled as distributed parameter
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Fig. 2: (a) Magnitude and Phase response, (b) impulse, step,
and ramp response of the band pass filter.

lines without parameter frequency dependence. We created
line-to-ground faults at various distances from the relay with
different fault resistances. For the experiments in this paper,
we consider a sampling rate of 10 MHz which results in a
temporal resolution of 0.1 ps. The very high sampling rate is
chosen to satisfy Nyquist criterion.

B. Pre-processing

The voltage and current signals were decomposed into
the forward and backward waves based on the principles of
Telegraphers equation [8]. These waveforms were processed
through an analog band pass filter with a center frequency
of 118.5 kHz. The magnitude, phase, impulse, step, and
ramp response of the filter are shown in Fig. 2(a), and (b).
For a sinusoidal 200 kHz the filter input the filter delay is
approximately 0.4 uS which as compared to the wave travel
time of 5.5 uS/km. As such we anticipate errors and mis-
classifications due to this filter. The filter has an almost linear
phase response within the pass band (shown as vertical dotted
lines). For the experiments in this paper, we utilized the filtered
forward waves.

C. Shapelet Discovery

We use the algorithm in [10] to discover a set of 10
Shapelets, with the objective of distinguishing faults from
steady-state waveforms. The algorithm uses signal sub-
sequences to propose test Shapelets (similar to wavelets but
with no admissibility criteria) and ranks them based on the
Shapelet signal ’distance’ (correlation) and the ability to
classify. This off-line process is computationally intensive. The
hyper parameters for Shapelet discovery algorithm were cho-
sen as: learning rate = 0.1, weight regularizer = 0.1, number

Arbitary units

0

S5 |—st

> e $2

i)

£

& 0y

s |

©

2

S5 i

€

< . A . . .
0 2 4 6 8 10

Time (us)

Fig. 3: Shapelets discovered from the dataset with the objective
to maximally discriminate faults from steady-state.
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Fig. 4: Mother Shapelet at different translations and scales
superimposed over an arbitrary TW waveform.

of iterations = 46. The Shapelet length was chosen as 102
samples based on empirical observations and the algorithm
suggested in [10]. The discovered Shapelets were ranked based
on their discriminating ability. This essentially means that the
Shapelet having the highest rank possibly captures the most
frequently occurring transient portion of the fault waveform.
In Fig 3, we show the two best Shapelets discovered from a
fault dataset (explained in Section IV-A). The Shapelet (S1)
(shown in blue), was considered as the mother Shapelet for
the simulations in this paper. The similarity of this shape to
the step and ramp response of the pre-processing band pass
filter shown in Fig. 2, or a combination of these, suggests that
the Shapelet in a TW could be tied to the pre-processing filter
response. The Shapelet also reflects partial contributions from
reflections at the reactive impedance of the source. Fig 4 shows
the magnitude scaled mother Shapelet superimposed over an
arbitrarily chosen TW waveform, at multiple locations. The
similarity of the scaled and translated mother Shapelet to a
segment of the TW waveform implies that it can act as a
good basis for teasing out constituent waves.

D. Feature Extraction

We used the Shapelet with the highest rank as the mother
Shapelet and computed its correlation with the composite TW
waveform observed at the relay. The mother Shapelet was
essentially translated in time and its Euclidian distance from
the composite waveform is referred to as the correlation co-
efficient. The correlation coefficients for an arbitrarily chosen
composite waveform are shown in Fig. 5. The peaks represent
the highest correlation points in one traversal of the TW
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wave and alternatively imply the time of arrival. The valley
also imply the time of arrival, however the negative values
indicate phase reversal upon reflection. The local peaks can
be identified automatically by finding points that are greater
in magnitude from their adjoining (immediate before and after)
points. However, such an approach is sensitive to noise and
based on the TW clutter there could be several local peaks.
To solve this problem, we specify two peak selection criteria.
The first criterion introduces a constraint on the relative peak
prominence to be less than 0.1. Peak prominence is essentially
the height of the peak from the mean value of the signal.
As the correlation coefficients are normalized in the range
of {—1,+1}, the choice of peak prominence of 0.1 implies
that every identified peak must correspond to at least 10%
matching with the chosen Shapelet basis. The second criterion
for peak identification is based on the relative location of
consecutive peaks. We specify this as a minimum separation
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Fig. 5: Constraints to identify peaks and valleys.

We extracted the following set of features based on the
location and magnitude of the peaks and valleys.

o Feature 1: Magnitude of first 10 correlation peaks ex-
cluding the first peak

o Feature 2 : Distance between first 10 pairs of consecutive
correlation peak locations/ time lags

o Feature 3 : Magnitude of first 10 correlation valleys
excluding the first valleys

« Feature 4 : Distance between first 10 pairs of consecutive
correlation valley locations/ time lags

E. Building a classifier

Instead of choosing a non-linear classifier such as a neural
network, we first evaluated a linear classifier. The linear clas-
sifier works when the decision boundary separating different
classes can be defined by lines, planes or hyper-planes [13].
If the extracted features have sufficient discriminating ability
then a linear combination of the features may transform the
data onto a linearly separable plane. Motivated by the intuition
that the Shapelet features can infer about the fault location,
we used the multi-class linear discriminant analysis (LDA)

classifier. We assume that each class has the same covariance
but with different means.

In LDA, each class (Y') generates data (X) using a multi-
variate normal distribution. In our case, the data X essentially
is the extracted set of features. The model assumes X has a
Gaussian mixture distribution. The classifier predicts such that
the expected classification cost in (1) is minimized.

ZP k/x)

Where, ¢ is the predicted classification. K is the number
of classes. P(k/x) is the posterior probability of class & for
observation z. C(y/k) is the cost of classifying an observation
as y when its true class is k, defined in (2).

C(y/k) (1)

y = min
y y 12——K

1, ify =k
b =1 ) @

F. Classifying a pattern

The chosen mother Shapelet and pre-trained LDA classifica-
tion model are stored/deployed at the TW relay module. Clas-
sification requires a computation of the correlation between the
Shapelet and the incoming signal, at each successive lag of the
Shapelet with respect to the signal. This step would have to be
performed in real time, is not very computationally intensive
since the length (span) of the Shapelet is short (102 samples
in our experiments). The peaks and valleys are detected from
the correlation coefficients and the chosen set of features are
extracted. These features are then fed as input to the trained
LDA model to predict the class to which the fault belongs.

IV. SIMULATIONS & RESULTS
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Fig. 6: Experimental setup.

A. Dataset

We created a database with a comprehensive set of fault
waveforms by varying the fault resistance and fault location
parameters in the simple simulation set up. We created a set
of total 3600 patterns and divided them into 9 classes based
on the location of fault, summarized in Table I. The faults
on the main feeder were categorized into 8 segments of 500
meters each, corresponding to 8 classes, making the distance
resolution to be 500 meters. The fault locations were uniformly
distributed within each segment/class. At each fault location,
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the fault resistance was varied randomly between 0.1 to 2 )
with an uniform distribution, to create an exhaustive set of

patterns.

TABLE I: Parametric variation of the data set.

Class Fault Location (x | Fault Number of
Labels | km) Resistance patterns
(R )

Class-0 | Fault at up-stream | 0.1 < R <2 400

and down-stream

laterals
Class-1 | 1<z<1.5 0L1<R<2 400
Class-2 | 1.b<x <2 0L1<R<2 400
Class-3 | 2<x <25 0L1<R<2 400
Class-4 | 25 <x <3 0L1<R<2 400
Class-5 | 3 <z < 3.5 0L1<R<2 400
Class-6 | 3.5 <x<4 0L1<R<2 400
Class-7 | 4 <z <45 0L1<R<2 400
Class-8 | 4.5<x<5H 0L1<R<2 400

B. Results

We performed 10-fold cross-validation to evaluate the
performance of the LDA classifier. By performing cross-
validation, we use all our patterns in the dataset, both for
training and for testing while evaluating the classifier on
examples it has never seen before. For the dataset without
noise, the mean classification accuracy of all the 10-folds was
99.56% with a standard deviation of 0.42%. The small value of
the standard deviation indicates that the classifier is consistent.
This implies that by training the classifier on patterns of the
data set chosen randomly, and deploying it will lead to similar
performance.

To further analyze the classification performance in terms
of the confusion matrix, we divided the data set randomly
into 70% training data (280 patterns in each class) and 30%
(120 patterns in each class) testing data, chosen randomly.
The classifier was trained with 70% training data and the
resulting confusion matrix with 30% test data is shown in
Fig. 7(a). In this case, the classification accuracy was found
to be 99.35%. It can be observed that for Class-5, six patterns
are wrongly classified as the neighboring Class-6. Similarly, 1
patterns from Class-8 are wrongly classified as Class-7. The
mis-classified patterns were found to lie near the decision
boundary of two neighboring classes. For instance, the 6 mis-
classified patterns in Class-5 correspond to the faults occurring
at locations between 3.45 to 3.5 km (within 50 meters from
the starting class boundary for Class-6). The confusion matrix
for the entire data set is shown in Fig. 7(b), to identify the
classes that are venerable when the ML model is deployed. In
our case, it leads to the similar conclusion we derived from
the 70-30 train-test data, i.e, few patterns at the boundary of
Class-5 and 8 are missclassified to their adjoining class.

The classifier performs quite well for the simulated data.
However, the field data will have measurement noise and for
low intensity-high frequency TW waves, this could have severe
impact. To assess the effect of noise we added white Gaussian
noise to the filtered waveform before extracting the features.
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O~NOOPWN—-O
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0123456738
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Fig. 7: Confusion Matrix with (a) 30% test data and 70%
training data, and (b) for the entire data set, without noise.

TABLE II: Classification accuracy with different SNRs.

SNR (dB) 45 40 35 30 25 20
Accuracy (%) Mean 99.55| 99.55| 99.53| 99.55| 99.33| 92.47
Std. Dev. | 047 | 0.47 | 049 | 046 | 049 | 1.22

As we do not know the actual measurement noise charac-
teristics for the TW, white Gaussian distribution seemed a
reasonable assumption [14]. The mean and standard deviations
of 10-fold cross-validation accuracies for different signal-to-
noise ratio (SNR) conditions are presented in Table II. The
classification performances were minimally affected (stays at a
mean of ~ 99.5% with ~ £0.5% standard deviation) for SNR
of up 25 dB. However, for 20 dB SNR, the accuracy dropped
to 92.47% with an increase in standard deviation to +1.22%.
Considering that, we are introducing noise after pre-processing
with the band pass filter, 20 dB SNR is a very extreme test.
Therefore, the proposed method can be considered as robust
against measurement noise.

In Fig. 8(a), the confusion matrix computed for the 30%
test data at 30 dB SNR is shown. The model was trained with
the rest 70% training data. Comparing it with the case without
noise (Fig. 7), only one additional pattern in Class-2 got mis-
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Fig. 8: Confusion Matrix with (a) 30% test data and 70%
training data, and (b) for the entire data set, at 30 dB SNR.
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classified into neighboring Class-3. It further demonstrates the
robustness to additive noise. The confusion matrix for the
entire dataset shown in Fig. 8(a) also reinforces the same
conclusion that few patterns at the boundary of Class-2, 5,
and 8 are at the risk of being missclassified to their adjoining
class, at 30 dB SNR.

V. DISCUSSIONS AND CONCLUSION

This paper proposes a relatively simple Shapelet based
approach to classify faults in the distribution systems through
traveling wave principles. The potential for using Shapelets
was explored using a simple system. In contrast to choosing a
pre-defined basis function, we extracted a set of discriminating
sub-sequences (Shapelets) from a dataset with different fault
characteristics. One of the extracted Shapelets was considered
as the template/basis (mother Shapelet) to extract features from
the TW clutter. We observed that the extracted features result
in a linear decision boundary, and with discriminant analysis
the faults in the distribution system can be classified with
reasonable accuracy (> 99% in the absence of noise). We
also found the proposed Shapelet based method to be robust
against measurement noise retaining a classification accuracy
> 90%. These preliminary results indicates the promising
ability of Shapelets in classifying distribution system faults.
However, we will perform a detailed comparative evaluation
(robustness and computational analysis) of this approach with
other established methods [4, 5, 7, 9] in continuing work. We
will focus on classifying different types of faults in practical
3-phase distribution systems and on more precise estimation
of fault distance, and examine the computational complexity
in the context of implementation.
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