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Abstract
People with hearing and speaking disabilities face significant hurdles in communication. 
The knowledge of sign language can help mitigate these hurdles, but most people with-
out disabilities, including relatives, friends, and care providers, cannot understand sign 
language. The availability of automated tools can allow people with disabilities and those 
around them to communicate ubiquitously and in a variety of situations with non-signers. 
There are currently two main approaches for recognizing sign language gestures. The first 
is a hardware-based approach, involving gloves or other hardware to track hand position 
and determine gestures. The second is a software-based approach, where a video is taken 
of the hands and gestures are classified using computer vision techniques. However, some 
hardware, such as a phone’s internal sensor or a device worn on the arm to track mus-
cle data, is less accurate, and wearing them can be cumbersome or uncomfortable. The 
software-based approach, on the other hand, is dependent on the lighting conditions and 
on the contrast between the hands and the background.  We propose a hybrid approach 
that takes advantage of low-cost sensory hardware and combines it with a smart sign-rec-
ognition algorithm with the goal of developing a more efficient gesture recognition sys-
tem. The Myo band-based approach using the Support Vector Machine method achieves 
an accuracy of only 49%. The software-based approach uses the Convolutional Neural Net-
work (CNN) and Recurrent Neural Network (RNN) methods to train the Myo-based mod-
ule and achieves an accuracy of over 80% in our experiments. Our method combines the 
two approaches and shows the potential for improvement. Our experiments are done with a 
dataset of nine gestures generated from multiple videos, each repeated five times for a total 
of 45 trials for both the software-based and hardware-based modules. Apart from showing 
the performance of each approach, our results show that with a more improved hardware 
module, the accuracy of the combined approach can be significantly improved. 
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1  Introduction

From 9 to 22 out of every 1,000 Americans have a severe hearing impairment or are func-
tionally deaf, with nearly 2 million profoundly deaf (which is roughly 0.7% of the U.S. pop-
ulation)– the numbers are even more staggering around the world. Furthermore, approxi-
mately 7.5 million people in the United States have trouble using their voices [13]. The 
most vulnerable groups are males between 15 and 24 years old, infants, toddlers, and the 
elderly over 75 years. These NIH statistics further indicate that 500,000 hospitalizations/
year of such people occur due to injuries, resulting in mild/moderate problems affecting 
independent living, while 200,000 patients/year may have suffered from severe problems 
requiring institutionalization or close supervision, seriously hampering their quality of 
life. Technologically, our world is poised to embrace the next revolution of wireless-based 
technologies for anywhere and anytime usage with unprecedentedly advanced applications. 
The computing revolution that began with digitizing documents, photographs, and records 
so that they could more easily be manipulated is not over yet. Only its form has changed. 
The current wave in the technological revolution is the emerging wireless communications 
and Internet of Things (IoT) for enhanced computing and communications capabilities. IoT 
connects and views a world of networked smart devices, including applications from per-
sonal electronics, where everything is interconnected. In IoT, multimedia objects transform 
into smart objects which are able to sense, interpret and react to the environment enabled 
by the combination of the Internet and evolving wireless technologies such as Radio-fre-
quency Identification (RFID). This technological revolution enables new means of commu-
nication not just between people and things but also between things themselves.

A reliable system for converting sign language to text can allow millions of people with 
communication disabilities to communicate more effectively with the general population. 
See Table 1 for an image and description of each letter in the American Sign Language.

Currently, two main approaches are used for sign language gesture recognition. The 
first is a hardware-based approach, using gloves, phone’s internal sensors, electromyo-
graphy (EMG) devices, or other sensors to track the position and movement of the hand. 
The second is a software-based approach, where the video is taken of the hands, and com-
puter vision techniques are used to classify the gestures. Specialized gloves can be the 
most reliable and versatile. However, other hardware is less accurate. For hardware-based 
approaches, the user is required to have the necessary device throughout the entire day; this 
can be uncomfortable or hard to keep track of. Conversely, the software-based approach 
only requires a smartphone or computer with a camera. However, lighting conditions, 
background composition, and contrast can all affect the accuracy of the system.

We propose a combination of hardware and software techniques to form an alternative 
approach to sign language gesture recognition. Specifically, the Myo Armband developed 
by Thalmic Labs is used to read EMG and inertial measurement unit (IMU) data from 
the forearm and a Support Vector Machine classifier from the Open-Myo repository on 
GitHub [1] is adapted to classify sign language gestures. For the software-based unit, the 
“SIGN LANGUAGE GESTURE RECOGNITION FROM VIDEO SEQUENCES USING 
RNN AND CNN” repository from GitHub [24] is used. This unit is trained on a dataset of 
Argentinian Sign Language, so that is what we use for our system as a whole. The user of 
our prototype would perform sign language gestures while wearing the Myo armband and 
being video-taped, and once both modules (the vision-based module and the Myo-based 
module) have made a prediction, the results will be combined and weighted for a final pre-
diction. Although this system uses Argentinian Sign Language, the same algorithm could 
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be applied to other sign languages as well. The software module would have to be trained 
on a relevant dataset of segmented hands; although this system uses colored gloves for easy 
segmentation, any other method will work as well. For the hardware module, Myo armband 
data would have to be gathered for each sign used in the new sign language.

This paper extends the previous work in [56]. The contributions of this paper are as 
follows: further surveying of the field of sign language recognition is provided, with addi-
tional categorization and analysis of different techniques. The results of our experiments 
are discussed further and contrasted to other similar works. Additional conclusions and 
future work are provided.

This paper is organized as follows: Section 2 will cover some background for the field 
of sign language recognition. In Section 3 we will give a more in-depth background and 
technical overview of the hardware and software components specific to our project. In 
Section 4 we will describe the setup of our experiment. Section 5 will provide the results of 
our experiment, and Section 6 will conclude the paper and discuss further steps for future 
research.

Table 1   The Letters of American Sign Languagea

Letter Image Description Letter Image Description Letter Image Description

A Make a fist upward 

with the thumb pointing 

up.

J Like I, but swing the 

pinky finger to make a J 

shape in the air.

S Make a fist and 

rest the thumb over 

the other fingers.

B Hold hand up, point 4 

fingers upwards and 

tuck the thumb into the 

middle of the palm.

K Raise the middle finger 

and the index finger, and 

make sure they are 

separated. Place the thumb 

in between the two raised 

fingers, resting on the 

middle finger.

T Make a fist and 

tuck the thumb in 

between the 

middle and index 

finger.

C Cup fingers into a C 

shape.

L Point the index finger 

vertically up and the 

thumb horizontally, so 

that the index finger and 
thumb form an L shape.

U Point the middle 

and index fingers 

up and keep them 

together.

D Put fingers into an O 

shape and raise the 

index finger.

M Place the fingers into a 

fist, with the thumb over 

the pinky finger and the 

three other fingers over 

the thumb.

V Point the middle 

and index fingers 

up and keep them 

separated.

E Tuck the thumb into the 

middle of the palm and 

rest all of the other 

fingers over the thumb.

N Place the fingers into a 

fist, with the thumb over 

the pinky and ring finger 

and the two other fingers 

over the thumb.

W Point the middle, 

index, and ring 

fingers up, and 

keep them 

separated.

F Put the index fingers 

and the thumb together 

to make an O shape and 

point the remaining 

fingers upward.

O Cup the fingers and the 

thumb into an O shape.

X Hold the index 

finger up and bend 

the tip of the finger 

to point at the 

person being 

talked to.

G Take the index finger 

and the thumb, separate 

them 1 inch from each 

other and turn them so 

the index is pointing to 

the person being talked 

to.

P Like K, but with the the 

fingers pointing down 

instead of up.

Y Make a fist and 

point the thumb 

and pinky finger 

out to the sides.

H Point the index and 

middle finger out so 

that the back of the 

hand is facing the 

person being talked to.

Q Like G, but with the index 

finger and thumb pointing 

down, and the index finger 

facing the person being 

talked to.

Z Use the index 

finger to make a Z 

shape in the air.

I Hold the pinky finger 

upwards and rest the 

thumb over the other 

fingers.

R Point the index and 

middle fingers up and

wrap the index finger 

around the middle finger.

a Images from [3]
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2 � Background

There are three major steps to any sign gesture recognition system: acquisition of data, 
extraction of features from the data, and classification of the data by running a rec-
ognition algorithm on the extracted features. The two main methods of acquiring data 
define the two most common approaches to gesture recognition: in the hardware-based 
approach, the data is acquired through sensors on the hands, and in the software-
based approach, the data is acquired through a camera [13]. Hence, for each of these 
approaches, we will examine the issues of feature extraction and recognition.

2.1 � Hardware‑Based Approach

Three different methods of acquiring data using the hardware-based approach are 
through gloves, through the internal sensors in a smartphone, and through devices that 
collect EMG and IMU data, such as a Myo Armband [13]. Figure 1 provides an over-
view of these methods.

In many of the studies using gloves, data came from ten flex sensors and an IMU that 
give the posture and orientation of the hand. There are various algorithms that were used 
to classify the hand states as gestures, including template matching, minimum mean square 
error algorithm, and SVM. Each has its own benefits and drawbacks: for instance, SVM 
is generally very time-consuming but very accurate compared to the other methods [13]. 
Glove-based approaches are able to achieve high levels of accuracy. For example, the work 
in [47] showed an accuracy of 85% on five number signs. The work in [48] obtained accu-
racies of 99% using different classification methods on the twenty-six letters of ASL.

Using the internal sensors in a smartphone can be more convenient, as no additional 
hardware is required beyond the smartphone itself (Table 2 provides a general overview 
of existing works that utilize this method). However, phones can generally detect only two 
types of gestures: turn gestures and transition gestures. Hence, phones are better equipped 
to recognize dynamic gestures than they are to recognize static gestures (Tables 3 and 4 
provide a general overview of existing works for static gestures and dynamic gestures, 
respectively). In previous studies that have used the internal sensors in a smartphone, the 
accelerometer continuously detected the three axis points of the phone in space, so the 
motion could be calculated by a vector containing the sum of the derivatives of the current 
axis with the previous axis. Again, there are multiple methods that were used for recogniz-
ing the hand gestures. One of the most common is the Dynamic Time Warping (DTW) 
algorithm. This algorithm does not require a lot of training data and takes into account 
the fact that different people will take different lengths of time to perform the same ges-
ture, hence making it a popular choice [13]. Although limited in the kinds of gestures that 
can be detected, phone internal sensors are able to achieve high accuracy classification of 
appropriate gestures. [14] is able to classify 12 different motions with an accuracy of 94%. 
Although these are not signs from a sign language, this work could be utilized to allow 
other sign language systems to better classify dynamic gestures.

The final common option is a bio-potential approach, as described by [37]. Sequeira et al. 
propose a system for converting Indian sign language to text using Inertial Measurement Unit 
(IMU) and surface electromyography (sEMG) signals from the surface of the forearm. There 
is not as much research on the bio-potential approach as there is on the other hardware-based 
approaches. However, the bio-potential approach shows a lot of promis, because more data 

34528



(2022) 81:34525–34546Multimedia Tools and Applications

1 3

can be collected than in the smartphone-based approach, and the set of sensors is not as cum-
bersome as in the glove-based approach. While [37] uses a specific set of sensors, it is also 
possible to collect EMG and IMU data through a Myo Armband [2]. Section 3 will go into 
further detail.

Fig. 1   Existing hardware techniques for sign language gesture recognition, displayed chronologically

Table 2   A Selection of Existing Phone Internal Sensor-Based Systemsa

a Table based on [13] and [28]

System Classification Method Gesture Type Processing Voc. Size Dependency

Choe 2010 [7] DTW Dynamic Local 20 User-independent
Gupta 2016 [14] DTW Dynamic Local 6 User-independent
Joeselli 2009 [17] HMM + foreword-back-

ward algorithm
Dynamic Local 10 User-independent

Niezen 2008 [27] DTW Dynamic Local 8 User-independent
Wang 2012 [43] Own statistical method Dynamic Local 21 User-independent
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2.2 � Software‑Based Approach

As mentioned previously, the software-based approach is more challenging due to the mul-
titude of variables, such as lighting conditions and background contrast, that can affect the 
accuracy of the results. The data collection step is fairly straightforward: the internal camera in 
a smartphone will suffice, albeit it is often necessary for photos or videos to be recorded in a 
controlled setting because of the feature extraction step. Prior research in image and video pro-
cessing includes [54] and [55], which explore the collection, coding, and allocation of video 
data.

The real challenge with this approach is the feature extraction step after the video has been 
collected. Hand orientation and position can be detected in numerous ways, including via skin 
detection or Viola-Jones cascades of boosted rectangle filters. Skin segmentation algorithms 
are commonly used in order to separate the hands from background noise. Additional hand 
details are extracted using various methods as well. For instance, the number of open fingers 
can be measured by finding contours, and the palm area can be measured by finding the largest 
circle that fits in the hand region.

Common methods for classification in the software-based approach include SVM (Table 5), 
Template Matching (Table 6), and Hidden Markov Models (Table 7). Other methods that are 
used can be found in Table 8. Additionally, Fig. 2 provides a chronological overview of exist-
ing works in each of these domains

3 � Technical Overview

3.1 � Hardware‑Based

The Myo Armband from Thalmic Labs has been used by [4] to collect muscle data from 
the arm, which is then fed through a classification algorithm in order to classify letters of 
the Brazilian Sign Language (LIBRAS).

Table 4   A Selection of Other Existing Hardware Techniques for Dynamic Gesturesa

a Table based on [13] and [28]

System Sensors Classification Method Processing Voc. Size Dependency

Fang 2002 [11] Gloves HMM, Self-organizing 
map, RNN

Local 208 User-independent

Kau 2015 [21] Gloves Template Matching Local 5 User-independent
Murukami 1991 [26] Gloves RNN Local 10 User-dependent
Sequeira [37] Elec-

trodes + Iner-
tial Sensor

SVM Local - -

Wang 2002 [42] Gloves HMMs model sequen-
tial subunits

Local 5119 User-dependent

Wu 2000 [45] Gloves Semi-Continuous 
Dynamic Gaussian 
Mixture Model

Local 274 User-dependent

Krishnan 2020 [49] Gloves Gradient Descent Local - User-independent
Chu 2021 [51] Gloves SVM, DTW Local - User-independent
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The Myo Armband is designed to be worn just below the elbow on the fatty part of 
the forearm. It contains eight evenly spaced EMG sensors that collect data from the arm 
muscles. The Myo Armband also consists of an IMU that collects data using an accelerom-
eter, gyroscope, and magnetometer. Because of the limitations of the armband, Abreu et al. 
make some assumptions to simplify the experiments in [4]. First, it is assumed that the 
Myo Armband is worn by the same person, as the EMG data can vary significantly between 
individuals. Additionally, the Myo Armband is always assumed to be placed in the exact 
same position on the forearm. If it is not, the sensors will be reading different muscles 
which makes the data impossible to compare with any accuracy. In [4], only EMG data was 
used, which means that the system could only be trained on static letters. Dynamic letters 
(those that involve moving the arm as well as positioning fingers) could also be trained, but 
this would require the use of the IMU data as well as the EMG data.

The training set used in [4] consisted of 28,500 EMG reading sample for each letter 
used. Only twenty letters were used. The data was preprocessed by taking the absolute 
value of the data in order to reduce the area of the feature space. After preprocessing, the 
SVM classifier was used to classify the data as each of the twenty letters. The one-vs-all 
method was used due to the fact that a gesture can be none of the twenty letters in the 
model. Therefore, each classifier assigns either “positive” or “negative” for its individual 
letter. If all twenty classifiers return “negative” for a gesture, then it is labeled as “none,” 
meaning it was not any of the twenty letters in the model.

As shown in Table  9, only a small portion of letters were able to be labeled accu-
rately in real-time. As it stands, the Myo Armband is not a reliable tool for sign language 

Table 5   A Selection of Existing Software using SVM Classificationa

a Table based on [13] and [28]

System Feature Extraction Processing Voc. Size Dependency

Elleuch 2015 [10] Skin detection HSV, convexity 
defects

Local 5 User-independent

Hays 2013 [15] Skin detection YCrCb, canny edge Local, client–server 32 User-independent
Jin 2016 [16] Skin detection RGB, canny edge, 

SURF
Local 16 User-dependent

Joshi 2015 [18] PCA Local 5 User-independent
Lahiani 2015 [23] Skin detection RGB, convexity 

defects
Local 10 User-dependent

Fayyaz 2019 [52] SURF - - User-independent

Table 6   A Selection of Existing Software using Template Matching Classificationa

a Table based on [13] and [28]

System Feature Extraction Processing Voc. Size Dependency

Gandhi 2015 [12] Background subtraction Local - -
Kamat 2016 [20] Skin detection RGB Local 4 User-dependent
Raheja 2015 [32] Sobel Edge Filter, PCA Client–server 10 User-dependent
Saxenal 2014 [36] Skin detection RGB, PCA Client–server 10 User-dependent
Shrenika 2020 [53] Canny edge detection Local - -
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recognition. Furthermore, the obstacles that inspired the simplifying assumptions in the 
original work, namely the fact that EMG readings vary greatly from person to person and 
also between different positionings on the same person’s forearm, further reduce the usa-
bility of the Myo Armband in sign language recognition systems. However, although the 
Myo Armband cannot be used by itself for sign language gesture recognition, it does have 
potential to be used in addition to another tool, such as a software-based module, in order 
to attempt to improve the accuracy of the overall system. This idea will be explored further 
in Sect. 4 of this paper.

3.2 � Software‑Based

The “SIGN LANGUAGE GESTURE RECOGNITION FROM VIDEO SEQUENCES 
USING RNN AND CNN" software [24] has been made available on GitHub. The first 
step in this software is to separate the videos into individual frames, and in each of these 
frames, the hands are extracted from the rest of the image. Next, the spatial features of each 
image are extracted using CNN. Specifically, the Inception-v3 model of the TensorFlow 
library is used to classify the spatial features of each image.

Some example frames are shown in Fig. 3. Further samples are provided in Fig. 4, which 
shows two different participants performing the sign for "man." Fig. 5 shows two differ-
ent participants performing the sign for "music." While "man" only uses the right hand, 
"music" uses both hands. These signs are dynamic, so each of these frames is from a video 
where the person is moving their hands in a specific way. Each video has a plain colored 

Fig. 2   Existing software techniques for sign language gesture recognition, displayed chronologically
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Table 9   Real Time Classification 
Accuracy

Letter Gesture Accuracy

A 4%
B 19%
C 49%
D 64%
E 76%
F 8%
G 40%
I 55%
L 77%
M 8%
N 57%
O 47%
P 8%
Q 48%
R 91%
S 46%
T 4%
U 5%
V 22%
W 95%

Fig. 3   Samples from the Argen-
tinian Sign Language Dataset 
[34]
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Fig. 4   Two participants perform-
ing the Argentinian sign for 
“man” [34]

Fig. 5   Two participants perform-
ing the Argentinian sign for 
“music” [34]
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background, dark clothes, and colored gloves; this is to make hand extraction simpler. 
Examples of some frames after hand extraction are shown in Figs. 6 and 7. The positions of 
each hand within the frame is stored. The handshapes and motion are then classified.

The first step after the features are extracted with the CNN is to change how the vid-
eos are represented so that they can be input into the RNN to train on the temporal fea-
tures. There are two approaches used in this software. The first, Approach 1, represents 
each video as a sequence of n-dimensional vectors, where n is the number of classes. Each 
vector represents one frame and contains the predictions made by the CNN for that frame. 
In Approach 2, each frame is again represented by a vector. However, instead of the vec-
tors being n dimensional for the number of classes, they have 2048 dimensions where each 
dimension is one output of the last pool layer of the CNN. Therefore, the prediction is not 
made by the CNN before the vectors are fed into the RNN. In this way, predictions are not 
made for each frame in the CNN, but are predicted in the RNN.

Next, the RNN must be trained. This training is different depending on whether 
Approach 1 or Approach 2 was used in the previous step. For Approach 1, the RNN is 
trained on the “softmax-based representation” of gestures. For Approach 2, the RNN is 
trained on the “pool layer-based representation” of gestures. The only difference in the 
RNN training is in the input layer, as it must match the format of the input data, which is 
either predictions made by the CNN or the output of the final pooling layer. After the input 
layer, the network is the same and training is performed the same way.

Both approaches were tested on a dataset of 46 gestures in Argentinian Sign Language 
[34]. The dataset that was used had specific background and clothing restrictions in order 
to aid in hand extraction. Participants wore plain black shirts and different colored gloves 
on each hand. The background was plain white. Having these constraints makes it easier to 
extract the hands from the background, and differentiate right and left hands, but it is not 
necessary for training the system. Images are converted to grayscale after segmentation 
occurs, so the color of the gloves does not affect the training of the model. If a different 

Fig. 6   The right hand shape 
extracted from the sign for “man” 
[34]
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method of hand extraction were used, the model should also work on a dataset without 
colored gloves. Approach 1 had an accuracy of 80.87%, and Approach 2 had an accuracy 
of 95.21%. Both approaches, especially Approach 2, are very effective at recognizing sign-
language gestures using a software based approach.

4 � Experimental Setup

The goal of this experiment is to combine hardware and software techniques for sign lan-
guage recognition in order to test if the overall accuracy can be increased. Specifically, we 
sought to answer if combining a classifier using EMG data from the Myo Armband with a 
classifier for data extracted from smart-phone video can increase the overall accuracy of 
sign language gesture recognition.

The idea behind the software is that the user would perform sign language gestures 
while wearing a Myo Armband and simultaneously being filmed by a smart-phone cam-
era. The videos are then fed through the software-based module while the EMG data is 
fed through the hardware-based module. Both modules output their prediction matrices, 
which are combined to form a final prediction for a gesture. The software-based module 
that we used is the “SIGN LANGUAGE GESTURE RECOGNITION FROM VIDEO 
SEQUENCES USING RNN AND CNN" program from GitHub.

The classifier for the Myo-based module is a modified version of one found in the “Open 
Myo” repository on github [1]. Muscle data was collected using a modified version of the 
“save_emg_signals.py" file, where each reading of muscle data was saved as a list of 12 
integers. The first 8 integers in the list represent the EMG readings from the 8 sensors on 
the Myo Armband, and the last 4 integers in the list are the real numbers from a quaternion 
reading that represents the orientation of the Myo Armband in space. We found that the 
quaternion readings had more of an effect on the accuracy of the classifier than the EMG 
readings, so accordingly, the quaternion readings were given a stronger weight. The data 

Fig. 7   The right and left hand shapes extracted from the sign for “music” [34]
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was dumped into a Pickle file, so that it could be loaded into a modified version of the 
``emg_clf_test.py" file from the Open-Myo repository for classification.

Our modified version of the “emg_clf_test.py" file from the Open-Myo repository works 
as follows: first, the dictionary containing training data and the dictionary containing test 
data is loaded into the program. Next, the two dictionaries are reformatted into two lists of 
arrays, organized according to the specific iteration of each gesture. After that, the training 
data and test data are both segmented—that is, they are placed into a list of arrays, where 
there is one array for each data point (of which there are 12) from each individual gesture. 
The program will decide a “number of segments", which is the length of each of these 
arrays. This number is important because it is the number of predictions that the program 
ultimately ends up making for each iteration, and whichever gesture is predicted the largest 
number of times for an iteration is the “final prediction" of the program for that iteration. 
Then, two feature matrices are created (again, one for training data and one for test data), 
which contain data about the features for each gesture, such as the mean, root mean square, 
and variance of data points. The last of the pre-processing steps is to create a target matrix 
that contains the actual values that should be predicted by the classifier, as well as dimen-
sionality reduction (the 12-dimensional data is scaled down to 2 dimensions).

After the above preprocessing steps, we begin training the model. The training data 
is fed through a Support Vector Machine (SVM) classifier from the Python Scikit-Learn 
Library [29] and each segment of each gesture is given a prediction. In order to create a 
prediction matrix that can be combined with the output from the software-based module, 
the likelihood of a particular gesture is calculated based on the predictions for each seg-
ment of the iteration. Our model was trained using only nine gesture from the Argentinian 
sign language database: “man,” “skimmer,” “music,” “green,” “bright,” “drawer,” “away,” 
“learn,” and “accept.” Our test data included five iterations of each gesture. If we suppose 
the pre-processing step segmented the data into six segments, then the final prediction 
matrix will be a list of 45 lists, where each list corresponds to a specific iteration and pro-
vides the likelihood of that iteration being each of the nine gestures.

The prediction matrix is formatted in this way to match the format of the predictions 
matrix from the “rnn_eval.py" file of the “SIGN LANGUAGE GESTURE RECOGNI-
TION FROM VIDEO SEQUENCES USING RNN AND CNN" module. Therefore, once 
the prediction matrix is created with our modified version of the Open-Myo file, it is 
dumped into a pickle file so that it can be loaded into “rnn_eval.py” and combined with the 
prediction matrix from the software-based module. The weights of the two modules can be 
adjusted to give priority to one over the other.

As stated before, the idea of this software is to perform a gesture while wearing the Myo 
Armband and being filmed simultaneously. However, due to limitations of the Myo Armband 
(discussed further in the conclusions of this paper), the eight sensors must be placed in the 
exact spot on the forearm for training and testing data; otherwise, the EMG data will vary sig-
nificantly between sessions. Therefore, the training and testing datasets had to be collected in a 
single session without removing or repositioning the Myo Armband. Due to time constraints, 
we were forced to use separate reading for the software-based and hardware-based modules, 
so they were not able to be recorded simultaneously.

The video data used was a subset of the Argentinian Sign Language dataset [34], and was 
the same subset as used in [24]. The 50 iterations of the nine gestures are in the Argentinian 
Sign Language dataset, so we split them into a training set of 45 iterations and a test set of 
five iterations. The hardware-based module data was collected separately, with 50 iterations 
of each gesture used for training and 5 used for testing. The Myo Armband data was collected 
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from one person in a single sitting, without removing or repositioning the armband, in order to 
obtain the most accurate data possible.

5 � Results

Below are the classification results of the Myo-based module in Table  10. 45 iterations 
were performed; five for each of the nine gestures used. Note that 22 of the 45 gesture iter-
ations are predicted correctly. Also note that Fig. 8 provides a visualization of the muscle 
data from the Myo Armband after the pre-processing steps of the SVM classifier.

Next are the results for the software-based module  (Table 11), in the same format as 
the prediction table for the Myo-based module. This module predicts 40 of the 45 itera-
tions correctly, all gestures except for “skimmer", which it predicted as “bright". This is not 
unexpected, as these are two very similar gestures. “Bright" involves waving the hand away 
from and then back towards the body while holding all fingers and the thumb up, while 
“skimmer" is the same except for not holding up the thumb.

The combination of these 2 matrices gives us our final result. Unfortunately, as the Myo-
based module also had a zero accuracy for “skimmer,” there is no way to combine these 
two matrices such that more than 40 of the 45 gesture iterations are identified correctly, 
meaning that with these results, it is impossible to improve upon the results from the soft-
ware-based module on its own.

Based only on our results, the combination of hardware and software techniques seems 
unable to improve the overall accuracy of sign language gesture recognition systems. Not 
only did the combination of the software-based module “SIGN LANGUAGE GESTURE 
RECOGNITION FROM VIDEO SEQUENCES USING RNN AND CNN” with the EMG 
and IMU classifier for the Myo Armband not improve the accuracy, but the accuracy also 
decreases as the weight given to the predictions matrix from the Myo-based module is 
increased. This is unsurprising due to the small test size and the limitations of the Myo 
Armband with regards to sign language recognition. Some of the limitations are discussed 
below.

EMG data is dependent upon many different factors. The shape of an individual’s 
forearm is always different, which can make EMG data quite variable between people. 

Table 10   Classification Accuracy 
of the Myo-Based Module

Gesture Correct Clas-
sifications out of 
5 trials

Man 0
Skimmer 0
Music 5
Green 0
Bright 5
Drawer 0
Away 5
Learn 3
Accept 4
Total 22 / 45
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Therefore, in order to use the Myo Armband to collect data for sign language recognition, 
the program must be trained on each individual user, which can severely limit the practical 
uses of such a system. In order to use such a system, each person would have to provide 
training data for all the signs that the system would have to recognize, which would be a 
very arduous and difficult process. Additionally, the Myo Armband is dependent not only 
on different forearms but also on where it is placed on the same forearm. When the device 
is removed and replaced for a second session, the previous training data may prove entirely 
useless, meaning that some amount of retraining would have to be done to allow the system 
to function properly again.

The Myo-based module is comparable to a system like [4] and has comparable accuracy 
to some signs being classified with very high accuracy and others with very low. The aver-
age accuracy across all signs for this system is 49% compared to the results from Table 9. 
The software-based module has an accuracy of 89%, which is similar to the results of [52] 
at 86%. However, the combination of the modules in this experiment does not improve the 

Fig. 8   Visualization of 12-dimensional gesture data from the Myo Armband, reduced to 2 dimensions [56]

Table 11   Classification Accuracy 
of the Software-Based Module

Gesture Correct Clas-
sifications out of 
5 trials

Man 5
Skimmer 0
Music 5
Green 5
Bright 5
Drawer 5
Away 5
Learn 5
Accept 5
Total 40 / 45
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results of the classification. Given the limitations of the Myo armband discussed above, it 
appears that it may be unable to improve the accuracy of similar software-based systems.

6 � Conclusions

The most significant limitation of our system is that the Myo Armband must be placed in 
the exact same position on the forearm for each session for the most accurate results; oth-
erwise, more training data will have to be collected for each session. Clearly, the recreation 
of the training set for each time the armband is removed is impractical, especially given 
that the final system would include the majority of words in the particular sign language. 
Each gesture would have to be performed again each time the armband is removed. How-
ever, it is also impractical to attempt to ensure that the Myo Armband is placed exactly in 
the same position on the forearm for each use. A mark on the skin, such as a freckle, could 
be used to mark the location of one of the sensors, but there are seven other sensors on the 
device that may be shifted enough to change the collected data.

It is also important to remember that the Myo Armband is not designed for gestures as 
complicated as those in sign languages. This can be seen easily by looking at the built-
in recognizable gestures. A “wave out” of the hand is a very simple gesture, but many 
sign language gestures are far more detailed than a “wave out.” Many words resemble each 
other closely, with the only differences being subtle details in the positioning of the fin-
gers. Differentiating these minute details between gestures is an impossible task for the 
Myo Armband, given that the armband is incapable of tracking the orientation and position 
of each individual finger in space.

In our future work, a software-based module should be combined with other forms of 
hardware. While it may not be practical or as comfortable, it is likely that a combination 
of a glove-based system and the software-based module would show an increase in over-
all accuracy, given that both systems can be highly accurate on their own. This is in part 
due to the fact that gloves can track the alignment and position of each finger individually. 
Another question to be explored is whether there is a more reliable way to collect EMG 
data from the forearm, such as a device that is able to be placed in the same location more 
consistently and can then be used over many separate sessions, despite being removed and 
replaced. Additionally, and EMG device could be tested in conjuncture with a less con-
trolled video dataset. As discussed, the software-based modules are dependent on lighting 
and background conditions, so using a real-world video dataset may decrease the accu-
racy of the software-based system. However, biopotential approaches such as EMG are not 
affected by these conditions and therefore might be able to improve the accuracy of the 
system overall if used in real-world environments.
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