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ABSTRACI

Generative Adversarial Networks (GANs) have shows re narkable success in various generative design
tasks, from topology optimization to material design, anu chupe parametrization. However, most generative
design approaches based on GANs lack evaluation mesnomisms to ensure the generation of diverse samples.
In addition, no GAN-based generative design moc'2l incorporates user sentiments in the loss function
to generate samples with high desirability from (t'c aggregate perspectives of users. Motivated by these
knowledge gaps, this paper builds and validates wovel GAN-based generative design model with an offline
design evaluation function to gemerate samples inat are not only realistic, but also diverse and desirable.
A multimodal Data-driven Design Evaluateon (DDE) model is developed to guide the generative process
by automatically predicting user sentim(nc. vfor the generated samples based on large-scale user reviews
of previous designs. This paper incorysiates DDE into the StyleGAN structure, a state-of-the-art GAN
model, to enable data-driven genera. e processes that are innovative and user-centered. The results of
experiments conducted on a large lataset of footwear products demonstrate the effectiveness of the proposed
DDE-GAN in generating high-qu :lity, diverse, and desirable concepts.

Keywords: generative design.«g. 2 rative adversarial networks, design evaluation, desirability, design diversity,
user-centered design

1 Introduction

The generation of jzmdovative, diverse, and user-centered design concepts is an essential phase in the early
stages of the product acs_lopment process and is known to have a significant impact on the quality and success
of the design [1-4]." (eating a wide range of solutions that differ significantly from each other can benefit the
ideation process of de.igners and therefore increase the possibility of creating high-quality concepts [5-8]. Various
approaches in the literature focus on automatically developing diverse and innovative concepts. The argument
is that a large set of concepts promote creativity and logically allows the selection of better ideas from the
set [5,9]. However, it is difficult for designers to manually generate a large set of samples with great diversity
and novelty because designers naturally tend to fixate on specific design specifications [10-12]. Moreover, most
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existing design problem-solving practices rely heavily on the designers’ experiences and preferences. They lack
advanced computing methods to help navigate larger solution spaces by generating more diverse, unexpected, and
viable solutions [5,11,13,14].

Developing methods to assess and improve creativity has historically been challenging due to its intangible and
subjective nature. Significant research in engineering design is currently focused on studying methods and tools to
improve the effectiveness and efficiency of creative tasks, such as concept development [4,15-17]. Creativity is an
essential and central part of the ideation process [18]. In human-led design practices, ideation is often an iterative
and exploratory process [19], where designers share, modify, and use various stimuli to generate new ideas and
concepts [20]. Humans approach this process through various cognitive processes, which research has classified
into types and has been shown to affect the effectiveness of ideation [21]. Over the past 25 years, research on
computers and Artificial Intelligence (AI) has increasingly focused on how these systems can bewised to enhance
the creative ideation process [22,23]. With its ability to synthesize data and make predictions at g1 at speed, the
potential for Al to be a generator of new and creative design ideas and concepts has garnered siit stantial attention
from both academia and industry [16,19].

The methods and frameworks used to apply Al and machine learning in design and €. 21.2ering are numerous.
Deep learning and generative modeling have recently attracted researchers’ attention fc - t .eir potential impact.
Recent advances in Al research have made remarkable progress in the machine’s ability 15 generate design ideas [24].
AT can be an inspiration tool in the creative process and a generative tool to assist designers in developing design
concepts. Al-powered generative design tools can potentially augment designers’ ahiiivr to create concepts faster
and more efficiently due to their increased speed and efficiency. The power of A’ lics in the speed with which it
can analyze large amounts of data and suggest design adjustments. The des'egn r can then choose and approve
adjustments based on these data.

An emerging research area on using Al to generate novel and realistic Gusign concepts is the use of Generative
Adversarial Networks, or GANs [25]. A typical GAN architecture com| “ises two neural network architectures: a
generator and a discriminator. The generator neural network is trainei:o generate samples (e.g., images) almost
identical to real samples. On the other hand, the discriminator neura' . nciwork learns to differentiate between them.
GANs have made significant progress in synthesizing and generav iy realistic” images as their central objective.
Several successful GAN architectures have recently been propased, mainly for synthesizing and generating facial
images. Examples include CycleGAN [26], StyleGAN [27], Piel.UNN [28], Text2Image [29], and DiscoGAN [30].
These powerful image synthesis models can generate a larg> ~umber of high-resolution images that are often
difficult to distinguish from authentic images without clise inspection. Nevertheless, the question remains on
leveraging these models in early-stage product design *o gc¢nerate realistic but also novel and diverse concepts.
Several technical limitations restrict the ability of GAL7o to generate diverse and novel designs. These include
network architectures, training issues, and a lack of Gvard mechanisms to generate outputs that satisfy metrics
other than realism, such as diversity, novelty, or des rability. Taken together, these represent an impediment to
design, where novelty and diversity are critical fattors in producing beneficial outcomes [31].

This paper presents a data-driven genera*ive design model that integrates a Data-driven Design Evaluator
(DDE) [23] into GANS, called the DDE-AN “nodel, to improve the performance of GANs through large-scale
user feedback on previous designs for divi=sc aud desirable generative design. The main contributions of this paper
are as follows:

1. This paper empirically evaluates t. 2/ potentials and limitations of GANs for generative design. The observations
point to the fact that state-of-lie art GAN models and architectures such as StyleGAN [27] are not capable
of undertaking generative desizn tasks due to the lack of mechanisms to ensure diversity and desirability.
Empirical evaluation of S‘vle TAN on a large-scale dataset of footwear products reveals that although the
model can generate real’siic sumples, the generated samples are remarkably similar to authentic products in
the training dataset. /The results may not benefit designers or promote their creativity, as the samples are
neither novel nor aligi.ed with user needs.

2. This paper propose..2.aovel neural network architecture that integrates a GAN-based model with a multimodal
data-driven des 71 cvaluation model, or the DDE model for brevity, which was previously developed by the
authors [23]. Tie proposed DDE-GAN model tackles the challenging problem that existing GAN-based
generative design solutions lack efficient mechanisms to guide the generator toward generating samples that
are not only realistic but also diverse and desirable (i.e., have high expected sentiment scores, both overall and
attribute-level) by devising a novel DDE-GAN model enhanced with DDE as a new loss function for automated
design evaluation. The DDE-GAN model can predict user sentiments for each attribute of generated samples
and generates design concepts with high quality, desirability, and diversity.

3. This paper conducts extensive experiments on a large dataset, scraped from a major online store for apparel
and footwear, to demonstrate the effectiveness of the proposed DDE-GAN model in improving the diversity

2

2202 Joquisoaq £z U0 WeppeyBo USSUOW ‘sauelqr] ANSIoAun usjseayuioN Aq 1pd-gpb|-22-PW/L9z6969/0059501 L/GL L L 0L/10p/pd-ajoie/uBisapeolueyosw/Bio-awse-uoos|j0ofelBipawse)/dny wol papeojumod



of generated design samples, as well as their desirability based on predicted user sentiments by comparing it
with the StyleGAN model [27] as a baseline. The model is applicable to any other domain, as long as both
user data (e.g., reviews, comments) and product data (e.g., images, technical descriptions) are available.

As the majority of cutting-edge generative models are built to create visual designs with great efficacy and
success, creating a design concept with descriptive phrases that can automatically convey a novel design concept
remains a challenge. This work merely deploys the pre-trained ResNet network of the DDE model [23] to examine
and evaluate the visual samples generated. The DDE model, which excludes inputs from the product description,
was incorporated into the architecture of the DDE-GAN model presented in Section 3. Future research should
focus on building a multimodal DDE-GAN model that couples images and descriptions for automated generation
and evaluation of design concepts.

The remainder of this paper is organized as follows. Section 2 provides a detailed overview of ~<lated work and
topics in traditional and GAN-based generative design. Section 3 provides the details of the pranczed DDE-GAN
model. Section 4 presents the experimental results, analyses, and performance evaluation. %ection 5 provides
concluding remarks and directions for future research.

2 Related Work
This section provides an introductory overview of GANs and their advantagessar:1 limitations for generative
design, followed by a review of five main traditional generative design approaches aua their comparison with GANs.

2.1 GANSs for Generative Design: Advantages and Limitations

Deep generative modeling is one of the most promising areas of moa =»" Al studied within the engineering
design community to enhance diversity and performance. One way ol ‘lesign exploration is through generative
design, which involves programming that alters design geometry pariisecrically and evaluates the performance
of design output versus configurable constraints. The generative im0l is an architecture that, given a training
dataset, can learn its probability distribution and generate new". < ies with the same statistics as the training
data. Among the generative models, GANSs [25], offer excellent ¢apabuiities and success in generating realistic design
images and continue to attract growing interest in the deep learniiz community. GANs are generative models that
involve a minimax game of two players between two models: <\.d scriminative network D and a generative network
G. The generator aims to learn a generative density funct/oi#rcm the training data to produce realistic samples.
In contrast, the discriminator attempts to discern whetheor «a input sample is part of the original training set or a
synthetic one generated by the generator in such a wav ¢=/co distinguish fake samples from real ones. GANs have
been applied to various domains such as computer v.<.ca [32,33], natural language processing [34], and semantic
segmentation [35]. Specifically, GANs have shown s.snificant recent success in the field of computer vision in a
variety of tasks such as image generation [36], irinee-to-image translation [37], and image super-resolution [38].

GANSs have been applied to the generation. ¢lengineering design, such as the generation of 3D aircraft models
in native format for complex simulation 29,/ 7 amerous wheel design options optimized for engineering perfor-
mance [40], realistic samples from the disti’bution of paired fashion clothing and the provision of real samples to
pair with arbitrary fashion units for style tocommendation [41], and new outfits with precise regions that conform
to a description of a language while r nintaining the structure of the wearer’s body [42]. Most of these models
are usually built with quality to enstna high quality and usefulness; however, their intrinsic diversity is limited.
The rationale behind the lack of d vefsity is that, during the training process, the GAN generator is encouraged
to generate samples close to the vi=ining data distribution to fool the discriminator in a minimax game. GANs
illustrate this proposition, as i’ piompts the generator G to map an arbitrary noise distribution to realistic sam-
ples. On the contrary, the disciimunator D tries to distinguish the generated samples from the real ones, inevitably
resulting in limited diversivy and creativity. However, due to the property that the generator attempts to learn to
mimic the data, GANs are“emulative” [43,44] and have inspired researchers to investigate areas where diversity
and creativity can be p.arioted in GANs [43].

Extensive resea. s i:as been conducted to enhance the diversity of GAN-generated image styles [45,46]. The
model can produce d.verse outputs by injecting noise vectors, such as the style variation sampled from a normal
distribution, into the generator and sampling different style codes [46]. Some studies introduce modes as an
additional input to transform conditional input into the target distribution [47]. The predetermined label is fed to
the generator. It helps the model produce deterministic outputs that can map different visual domains and styles,
which has successfully generated diverse outputs from a given source domain image. It is also observed that the
generators are most likely to generate samples from certain major modes/styles in the data but ignore the other
modes, for example, the modes that take a small count of distributions. This problem is known as the “mode
collapse” and is a primary factor in the lack of diversity in GAN-generated samples. To address this problem,
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some researchers propose a regularization term to maximize the distance between the generated outputs and the
generated samples with latent codes injected [48]. DivAugGAN [49] further prevents mode collapse and improves
the diversity of generated images by using three randomly sampled latent codes and two relative offsets. The model
exerts a constraint on the generator to ensure that the changing scale of the generated samples is consistent with
the various vectors injected into the latent space. Some researchers [50,51] believe that introducing a regularizer to
GAN can address the model collapse problem and thus improve the diversity and quality of generated samples. If
GANSs are pushed too far from the data distribution for design generation, the quality and realism of the generated
samples will be negatively affected. Elgammal [44] proposes modifications to the GAN objective to allow it to
generate creative art by maximizing the deviation from established styles while minimizing the deviation from
the art distribution. Some researchers [32,52] suggest that only improving diversity will cause GANs to deviate
slightly from the original distribution. With this motivation, this paper develops a new GAN «rchitecture that
can guarantee high quality and also improve the diversity and desirability of the generated samyj les

2.2 Traditional Generative Design Methods versus GANs

Various generative design methods have been developed to assist designers in the ¢:iative ideation process.
Generative design is one of the design exploration methods that can enable simultaneonswiploration, validation,
and comparison of thousands of design alternatives to support designers and/or au <v.ate parts of the design
process. There are five commonly used generative design methods, including cellularai.tomata [53], L-systems [54],
shape grammars [55], genetic algorithms [56], and swarm intelligence [57]. As a popuwr g nerative strategy, Cellular
automata, are characterized by the simplicity of its mechanisms on the one hand.and the potential complexity of its
outcomes on the other. Cellular automata can modify the design specification .2 cording to predefined rules and
produce unexpected design concepts [58]. Cellular automata, as a popule - ge' erative strategy, are characterized
by the simplicity of its mechanisms on the one hand and the potential conipiexity of its outcomes on the other.
Cellular automata can modify design specifications according to predetii.od rules and produce unexpected design
concepts [59]. Shape grammars are geometry-based generative system( tl at describe how complex shapes are built
from simple entities and how a complex shape can be decomposed .~to simpler sub-shapes. Unlike conventional
generative design methods that designers often communicate initic'lv, shape grammars involve designers more in
making decisions throughout the generative process stage [58]. Fenetic algorithms, the most widely used method
in generative design exploration, are applied as a generative and search procedure to look for optimized design
solutions and has the ability to modify the sequence of the zulc of design generation process to assist the designer
in generating specific parts of a solution [60,61]. Swarm¢ nteiligence is inspired by natural phenomena in which
flying or swimming animals move together in packs ard ¢liows the system to interact locally with autonomous
computational agents to achieve heterogeneous phensirena in generative processes [62]. Despite these generative
design methods’ significant progress and success, sevaral Critical knowledge gaps remain. Most importantly, product
forms in these quantitative design methods are tynically expressed with a mathematical representation such as
vectors, trees, graphs, and grammars, therefore’ aiv limited by the trade-off between flexibility and realism [63].

Deep generative models have recently bioe proposed in the literature to enable more effective and diverse
concept generation as an alternative soluc.un “ir generative design. Specifically, generative adversarial networks
(GAN) [25] have shown tremendous s ¢= = in a variety of generative design tasks, such as topology optimiza-
tion [40], material design [64], and shape parametrization [39,63].GANs are composed of a generator trained to
generate new samples and a discrim’naor trained to detect whether the generated samples are real. To bet-
ter understand how GANs work forgenerative design purposes, a brief comparison between GANs and the five
conventional generative design 1 ¢ti.=ds is conducted as follows.

GANs versus cellular aute nea. In conventional cellular automata, generative rules are predefined, usually
following much more bas1 . tiunsformations. GANs are composed of many convolutional layers, and cellular
automata can be reprisented using a convolutional neural network with a network-in-network architecture.
Therefore, it is notizew*tnat a sufficiently complex neural network architecture, such as GAN, can be used to
approximate each 11l that fully comprises the cellular automata function. Moreover, the states of neurons in
a neural networ - :..¢ continuous, whereas cells in cellular automata have discrete states. In addition, neural
networks are prin arily concerned with the output and not with the states of individual neurons, whereas the
output of cellular automata is a collection of its states.

GANs versus L-systems. L-systems is a programmable rewriting paradigm for producing samples. It is
challenging to predict the final rendering from the expression of the L-system alone since it is particularly
sensitive to changes in expression. The deterministic L-system does not solve the lack of variability for
more realistic outputs [65]. However, GANs automatically discover and learn production rules by reading a
large dataset. Beyond deterministic restrictions, GANs investigate alternative rules and relationships between
characteristics. Because of the powerful processing power of GANs, they are smart enough to comprehensively
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learn the distribution of the training samples and reconstruct them. Consequently, GANs can guarantee the
quality and realism of the results generated.

GANs versus shape grammars. Shape grammars allow for the addition and subtraction of shapes that are
eventually perceived as shape modifications. If the shape on the left side matches a shape on a drawing, then
the rule can be applied, and the matching shape changes to match the right side of the rule. The generator and
discriminator of a GAN model are similar to the left- and right-hand sides of a shape grammar, respectively.
The generator sample (equivalent to the left side of a shape grammar) is validated as real by the discriminator
(equivalent to the right side of a shape grammar). The generating rule (latent representation learned by GAN)
can then be reinforced in the next iteration of the training process, similar to shape grammars.

GANs versus genetic algorithms. Genetic algorithms are evolutionary algorithms widely used to explore and
optimize the generative design. The adversarial training procedure of GAN can be regarded as.an evolutionary
process. That is, a discriminator acts as the environment (i.e., provides adaptive loss finciions), and a
population of generators evolves in response to the feedback from that environment. Gerc:ic algorithms use
a form of sampling to measure the relationship between a change in a parameter and & chauge in the fitness
(loss). In contrast, neural networks give a means to directly calculate that relaticesin without sampling.
Therefore, the speedup you experience when training a neural network is the result(of .ot needing to gather
as many samples as the number of parameters you wish to tune.

GANs versus swarm intelligence. Swarm intelligence involves a collective study ¢ Low individuals act in their
surrounding environment and interact with each other. It has shown benefits_ in s..aplicity, ease of implemen-
tation, lack of need for gradient information, and low parameter requiremeri.: [06]. Swarm intelligence is the
approach that most closely resembles GANs out of the five methods. Altio. gl GANs are highly dependent
on various parameters and the backpropagation process to alter eachiiayer to affect the loss function, mode
collapse is a frequent issue. To prevent mode collapse, swarm intelligonse can be employed to improve the
generator’s performance in GAN and minimize iterations differentl-*from conventional methods [67].

Despite the significant impact and progress made in the literat=ze - n GANS, existing work [52,68] is observed to
lack sufficient evaluation mechanisms for desirability and diversity hat would make GANs suitable for generative
conceptual design. The ability of a model to generate concepts w.-h iterative updating from evaluation and feedback
has the potential to lead to more creative and valuable design c'av omes. The rationale is that the generative process
must continually evaluate the generated samples concerniris 1ict only realism but also desirability and diversity;
otherwise, the number of generated samples with lower" 'esirability or diversity will continue to grow without
improvement, making it impossible for designers to ccasi'ler them meaningfully and accordingly. Some studies
in the literature have built GAN-based generative ruadels with such evaluation processes [39,40, 69]; however,
their proposed evaluation tools are exclusively baseCon physics-based virtual simulation environments that do not
necessarily reflect user feedback. To bridge this g.», a user-guided evaluation DDE-GAN model is proposed to
enhance the generated design’s quality, diversit 7, wnd desirability by incorporating synthetic user feedback from
an evaluation process for its generated internie Jiate samples.
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Fig. 1. Architecture of the integrated Automated Design Evaluator-Generative Adversarial Network (DDE-GAN) model. WGAN-GP: Wasser-
stein GAN + Gradient Penalty [70]; DDE: Data-driven Design Evaluation [23].
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3 ~ Methodology

This section presents the architecture and formulation of the proposed DDE-GAN model. A schematic of the
model architecture is shown in Figure 1. A brief overview of the GAN formulation and StyleGAN is presented
first (Section 3.1), followed by the proposed loss function based on the DDE model (Section 3.2). StyleGAN [71]
is applied as a baseline in this work, and the novel loss function of the DDE-GAN model is improved over the loss
function of StyleGAN. The proposed DDE-GAN is described, followed by details of the DDE model, previously
developed by the authors [23], which is used as a newly added loss function in the developed model. The DDE
model [23] accurately predicts the overall and attribute-level desirability of a new concept based on large-scale
user sentiments and feedback on past designs. This work applies a well-trained DDE model as an augmented
discriminator to promote user-centered image generation using the StyleGAN model, to generate realistic, diverse,
and desirable samples.

3.1 GAN Formulation

GANSs [25] can generate images from random noise and do not require detailed inférructon or labels from
existing samples to start the generative process. The standard GAN structure consists or “w¢ neural networks: a
generator G and a discriminator D. The generator G takes random noise z ~ P(z) saupled from a uniform or
normal distribution as input and maps the noise variable z ~ P(z) to the data space a2 -=/7(z). The discriminator
D distinguishes whether an image is real or fake (i.e., made by the generator). The.an out D(x) is the probability
that the input « is real. If the input is a fake image, D(z) would be zero. Througli this process, the discriminator
D is trained to maximize the probability of assigning the correct label to both ial samples and fake samples.
Generator G is encouraged simultaneously to fit the true data distribution. “The adversarial training processes
that update the parameters of both networks through backpropagation & e f(rmulated as the following learning
objective:

ménmax E [log(D(x))]|+ E <egio—D(2))], (1)

D z~P, &Py

where P, is the distribution of the real image x and Py is th® 1 odel distribution implicitly defined by & ~ G(z),
z ~ P(z). The generator’s input, z, is sampled from a simplenowie distribution P, such as the uniform distribution
or a spherical Gaussian distribution.

GAN models come in various forms, StyleGAN [27.7"] being one of them. The StyleGAN extension to the
GAN architecture proposes a major modification to/t's generator model, which uses (1) a mapping network to
transfer latent space points to an intermediate latent space, (2) an intermediate latent space to regulate style
at each point in the generator model, and (3) an «idition of noise as a source of variation at each point in the
generator model. It features a brand-new style based generator architecture that creates high-resolution images
with cutting-edge visual quality. In addition (¢ ,enerating stunningly realistic high-quality images, the model also
provides control over the style of the genereod image at various degrees of detail by adjusting the style vectors and
noise. Moreover, most GAN-variants arc oc. erally sensitive to the problem domain. They perform exceptionally
well in processing generative tasks wiing large popular datasets such as human faces and animals, where the
novelty, diversity, or desirability of tl e ¢enerated samples are not important. However, their limitation becomes
evident in generative design tasks v here the quality, diversity, and desirability of samples must be optimized
simultaneously [41]. Inspired by ©:e success and popularity of StyleGAN, this paper develops a novel GAN model
based on StyleGAN’s architectury, enhanced with the DDE model [23]. The loss function utilized in StyleGAN
is WGAN-GP [70], which is4he -nost widely used loss function. WGAN-GP is constructed with the Wasserstein
GAN [72] formulation alopg =ith a gradient norm penalty to achieve Lipschitz continuity. The Wasserstein loss
formulation applies the Wose rstein-1 distance using a value function based on Kantorovich-Rubinstein duality [73].
The loss function (1) i¢ th'n modified as follows:

minmax B [D(x)] — ijljipg [D()], (2)

where D is the set of 1-Lipschitz functions and Py is the distribution of the model implicitly defined by & = G(z), z ~
p(z). The Wasserstein loss is approximated given a set of k-Lipschitz, and the weights of the discriminator are
clipped to some range. By adding the Wasserstein loss with gradient penalty, WGAN-GP enforces a soft restriction
on the gradient norm of the discriminator’s output with respect to its input rather than clipping network weights
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o=

as’in [72], to guarantee the Lipschitz requirement. The objective function of StyleGAN is then formulated as
follows:

L= T [D@)]- E [D(@)]+\cr E_[(IVeD@),~1)7) 3)

:IJNPg mNPT

where & is a random sample, P4 is defined as samples along straight lines between pairs of points that come from
the true data distribution and the generator distribution, and Agp is a weighing factor.

3.2 Data-driven Design Evaluator Loss

The preliminary experiments conducted by the authors to generate images of footwear praduces using Style-
GAN revealed that although the model is capable of generating realistic samples, the geni-=ted samples are
remarkably similar to the real products in the training dataset. These similarities can evan‘he Jdetected by simple
visual inspections (see Figure 2). With a sufficiently trained generator, even the discrimiziacer would be unable to
distinguish between the generated samples and the real ones. The second finding is tha*, aithough the generated
images are realistic, they may not benefit designers or promote their creativity as the >2aples are not necessarily
novel or aligned with user needs. Although the model training procedure considers <.z rithmic quality, it does not
consider how users will receive and react to these computer-generated designs. This paper argues that this problem
comes from the sole objective of existing generator-discriminator architectures™:o maximize “realism”. That is,
there is an absence of a loss function that can incorporate other critical me*zics *2i addition to realism, such as the
alignment of the generated samples with the perspectives and needs of use s, v hich could cause the discriminator
to fail when updating the generator in terms of learning and producing,features that maximize the usefulness of a
design. To convey the measurement of the design performance score back o the generator for subsequent iteration
improvements, the authors believe that new loss functions are neade ! t)) force the discriminator to identify and

.
52
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Fig. 2. Examples of sneaker images generated using StyleGAN.
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Fig. 3. The multimodal Data-driven Design Evaluation (DDE) model (adapted frc 1! 23]).

locate other metrics, such as novelty or desirability. This observation inspir(d 'he authors to investigate when
to incorporate the user-guided assessment mechanism into the discriminator, os described below, if the similarity
between the produced and real images is effectively reduced.

This paper applies DDE [23] as a user-centered design evaluation ‘iodel to evaluate the generated samples
with respect to the expected quality and performance of the geneiated designs. DDE is a multimodal deep
regression model that uses an attribute-level sentiment analyzer |-l to predict user-generated product ratings
based on online reviews. It was created to automate design evaluction and improve decision-making by domain
experts. Based on extensive user evaluations of existing desig s, the DDE model offers designers a precise and
scalable means to forecast new concepts’ overall and attribiiuwe level desirability. DDE is an end-to-end design
assessment system that can interpret visuals, plain languese, and structured data. As shown in Figure 3, the
DDE system uses a ResNet-50 model [75] to evaluate and' nterpret images of a product. ResNet-50 can represent
complex functionality and learn features at many diff{rert levels of abstraction to understand the connections
between orthographic representations of design conciipts (inputs) and user sentiment intensity values (outputs).
The Bidirectional Encoder Representation from TrazsteZmers (BERT) model, a different model in the DDE system,
extracts and analyzes product descriptions writtelvin natural language [76]. The BERT model can determine the
connection between a product’s technical descrintion and the user’s emotional sentiment level. The DDE system
then integrates the various meaningful data‘callected from the Internet platform and models the relationships
between images, text, and statistics. Thi DIL7J model synthesizes different modes of data using a novel fusion
mechanism to develop a more accurate o ext about the product and the associated user feedback [23]. The
DDE model was trained on a large-ecale cataset that was scraped from a major online footwear store. In the
dataset, each product has four types Ot . »formation: six orthographic images, one numerical rating score, a list of
textual product descriptions, and rcol vextual customer reviews from an e-commerce platform, where images and
feature descriptions are the inputtctne DDE model and the numerical rating score and sentiment intensity values
from customer reviews are the sutputs. The dataset is constituted of a total number of 8,706 images and 113,391
reviews for 1,452 identified shov" Numerical experiments on this large dataset indicated promising performance
by the DDE model with 0.007 VISE loss and over 99.1% accuracy.

The DDE model can a a7 rately predict user sentiments for a new design concept based only on its orthographic
images and description: ad provide numerical design performance values associated with each attribute of the
generated concept.’ L% paper builds a novel loss function based on the DDE model, called the DDE loss, into
the GAN’s discrimin. tor to enable an accurate and scalable prediction of the new concepts’ overall desirability.
By integrating the DDE loss into the StyleGAN’s discriminator, the DDE-GAN model is created (Figure 1). The
DDE loss integrated into the discriminator can measure the intermediate samples generated by the generator in
each iteration and convey the loss back to the generator for a new set of parameters. The DDE loss evaluates
the results of each round in the iterative training process, which is then used to backpropagate and optimize the
generator and the discriminator. The DDE-GAN architecture is expected to result in better designs from the
user’s point of view and simultaneously maintain excellent image quality.

The objective function of the DDE-GAN model is therefore formulated as follows:
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where Apg is a constant that defines the loss weight, Lpg is the DDE loss function to evaluate the (eature of the
generated samples in the characteristic of performance, f;(x) is the prediction for all design (¢ generated by the
DDE model, and §; is the desired design evaluation score and is set as 1 for each attribuu_.indicating that the
models are trained to generate samples with the highest possible expectation. The Style A2 loss terms regulate
the high quality of the produced pictures and the DDE loss guarantees that the produce ! simples have high user
sentiment scores. Combining the two elements allows the proposed DDE-GAN mod®) to simultaneously create
high-quality images and high user sentiment ratings. This new set of loss functions provides a more accurate and
evaluation-guided generator and discriminator in DDE-GAN compared to previova.wo.k and can be easily tuned.
Information on the constants and other implementation details is provided in Séctica 4.

4 Experiments and Results

In this section, the dataset and implementation details of the prop:ted DDE-GAN model are first described,
followed by the introduction of metrics established to investigate ths tftectiveness of the developed DDE-GAN
model in generating realistic samples with high desirability and diversivy: The results of the experimental analyses
are presented next, comparing the outcomes generated by the deve »ped DDE-GAN model and the state-of-the-art
StyleGAN model as a baseline.

4.1 Dataset and Implementation Details

To test and validate the performance of StyleGAN i.. generating realistic and diverse images, a large-scale
dataset was scraped from a major online footwear stor t¢ perform numerical experiments. The collected large-
scale dataset contains a total of 7,642 images with a s172 of 256 x 256 x 3. Several brands of footwear are included
in the dataset to avoid mode collapse and increase ti2 diversity of the dataset, including Adidas, ASICS, Converse,
Crocs, Champion, FILA, PUMA, Lacoste, New Ba'=211ce, Nike, and Reebok.

The DDE model is pre-trained and serve: as an offline network added to the new StyleGAN loss. The
implementation of the pre-trained DDE mod<1 iz discussed in this section. The experiments were carried out with
k fold, with k£ =10, to randomly split tl.-'davaset into train, validate, and test sets with a 7:1:2 ratio. All
experimental results were conducted fiv: v. 1es and reported as mean + std to alleviate the randomness effect.
All neural networks were trained on«PyTorch [77]. Adam [78] optimizer with 5 = (0.9,0.999) and the learning
rate of = 0.01 were used to train th¢ m del parameters for 50 epochs and save the model with the best loss in
the validation dataset. To avoid ¢victitting, a dropout layer was added to the self-attention fusion model with
a dropout rate of Pg.op = 0.1. TTac DDE model was trained over 40 epochs. The training time cost per epoch
was 5-7 minutes, which added (i to 3-4 hours. All training and testing experiments were conducted on a single
NVIDIA RTX 3090 GPU (24420 GRAM), an AMD Ryzen 9 5950X CPU, and 64GB memory.

The weight of StyleGA." ‘Agp, was precisely calibrated by the original paper with the best performance
achieved [27]. Therefore, (hi{ paper follows the exact same value of 0.8192 as suggested in the original StyleGAN
paper. The weight of D'UF loss, Apg, is defined by binary search from 0.1 to 2 in general, and finally is set as 0.5
to meet the trade-o"hetween high image quality (FID) and predicted sentiment scores. Adam [78] was used as an
optimizer with a lear. (g rate of 0.0025 to optimize the model and set /5 as (0.9,0.999), representing the coefficients
used for computing running averages of gradient and its square. Beyond that, data augmentation methods such
as random flip, rotation, scale, brightness, and contrast were applied to improve data diversity. The model was
trained 20,000 times for each experimental setting, and the average performance statistics were reported.

4.2 Evaluation Metrics
Frechet Inception Distance FID [79] is used to assess the quality of the images created by a generative model.
FID evaluates the statistics for both the target and output images simultaneously. It compares the distribution
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of the generated images with the distribution of real photos used to train the generator. FID can also identify
intraclass mode dropping and quantify the variety and quality of produced samples, making it a valuable tool for
assessing the quality and diversity of synthetic images. A lower FID score intuitively indicates a closer distribution
between the objectives and the results, which corresponds to a better performance of the generative model. The
proposed DDE-GAN model is compared with the state-of-the-art GAN architecture, StyleGAN, in terms of FID,
using the following equation [79]:

FID = [ty = p |* + T (3, + 29 - 2(5,5)'/?), (6)

where Tr refers to the trace linear algebra operation, (p,,%,) and (ug,%4) refer to the meai a.id covariance
matrices in the feature order of the embeddings obtained in real and generated images, respecorvely.

Diversity Assessment To quantitatively measure whether the DDE-GAN model Lios guided the generator
to synthesize new designs with greater variety, a kernel-based statistical test method csiled Maximum Mean
Discrepancy (MMD) is used to determine the similarity between two distributions [80,5!j+« MMD is defined by the
idea of representing the distances between the distributions as the distances between ‘he mean embeddings of the
features. Given two sets of data X and Y, the MMD is calculated as the distanga.betveen the feature means of
X and Y. The expression is formulated as follows:

MMD?(P,Q) = Ep[k(X,X)] - 2Epo[k(X,Y )+ Eglk(Y,Y)], (7)

where k is the kernel function, P is the distribution over a set of innui“data X, and @ is the distribution over a
set of generated data Y. This paper uses two different kernel fui. ious: a linear kernel and a polynomial kernel.
The linear kernel is defined as:

k(z,y) = oy (8)

and the polynomial kernel is defined as:

k(amp) = (vay—&—co)d, 9)

where x and y are the input vectors, d is +he Gegree of the kernel, 7y is the weight, and ¢y is a constant. In the
experiments, the polynomial kernel ~ is". == o 1, the kernel degree d is set to 0.5 and the coefficient cg is set to 0.
Details of the results are discussed intthe following sections.

4.3 Results and Analyses

To test and validate the pericimance of the proposed DDE-GAN model for design generation with improved
desirability and diversity, a set® \f € <periments was performed on a real dataset of footwear products with StyleGAN
as the baseline model. This/sceticn first presents the visual design samples generated by the DDE-GAN models.
The performance of the rionosed model is then compared with the baseline using the FID score, followed by
an MMD analysis to evaniile the similarity between the generated images and the real images. Lastly, DDE
is applied to test the 1.222es generated by the DDE-GAN and StyleGAN models to evaluate their desirability
prediction scores.

Visual Results As shown in Figure 4, the DDE-GAN generated samples deliver the expected high quality
and realism, which are also observed in the StyleGAN generated samples (Figure 2). The overall images are
realistic, vibrant, clear, and have an aesthetic understandable to the human mind. Although Figure 4 reveals
some differences, the uniqueness and diversity of the images are discovered in some samples. Some images contain
features that might sound novel or even strange. However, this paper defines these characteristics as novelty and
diversity. The authors noticed that most of the generative model samples generated in the current GAN-based
design literature emphasize quality, while the images are somehow similar to existing products. Yet, that may
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hinder innovation in the generative process, because a conventional GAN discriminator may easily label a “novel”
sample that could potentially be an interesting sample from the design perspective as “fake”; simply because
it does not look like any real item within that category and contains unknown features. This, in turn, would
discourage the conventional GAN generator from generating more of these potentially novel samples. The DDE-
GAN model proposed in this paper introduces an additional loss to encourage the generator to produce more novel
and distinctive images. Therefore, the authors define attributes such as “strange” or “never seen before” as one
of the diversity criteria. Among the large size of the generated samples, 16 distinct images are manually selected
and presented in Figure 5, as they are identified as designs with novelty and diversity. It is clearly seen that these
sneakers are far from “similar” to existing sneakers, compared to the other samples shown in Figure 4. They look
distinguishable with more novelty and diversity. To further validate the effects of the DDE-GAN model on novelty

Fig. 5. Examples of novel designs with high diversity observed.
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Table 1. Comparison of the average FID score of the best generators in StyleGAN and DDE-GAN.
Algorithm FID Score

StyleGAN  6.22 + 0.17
DDE-GAN 6.45 + 0.21

and diversity, a quantitative analysis of FID and MMD is conducted next.

Quality Test Table 1 shows the FID scores of the best samples for each generation when training models with
the collected dataset. The FID scores are the mean values for ten different training results. As ¢hown in Table 1,
the StyleGAN model produces a lower FID score than the DDE-GAN model. A lower FID scor n zans that the
model is more stable and correlates better with higher-quality images. However, the FID scor: st the DDE-GAN
model and its standard deviation are close to StyleGAN with only a small change (a 0.27 accrease), and it is
empirically concluded that an FID score below 10 is sufficient to demonstrate the effentivaness of a generative
model [82,83]. In addition, the difference between DDE-GAN (mean = 6.45) and Sty >GAN (mean = 6.22) is
verified with t-test, P = 0.0026. Therefore, the DDE-GAN model performs well in ackicving high-quality results.
FID can also be explained as a similarity metric, because it calculates the distance beoween the feature vectors
calculated for the real and generated images. Lower scores indicate the two groups or .mages are more similar, or
have more similar statistics, with a perfect score being 0.0 indicating that the tw ¢ oups of images are identical.
Therefore, from the perspective of similarity, Style-GAN with lower FID repes nts that the generated samples
are more similar to real images compared with the DDE-GAN with a higlier +1D score. DDE-GAN with higher
FID reveals that the generated samples are distinct from existing images, whi_h is further validated next.

Diversity Test The primary rationale behind the proposed DDE-“"A1v model is to promote the diversity of
images generated by GAN. The similarity between the producedisa=ples and the original input is calculated
using the MMD metric to estimate the diversity of novel sampi .. higher similarity value indicates that the
generated samples contain less diversity, and vice versa. The MMD (Maximum Mean Discrepancy) values are
calculated based on the results of the proposed model and the ha zline model, using linear and polynomial kernels,
as shown in Figure 6. The proposed DDE-GAN model.is' ob erved to produce higher MMD scores than the
baseline StyleGAN model, indicating a significantly lowes similarity between the real training dataset and the
samples generated by the DDE-GAN model. For the tincar kernel, StyleGAN receives a mean of 124.77 and
a standard deviation of 3.74, and DDE-GAN obtains ./ower mean of 110.15 with a lower standard deviation
of 5.02. The mean and variance of the polynomial‘’inel are (0.145, 0.003) and (0.164, 0.002) for DDE-GAN
and StyleGAN, respectively. A statistical test was einployed to examine the difference between the performances
of the two models. Results of assessments usingiluiear kernel MMD show that the DDE-GAN model (mean =

130 [ StyleGAN » : [ StyleGAN
[—1 DDE-GAN % 0.165 1 DDE-GAN
—~ 125_ c
= 3]
= ~ 0.160
0 120+ 5
E % 0.155 -
Y1151 2
3 | >
— A S 0.150 -
g 110 1 | E
= = 0.145 1
105 1 =
0.140 -

(a) (b)

Fig. 6. The MMD linear kernel (a) and MMD polynomial kernel (b) results for StyleGAN and DDE-GAN.
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110.15; v'test P = 3e — 08) significantly outperforms StyleGAN (mean = 124.77) in generating samples with high
diversity. Likewise, StyleGAN, assessed using polynomial kernel MMD), is shown to perform worse in generating
diverse samples (mean = 0.144) compared to DDE-GAN (mean = 0.163; t test P =4e —14). Overall, DDE-GAN
performs well in generating images with less similarity to the original dataset and more diversity.

Desirability Test In addition to enhancing the diversity and novelty of the generated images, another objective
of this paper is to build a user-guided automated generative design model that can produce designs that meet
the desirability requirements. The DDE model was trained on a large dataset of 1,452 design images labeled
with user sentiments to learn and capture the relationship between images and attribute performance. The DDE
model creates a collection of rating scores representing the performance of relative attributes when images of testing
products are imported into the model. The number of products with an absolute value of the desirad values and the
predicted values below a threshold was counted using the Prediction Accuracy Rate (PAR) metric. 'Llie percentage
of the counted number to the overall testing number serves as the accuracy metric. The well-#i..ined DDE model
was verified to predict user sentiments for a new design concept based only on its orthograph, "itages and provides
the numerical values of the design performance associated with each product attribute with . prediction accuracy
of 76.54% [23]. To test whether the new designs produced by DDE-GAN perform better thon the designs created
by StyleGAN, all 480 images were selected from the output of two models and tested “sing a well-trained DDE
model to predict their overall and attribute-level desirability based on large-scale user eviews on existing products.
The average numerical values of user sentiments in 10 attributes and the overall nericrmance of the designs are
shown in Table 2 in which the sentiment intensity of users ranges from [—1; ]. with —1 and 1 representing
extremely negative and extremely positive sentiment, respectively. DDE-GAN is observed to generate designs
with higher expected user sentiment values for most individual attribute’ ana overall performance. In general,
the predicted sentiment values of individual attributes of the samples crecter. by DDE-GAN obtained increases
of 9%-56% compared to StyleGAN, except for the attribute “Fit”. To {-rther explore the differences between the
two models, the predicted sentiment values of the two models are arclyzed by two-tailed independent samples
t-tests, tested for significance at P < .05. As shown in Table 2, theie i significant improvement associated with
the attributes “Traction”, “Shape”, “Heel”, “Cushion”, “Color”, < i .ct absorption”, “Permeability”, “Stability”
and the “Overal” rating of which p-values are much less than, 0.05. However, The prediction performance of the
two models was not significantly different for the attributes “Fic”and “Durability” ( p-value 0.0803 and 0.0334,
respectively). The potential reason is that these two featurl: 2 e not easy to be captured by generative models
which is more capable of learning the latent representationra.noig visual features. This is an interesting and open
issue for generative design tasks and authors are inspirad o tackle the problem in future work. The statistical

Table 2. Results of the DDE test [23] regarding “predicted sentin<.t values” on 480 randomly selected samples generated by StyleGAN
and DDE-GAN.

Predici2d Sentiment Value

Attributes Model Change(%) | P-value
StyleGAN DDE-GAN

Traction | (:652 + 0.018 0.2064 £ 0.018 25% 0.0035
Shape 1 0.2831 £ 0.016  0.3097 £ 0.024 9% 0.0074
Heel 0.3736 £ 0.020 0.5142 4+ 0.015 38% <0.0001
Cushion 0.1924 £ 0.019 0.3005 £ 0.031 56% <0.0001
Color 0.2783 + 0.021 0.4179 + 0.019 50% <0.0001
Fit 0.2350 + 0.015 0.2168 + 0.012 -8% 0.0803
Impact absorption | 0.2303 £+ 0.027 0.3211 4+ 0.016 39% <0.0001
Durability 0.2409 + 0.039 0.2714 + 0.034 13% 0.0334
Permeability 0.1471 + 0.020 0.1916 + 0.017 30% <0.0001
Stability 0.1892 + 0.031  0.2073 + 0.025 10% <0.0001
Overall 4.536 £ 0.0754 4.735 £ 0.0718 4% 0.0002
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test strongly verifies that the additional loss function in conjunction with the discriminator successfully improves
the generator to learn features corresponding to user sentiments and design desirability. The evaluation results
indicate that DDE-GAN-generated design samples will lead to greater user satisfaction compared to StyleGAN-
generated samples that focus only on the “realism” of the generated samples. The proposed DDE-GAN model is
optimized to serve effectively as a user-centered generative design framework.

5 Conclusions and Future Research Directions

This paper takes a different approach to promote diversity and desirability in GAN-based yovorative design
models. The lack of these critical design metrics in the samples generated by existing GANs is 2afised by the limi-
tation of adversarial training between the generator and the discriminator to generate only “rialistic” samples. To
address this problem, a multimodal data-driven design evaluation model, DDE, is introdw: »a in the discriminator
to encourage the generator to get creative and generate more "unfamiliar” and potentially =)vel samples. Another
problem this paper addresses is devising a user-centered generative model that can, ¢ 2airate real products with
high usefulness and attractiveness from the user’s perspective. To bridge this gap.tie DDE model is applied to
predict the performance of the generator samples in each iteration. The predicted/velue. are integrated with other
loss functions and transmitted to the models for backpropagation. The generatciris updated and optimized for
integrated DDE loss and finally is enforced with the capability to generate wel -p rformed designs. To investigate
the effectiveness of the developed DDE-GAN model in generating images v ith high quality, high diversity, and de-
sirability, the FID metric, the MMD, and the DDE testing tool are deployed v& conduct the DDE-GAN experiment
analysis with the baseline StyleGAN model. Visual output and quantit. ive analysis validate the improvement of
DDE-GAN. Specifically, the generated images contain novel features ind characteristics from human observation
and further quantitative analysis. Average FID scores confirmed 12 stability of the newly devised DDE-GAN
and stated the sufficient ability of DDE-GAN to generate high-qua'ity images. Lower MMD values again indicate
that the DDE-GAN enhances the generator’s ability to creat® more diverse samples. The DDE offline model
was applied to test the two sets of novel images of DDE-GAM »nd StyleGAN, and DDE-GAN has demonstrated
the ability to design samples with improved desirability “4na iopularity. The developed DDE-GAN model was
successfully tested in a sneaker design case study, but is £=x1vle enough to be readily expanded to other product
categories and can serve as an intelligent tool to produc’ photorealistic renderings of new concepts in other design
applications.

This work starts the journey of generative modeivintegrated with user data to build the foundation for data-
driven, user-centered design. Potential Al-augmsiteu design tools can range from user-centered design evaluation,
design generation, design selection, to design reccmmendation. In future iterations, because DDE-GAN integrates
user sentiment, the influence of extremesnuses on design novelty will be explored. Integrating extreme user
behaviors, needs, and sentiment has been siown to increase design creativity and novelty [84]. What’s more,
the DDE-GAN model is developed to agg agate user feedback in the loss function to generate samples with high
desirability from the perspective of us+ = which is a limitation that the produced sample conveys most of the user
feedback. Therefore, future work can i:2.d a model that can generate design concepts based on the individual user.
Furthermore, another potential for <r’aanced user-guided GANs would be the ability to simultaneously generate
images and textual languages. TuoDDE model was devised to extract visual and textual features and identify the
dependency among various dai t pes, such as image, text, and structure data. This work only partially used the
image evaluation tools in DIyr. to inspire the generator to create enhanced and guided samples. Therefore, in the
next step, the authors wil’*coutinue to develop a multimodal GAN that can generate a visual image and natural
language as a detailed dasciiption of design samples. Additionally, the DDE model will be efficiently used to assess
samples with images an .t :xt information for a more accurate generative model. There is the potential to broaden
model’s usefulness t.. ¢ .iier facets of the innovation process, including design, marketing and product management.
Moreover, future resec rch will explore the increasing inclusion and reduction of bias in the model, as this represents
a significant issue in many AI applications [85]. Lastly, future research should conduct semi-structured interviews
and post-evaluation activities involving design experts to evaluate the results of generative design, both objectively
and subjectively. Further qualitative validation can evaluate how many ideas designers can generate, the novelty
of ideas in terms of how innovative and unexpected they are, how well the design space is explored (variety), and
how feasible they are when comparing them with design specifications (quality). The relevant attributes of the
product in each dimension must be identified and evaluated according to the recommendations and considerations
of Shah [31] and Nelson [86].
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