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ABSOLUTELY CONTINUOUS SPECTRUM FOR CMV

MATRICES WITH SMALL QUASI-PERIODIC

VERBLUNSKY COEFFICIENTS

LONG LI, DAVID DAMANIK, AND QI ZHOU

Abstract. We consider standard and extended CMV matrices with small
quasi-periodic Verblunsky coefficients and show that on their essential spec-
trum, all spectral measures are purely absolutely continuous. This answers a
question of Barry Simon from 2005.

1. Introduction

This paper is concerned with the spectral analysis of (standard and extended)
CMV matrices with quasi-periodic Verblunsky coefficients. CMV matrices are
canonical matrix representations of unitary operators with a cyclic vector, and
they arise naturally in the context of orthogonal polynomials on the unit circle. We
refer the reader to [42, 43] for background.

Let us recall how CMV matrices arise in connection with orthogonal polynomials
on the unit circle. Suppose μ is a non-trivial probability measure on the unit circle
∂D = {z ∈ C : |z| = 1}, that is, μ(∂D) = 1 and μ is not supported on a finite set. By
the non-triviality assumption, the functions 1, z, z2, · · · are linearly independent in
the Hilbert space H = L2(∂D, dμ), and hence one can form, by the Gram-Schmidt
procedure, the monic orthogonal polynomials Φn(z), whose Szegő dual is defined

by Φ∗
n = znΦn(1/z). There are constants {αn}∞n=0 in D = {z ∈ C : |z| < 1}, called

the Verblunsky coefficients, so that

(1.1) Φn+1(z) = zΦn(z)− αnΦ
∗
n(z),

which is the so-called Szegő recurrence. Conversely, every sequence {αn}∞n=0 in D

arises in this way.
The orthogonal polynomials may or may not form a basis of H. However, if we

apply the Gram-Schmidt procedure to 1, z, z−1, z2, z−2, . . ., we will obtain a basis
– called the CMV basis. In this basis, multiplication by the independent variable z
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in H has the matrix representation

C =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

α0 α1ρ0 ρ1ρ0 0 0 · · ·
ρ0 −α1α0 −ρ1α0 0 0 · · ·
0 α2ρ1 −α2α1 α3ρ2 ρ3ρ2 · · ·
0 ρ2ρ1 −ρ2α1 −α3α2 −ρ3α2 · · ·
0 0 0 α4ρ3 −α4α3 · · ·
· · · · · · · · · · · · · · · · · ·

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

where

(1.2) ρn = (1− |αn|2)1/2

for n ≥ 0. A matrix of this form is called a CMV matrix.
It is sometimes helpful to also consider a two-sided extension of a matrix of this

form. Namely, given a bi-infinite sequence {αn}n∈Z in D (and defining the ρn’s as
before), we may consider the extended CMV matrix

E =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

· · · · · · · · · · · · · · · · · · · · ·
· · · −α0α−1 α1ρ0 ρ1ρ0 0 0 · · ·
· · · −ρ0α−1 −α1α0 −ρ1α0 0 0 · · ·
· · · 0 α2ρ1 −α2α1 α3ρ2 ρ3ρ2 · · ·
· · · 0 ρ2ρ1 −ρ2α1 −α3α2 −ρ3α2 · · ·
· · · 0 0 0 α4ρ3 −α4α3 · · ·
· · · · · · · · · · · · · · · · · · · · ·

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

Naturally, one is interested in both direct and inverse spectral results, depend-
ing on whether one starts with information about the Verblunsky coefficients or the
measure. This paper is concerned with a direct spectral problem. The Verblunsky
coefficients will be small and quasi-periodic, and our goal is to show that the associ-
ated spectral measures are purely absolutely continuous (on the essential spectrum).
We aim to establish this property for both standard and extended CMV matrices.
This addresses one of the open problems described by Simon in [43]. Indeed, in
the Remarks and Historical Notes to [43, Section 10.16], he writes that from his
discussion of ergodic Verblunsky coefficients “conspicuously absent is the case of
almost periodic Verblunsky coefficients” and “especially interesting is the quasiperi-
odic case.” He goes on to suggest that one should prove absolute continuity for
small quasi-periodic coefficients and pure point spectrum for some quasi-periodic
examples. We note that quasi-periodic examples with pure point spectrum were
exhibited by Wang-Damanik in [47], making use of earlier results of Zhang [52] on
the positivity of the Lyapunov exponent in the setting in question. Here we address
the first part of Simon’s question, namely how to prove absolute continuity of the
spectral measures for small quasi-periodic Verblunsky coefficients.

Let us now describe the setting and the main result in detail. We consider small
analytic quasi-periodic Verblunsky coefficients of the form

(1.3) αn(x) = α(x+ (n− 1)ω), n ∈ Z,

where

(1.4) α(x) = λe2πih(x),

h ∈ Cω(Td,R), λ ∈ (0, 1), ω ∈ Rd with 〈m,ω〉 /∈ Z for any m ∈ Zd\{0}.
The sequence in (1.3)–(1.4) defines an extended CMV matrix. Since this matrix

formally depends on x ∈ Td, we will denote it by Ex. While it of course also depends
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A.C. SPECTRUM FOR QUASI-PERIODIC CMV MATRICES 6095

on h and ω, we view them as fixed and suppress them from the notation. To define
a standard CMV matrix, we only consider the values of αn(x) in (1.3) for n ∈ Z+

and denote the resulting one-sided CMV matrix by Cx.
Recall that ω ∈ Rd is called Diophantine if there exist some κ, τ > 0 such that

inf
j∈Z

|〈n, ω〉 − j| ≥ κ

|n|τ

for all n ∈ Zd\{0}. Let DC(κ, τ ) be the set of all Diophantine numbers with
prescribed κ, τ .

We can now state our main result:

Theorem 1.1. Suppose that r, κ, τ > 0, h ∈ Cω
r (T

d,R), and ω ∈ DC(κ, τ ). Then
there exists λ0 = λ0(r, κ, τ ) > 0 such that for λ ∈ (0, λ0), the following holds for
the Verblunsky coefficients given by (1.3)–(1.4):

• For every x ∈ Td, Ex has purely absolutely continuous spectrum.
• For every x ∈ Td, the restriction of the canonical spectral measure of Cx
to Σ = σess(Cx) is purely absolutely continuous and Cx has at most one
eigenvalue in each connected component of ∂D\Σ.

Remark 1.2.
(a) The set of all Diophantine ω ∈ Rd has full Lebesgue measure. It is an

interesting question whether the conclusion of the theorem can fail for some ω’s,
even if λ is small. In the Schrödinger setting, it is known that the cases d = 1 and
d > 1 behave differently: there is a non-perturbative version of this result (which
means that λ0 > 0 can be chosen uniformly in κ and τ and the result then holds
for all Diophantine ω with this choice of λ0) in the case d = 1 [3], and it is known
that there cannot be a non-perturbative version of this result when d > 1 [8]. It
would be interesting to establish results of this kind in the OPUC setting as well.
We explain in Appendix B how one can approach the first problem.

(b) While we state the result in the analytic topology, our approach works in the
C∞ topology since our proof is KAM based.1 Thus, we exactly solve the question
Simon proposed in the Remarks and Historical Notes to [43, Section 10.16].

(c) Going beyond the explicit formulation of Simon’s question, the curious reader
may wonder whether in addition to the pure point result from [47] and the absolute
continuity result in Theorem 1.1 one can also exhibit analytic (or smooth) quasi-
periodic CMV matrices with purely singular continuous spectrum. The answer is
yes and all necessary tools to produce such examples (of extended analytic quasi-
periodic CMV matrices with purely singular continuous spectrum) already exist.
We include a discussion to this effect in Appendix C for the sake of said curious
reader.

We remark that from the OPUC perspective, standard CMV matrices are the
natural object and hence we are primarily interested in the spectral properties of
the matrices Cx. However, from the perspective of the actual spectral analysis of
these matrices, it is crucial to also consider the extended CMV matrices Ex since
the underlying torus translation

Tω : Td → Td, x �→ x+ ω

1For example, Fayad-Krikorian [19] provide the C∞ version of almost-reducibility based on
KAM scheme.
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is an invertible ergodic transformation, which enables us to rely on the powerful gen-
eral theory that has been developed for extended CMV matrices with Verblunsky
coefficients generated by continuous sampling along the orbit of such a transforma-
tion; compare [14, 18] and references therein. We will be more specific below, but
merely mention here that the spectrum can be characterized in terms of the uniform
hyperbolicity of the associated Szegő cocycles [14] and the absolutely continuous
spectrum can be investigated via Kotani theory [18, 21, 23, 24, 36, 43] (and both of
these fundamental tools require the two-sided setting in their full-fledged version).
Consequently, we will prove the desired absolute continuity of spectral measures
both for the standard CMV matrices Cx and for the extended CMV matrices Ex.
To facilitate stating our results, let us mention now that given h, λ, and ω, there
is a compact set Σ ⊆ ∂D such that for every x ∈ Td, we have

(1.5) Σ = σess(Cx) = σess(Ex) = σ(Ex).
The discrete spectrum of Cx may (and usually will) be x-dependent, but it is known
that each connected component of ∂D\Σ contains at most one point that belongs
to σdisc(Cx). We will say more about this later in the paper.

It is well known, and crucial to our present discussion, that the theory of or-
thogonal polynomials on the unit circle shares many similarities with the theory
of one-dimensional discrete Schrödinger operators. This is not a coincidence as
the latter embeds naturally into the theory of orthogonal polynomials on the real
line, and the unit circle and the real line stand out as those subsets of the com-
plex plane on which polynomials that are orthogonal with respect to a non-trivial
probability measure that is supported on one of these two sets are known to obey
a useful recursion (the Verblunsky coefficients are just the recursion coefficients in
the case of the unit circle; compare (1.1)). As a result, there has been an extensive
effort to work out OPUC analogs of results that had first been established for dis-
crete Schrödinger operators. From this perspective, the result of Zhang mentioned
above [52] is an OPUC analog of results of Herman [31] and Sorets-Spencer [45]
in the Schrödinger setting, and the Wang-Damanik result [47] is an analog of a
result of Bourgain-Goldstein [9]. The results of the present paper are the OPUC
analog of a Schrödinger operator result that has evolved over the years with many
important contributions. We will give more detailed pointers to the literature be-
low, but mention here some of the milestones: Dinaburg-Sinăi [16], Eliasson [17],
Avila-Jitomirskaya [3], Avila [1].

We wish to emphasize that working out the OPUC analog of a Schrödinger result
is not straightforward. There is no general mechanism that serves as a black box
transforming an input into an output without further work. Rather, the plethora
of known companion results exists primarily because many of the tools of spectral
analysis on the Schrödinger side have been shown to have analogs on the OPUC
side, and using the latter allowed the authors in question to obtain the desired
OPUC results by following a similar proof strategy.

In the case of the problem at hand, a crucial tool in the spectral analysis of
the quasi-periodic Schrödinger case, namely Aubry duality, is not known to exist
in a similarly useful form in the OPUC setting. Aubry duality allows one, in
the Schrödinger case, to relate the absolute continuity problem via duality to a
localization problem for the dual model and to exploit the powerful methods that
have been developed to establish such localization statements; we refer the reader
to [1,3,10] for results of this kind. The existence of absolutely continuous spectrum
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is well known to follow from the boundedness of the solutions of the difference
equation associated with the operator in question, and this boundedness can often
be established in the quasi-periodic setting by describing these solutions with the
help of suitable cocycles, and then conjugating these cocycles to SO(2,R)-valued
cocycles. The key issue is the pure absolute continuity as one typically obtains
boundedness only on a set of spectral parameters that has full Lebesgue measure,
and hence the absence of singular spectrum still needs to be clarified. To this end
we follow here an approach initially developed by Avila [1]. In this approach, one
needs to prove that the set of spectral parameters with unbounded solutions has
zero weight with respect to the spectral measure, which in turn relies on a measure
estimate for the set of spectral parameters for which the corresponding cocycles
have a given growth rate. In particular, one seeks to establish suitable almost
reducibility results (where one can conjugate into an arbitrarily small neighborhood
of a constant). The duality approach shows that (almost) reducibility for the initial
model can be derived from (almost) localization for the dual model. As we do not
have the duality approach at our disposal for the problem we study, we have to look
for direct methods of proving absolute continuity via (almost) reducibility. Instead
we establish a quantitative almost reducibility result directly with the help of recent
advances by Cai-Chavaudret-You-Zhou [11] and Leguil-You-Zhao-Zhou [37].2 We
also mention that there is another proof of purely absolutely continuous spectrum
for continuum Schrödinger operators with small analytic quasi-periodic potentials
by Eliasson [17] that does not use duality. Compared with [17] our approach is
more concise: we do not need to complexify the energy and estimate the imaginary
part of the Green function G(E±ig;n,m) (which corresponds to G((1±δ)eiζ ;n,m)
in our case).

Finally, we mention that in the Schrödinger context, the approach to the study
of the spectral properties of a quasi-periodic operator that is based on quantitative
almost reducibility is very fruitful [1,3,6,11,17,37] (see also the nice survey of You
[50] for more results). Our result is the first realization of this in the OPUC setting.

The structure of the paper is as follows. After recalling some relevant parts of
the general OPUC theory in Section 2, we prove a quantitative almost reducibility
result for analytic quasi-periodic SU(1, 1) cocycles (derived from the work of Cai-
Chavaudret-You-Zhou [11] and Leguil-You-Zhao-Zhou [37], which we briefly recall
in Appendix A) in Section 3 and a lower bound for the density of states measure in
the quasi-periodic case we study in Section 4. The proof of Theorem 1.1 is given in
Section 5. Finally, we discuss how to obtain a non-perturbative result in the case
d = 1 in Appendix B and how to obtain analytic quasi-periodic extended CMV
matrices with singular continuous spectrum in Appendix C.

2. Preliminaries

In this section we collect some material we will need in the subsequent sections.
The results we describe here are well known, but they are included for the conve-
nience of the reader.

2.1. The standard factorization of CMV matrices. Recall that, given a se-
quence {αn}n∈Z+

⊂ D = {z ∈ C : |z| < 1}, the standard (or half-line) CMV matrix

2This approach was first used to deal with the absolutely continuous spectrum of Schrödinger
operators with quasi-periodic-like potentials [48].
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takes the form

C =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

α0 α1ρ0 ρ1ρ0 0 0 · · ·
ρ0 −α1α0 −ρ1α0 0 0 · · ·
0 α2ρ1 −α2α1 α3ρ2 ρ3ρ2 · · ·
0 ρ2ρ1 −ρ2α1 −α3α2 −ρ3α2 · · ·
0 0 0 α4ρ3 −α4α3 · · ·
· · · · · · · · · · · · · · · · · ·

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

where ρj =
√

1− |αj |2. It is possible to factorize this matrix as follows,

C = LM,

where

L =

⎛

⎜

⎜

⎜

⎝

Θ0

Θ2

Θ4

. . .

⎞

⎟

⎟

⎟

⎠

, M =

⎛

⎜

⎜

⎜

⎝

1
Θ1

Θ3

. . .

⎞

⎟

⎟

⎟

⎠

and

Θj =

(

ᾱj ρj
ρj −αj

)

.

Similarly, the extended CMV matrix

E =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

· · · · · · · · · · · · · · · · · · · · ·
· · · −α0α−1 α1ρ0 ρ1ρ0 0 0 · · ·
· · · −ρ0α−1 −α1α0 −ρ1α0 0 0 · · ·
· · · 0 α2ρ1 −α2α1 α3ρ2 ρ3ρ2 · · ·
· · · 0 ρ2ρ1 −ρ2α1 −α3α2 −ρ3α2 · · ·
· · · 0 0 0 α4ρ3 −α4α3 · · ·
· · · · · · · · · · · · · · · · · · · · ·

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

can be written as

E = L′M′,

where

L′ =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

. . .

Θ−2

Θ0

Θ2

. . .

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

, M′ =

⎛

⎜

⎜

⎜

⎜

⎝

. . .

Θ−1

Θ1

. . .

⎞

⎟

⎟

⎟

⎟

⎠

.

2.2. Maximal spectral measures. By construction, the orthogonality measure
μ with respect to which the CMV matrix C is constructed is a maximal spectral
measure for this matrix. In other words, for every ψ ∈ �2(Z+), the spectral measure
corresponding to the pair (C, ψ) is absolutely continuous with respect to μ. In
particular, C has spectral multiplicity one. An extended CMV matrix E , on the
other hand, in general does not have spectral multiplicity one. However, the spectral
multiplicity of E is at most two and the spectral subspace corresponding to E and
the pair of vectors δ0, δ1 is all of �2(Z) [43, Theorem 10.16.5]. Thus, the sum of
the spectral measures corresponding to (E , δ0) and (E , δ1) is maximal and will be
denoted by Λ.
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For our later discussion let us keep in mind that in order to prove that all
spectral measures of a standard (resp., extended) CMV matrix C (resp., E) are
purely absolutely continuous on some set S ⊆ ∂D, it suffices to show that μ (resp.,
Λ) is purely absolutely continuous on S.

Note also that for the quasi-periodic CMV matrices Cx and Ex we study, the
maximal spectral measures of course depend on x ∈ Td and will be denoted by μx

and Λx, respectively.

2.3. Transfer matrices. By normalizing the monic orthogonal polynomials Φn(z)
in L2(∂D, dμ), we obtain the orthonormal polynomials ϕn(z). Their Szegő duals
ϕ∗
n(z) are defined as before. The recursion (1.1) can then be rephrased as follows,

(2.1)

(

ϕn(z)
ϕ∗
n(z)

)

=
1

ρn

(

z −ᾱn

−αnz 1

)(

ϕn−1(z)
ϕ∗
n−1(z)

)

, ϕ0(z) = ϕ∗
0(z) = 1,

where the αn are the Verblunsky coefficients and ρn is given by (1.2).
The matrix

S̃(α, z) =
1

√

1− |α|2

(

z −ᾱ
−αz 1

)

,

which provides one step on the iteration of (2.1), is called the Szegő cocycle map.
In this paper, we find it convenient to work with the renormalized Szegő cocycle

map

(2.2) S(α, z) = z−
1
2 S̃(α, z) ∈ SU(1, 1).

We need the following relations between the solutions of the generalized eigen-
value equation of Cx and the Szegő polynomials. Suppose u, v are defined as

Cxu = zu, v = Mu,

that is, u is the solution of the generalized eigenvalue equation of Cx and v is

obtained by applying a unitary transformation on u. The vector

(

un

vn

)

then obeys

the Gesztesy-Zinchenko iterations. It relates to the Szegő cocycle via the following:

(2.3) u2n = z−nϕ2n(z), u2n+1 = z−(n+1)ϕ∗
2n+1(z),

(2.4) v2n = z−nϕ∗
2n(z), v2n+1 = z−nϕ2n+1(z)

with

(

u0

v0

)

=

(

1
1

)

as boundary values, for all z ∈ C\{0} and n ≥ 0 (see [29, (3.4)–

(3.7)]). Specifically, for z ∈ ∂D, we have |ϕn| = |ϕ∗
n|, which implies

(2.5) |un| = |ϕn|, n ∈ N.

For extended CMV matrices, there are very similar results. Let s, t be the solutions
of the following generalized eigenvalue equations

Exs = zs, t = M′s.

Then

(

sn
tn

)

obeys the Gesztesy-Zinchenko iteration: for n ∈ Z,

(2.6)

(

sn
tn

)

= Tn

(

sn−1

tn−1

)

,

(

s0
t0

)

=

(

1
1

)

,

Licensed to Rice Univ. Prepared on Thu Sep  1 08:55:17 EDT 2022 for download from IP 128.42.202.150.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



6100 LONG LI, DAVID DAMANIK, AND QI ZHOU

where

(2.7) Tn =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1

ρn

(

−αn z−1

z −αn

)

n is even,

1

ρn

(

−αn 1
1 −αn

)

n is odd.

Putting (2.1), (2.6), and (2.7) together for z ∈ ∂D, a direct calculation gives

(2.8) |sn| = |ϕn|, n ∈ Z.

Note that for n > 0, ϕ−n(z) is obtained via

(2.9)

(

ϕ−n(z)
ϕ∗
−n(z)

)

= S̃(α−n+1, z)
−1

(

ϕ−n+1(z)
ϕ∗
−n+1(z)

)

,

(

ϕ0(z)
ϕ∗
0(z)

)

=

(

1
1

)

.

The ϕ−n(z)’s are polynomials of 1
z with degree n and ϕ∗

−n(z) = z−nϕn(
1
z ). This

relation inspires us to study the Szegő cocycle instead of the Gesztesy-Zinchenko
cocycle directly.

2.4. Dynamically defined Verblunsky coefficients. In this subsection we em-
phasize that the Verblunsky coefficients we study are obtained by sampling along
the orbits of a discrete-time dynamical system, and hence they embed into the
general theory of dynamically defined Verblunsky coefficients. We explain the pri-
mary objects of interest in this scenario and some of the key results that are known
to hold. However, for the sake of simplicity we do not make the general frame-
work explicit, but rather introduce all quantities for the specific case at hand. We
merely point out that many of the quantities and results below make sense in a
more general setting.

2.4.1. The density of states measure. Averaging the spectral measure corresponding
to the pair (Ex, δ0) with respect to the normalized Lebesgue measure on Td, we
obtain the density of states measure dk on ∂D3:

∫

g dk =

∫

Td

〈δ0, g(Ex)δ0〉 dx

for any g ∈ C(∂D). Note that by shift-invariance of the Lebesgue measure on Td,
dk can alternatively be defined as one-half times the average of Λx.

Under suitable assumptions, the density of states measure can also be interpreted
as the density of zeros measure, which is the weak limit of the finitely supported
probability measures obtained by placing point masses at the zeros of the orthogonal
polynomials (according to their multiplicities).

Note that the zeros of the orthogonal polynomials lie in the open unit disk
D and hence the existence of the density of zeros measure as a measure on the
unit circle ∂D is a non-trivial property that will not always hold. For a very
simple counterexample, note that all the zeros lie at the origin when the Verblunsky
coefficients vanish, and hence the density of zeros measure exists in this case but is
not a measure on the unit circle (rather it is the normalized point measure at the

3We will sometimes view ∂D as R/(2πZ). In particular, when we talk about the weight assigned
by the density of states measure to an arc on the unit circle, we typically denote that by k(a, b),
where (a, b) is a real interval.
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origin). On the other hand, the density of zeros exists as a measure on the unit
circle when the function α defining the Verblunsky coefficients via (1.3) satisfies

∫

Td

ln(|α(x)|) dx > −∞,

compare [43, Theorem 10.5.19] and the general discussion in [43, Section 10.5]. In
view of (1.4), this sufficient condition holds true for every λ ∈ (0, 1). In other
words, we can use each of the two interpretations of the measure, as the density of
states and as the density of zeros, in our setting.

2.4.2. The Szegő cocycle, the Lyapunov exponent, and the rotation number. A quasi-
periodic cocycle (ω,A) ∈ Rd × C0(Td, SL(2,C)) is a linear skew product:

(ω,A) :Td × C2 → Td × C2

(x, v) �→ (x+ ω,A(x) · v),

where Td = Rd/Zd and ω ∈ Td is rationally independent. For n ≥ 1, the products
are defined as

An(x) = A(x+ (n− 1)ω) · · ·A(x),

and A−n(x) = (An(x− nω))−1, then we can define Lyapunov exponent as

γ(ω,A) = lim
n→∞

1

n

∫

ln ‖An(x)‖ dx.

Assume now that A ∈ C0(T, SL(2,R)) is homotopic to the identity. Then there
exist ψ : Td × T → R and u : Td × T → R+ such that

A(x) ·
(

cos 2πy
sin 2πy

)

= u(x, y)

(

cos 2π(y + ψ(x, y))
sin 2π(y + ψ(x, y))

)

.

The function ψ is called a lift of A. Let μ be any probability measure on Td×T which
is invariant by the continuous map T : (x, y) �→ (x+ω, y+ψ(x, y)), projecting over
Lebesgue measure on the first coordinate (for instance, take μ as any accumulation

point of 1
n

∑n−1
k=0 T

k
∗ ν, where ν is Lebesgue measure on Td × T). Then the number

ρ(ω,A) =

∫

ψ dμ mod Z

does not depend on the choices of ψ and μ, and is called the fibered rotation number
of (ω,A), see [31] and [35]. For any C ∈ SL(2,R), it is immediate from the definition
that we have the following:

(2.10) |ρ(ω,A)− ρ(ω,C)| ≤ ‖A(x)− C‖
1
2

C0 .

Once we have the definition of the fibered rotation number for SL(2,R) cocycles,
we can parlay this concept to SU(1, 1) cocycles, since

M =
1

1 + i

(

1 −i
1 i

)

induces an isomorphism between SU(1, 1) and SL(2,R):

M−1SU(1, 1)M = SL(2,R).

The Szegő cocycle is defined by letting αn(x) = α(x+(n−1)ω) and Az = S(α, z)
(with S(α, z) as in (2.2)). Denote this cocycle by (ω, S(α, z)).
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The rotation number ρ(z) = ρ(ω, S(α, z)) of the Szegő cocycle and the DOS
measure dk associated with the family Ex are related by the following formula
[43, Theorem 8.3.3]:

(2.11) 2ρ(eiζ) = k(0, ζ), ζ ∈ [0, 2π),

where k(θ1, θ2) denotes the weight assigned by the density of states measure to the
arc {eiθ : θ1 < θ < θ2}.

We also denote the Lyapunov exponent of the Szegő cocycle and the renormalized
Szegő cocycle by

γ̃(z) = γ(ω, S̃(α, z)), γ(z) = γ(ω, S(α, z)),

respectively. It follows readily from (2.2) that

(2.12) γ(z) = γ̃(z)− 1

2
log |z|.

Note in particular that γ(z) and γ̃(z) coincide for z ∈ ∂D.
The Lyapunov exponent and the DOS measure are related by the well-known

Thouless formula (cf. [43, Section 10.5]):

(2.13) γ̃(z) = − ln ρ∞ +

∫

ln |1− ze−iθ| dk(θ),

where

ρ∞ = exp

(

1

2

∫

log(1− |α(x)|2) dx
)

.

2.4.3. Uniform hyperbolicity and the set Σ. We say that a cocycle (ω,A) is uni-
formly hyperbolic if there exist constants c, γ > 0 and a continuous splitting CP1 =
Es(x)⊕ Eu(x), x ∈ Td, such that

(1) A(x)E∗(x) = E∗(x+ ω) for ∗ = s, u.
(2) For n ∈ Z+, x ∈ X, ξu ∈ Eu(x), ξs ∈ Es(x),

‖An(x)ξs‖ ≤ ce−γn‖ξs‖, ‖A−n(x)ξu‖ ≤ ce−γn‖ξu‖.
We denote by UH the set of all uniformly hyperbolic cocycles.

The following result from [14] relates the spectrum of extended CMV matrices
to their Szegő cocycles:

Theorem 2.1. There is a compact set Σ ⊂ ∂D with σ(Ex) = Σ for every x ∈ Td.
Moreover, this uniform spectrum Σ is equal to ∂D\U , where

U = {z ∈ ∂D : (ω, S̃(α, z)) ∈ UH}.

We emphasize two important points. The spectrum in the two-sided case is
independent of x and it is described by an explicit dynamical property of the as-
sociated Szegő cocycles. For this reason, it is beneficial to consider the two-sided
case in the dynamically defined situation (assuming the underlying dynamical sys-
tem is invertible) even if one is ultimately interested in the spectral analysis of the
one-sided case. Namely, the two-sided spectrum Σ is determined via the above
characterization in terms of the absence of uniform hyperbolicity, and this set then
in turn serves as the essential spectrum of the one-sided CMV matrix Cx, which is
x-independent as pointed out above. Moreover, the x-dependent discrete spectrum
of Cx is quite tame: there is at most one point in each gap of Σ.
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3. Quantitative almost reducibility

Our proof is based on quantitative almost reducibility results for SU(1, 1) co-
cycles. We recall that (ω,A1) is analytically conjugate to (ω,A2) if there exists
B ∈ Cω(2Td, SU(1, 1)) such that

B(·+ ω)A1(·)B−1(·) = A2(·).

The cocycle (ω,A) is said to be almost reducible if the closure of its analytic con-
jugations contains a constant.

For any sufficiently small ε0 > 0 and any r > 0, let us define the following
sequences:

εj = ε2
j

0 , rj =
r

2j
, Nj =

4j+1 ln ε−1
0

r
.

Then we have the following quantitative almost reducibility results, which are based
on the modified KAM scheme developed in [11,37] (see Proposition A.1 in Appen-
dix A for the precise statement we employ).

Proposition 3.1. Assume that κ, τ, r > 0 and ω ∈ DC(κ, τ ). Let S0 ∈ SU(1, 1),
f0 ∈ Cω

r (T
d, su(1, 1)) with

‖f0‖r ≤ ε0 ≤ D0

‖S0‖C0

(r

2

)C0τ

,

where D0 = D0(κ, τ ) and C0 is a numerical constant. Then for any j ≥ 1, there
exists Bj ∈ Cω

rj
(2Td, SU(1, 1)) such that

Bj(x+ ω)(S0e
f0(x))B−1

j (x) = Sje
fj(x),

where ‖fj(x)‖rj ≤ εj and Bj satisfies

‖Bj‖0 ≤ ε
− 1

192
j−1 ,(3.1)

| degBj | ≤ 2Nj−1.(3.2)

More precisely, we have

(a) If ‖2ρ(ω, Sj−1)− 〈m,ω〉‖R/Z < ε
1
15

j−1 for some m ∈ Zd with 0 < |m| < Nj−1,
we have the following precise expression:

Sj = exp

(

itj vj
v̄j −itj

)

,

where tj ∈ R, vj ∈ C, and |tj | ≤ ε
1
16

j−1, |vj | ≤ ε
15
16

j−1.

(b) Moreover, there always exist unitary matrices Uj ∈ SL(2,C) such that

(3.3) UjSje
fj(x)U−1

j =

(

e2πiρj cj
0 e−2πiρj

)

+ Fj(x),

where ρj ∈ R ∪ iR, with estimates ‖Fj‖rj ≤ εj, and

(3.4) ‖Bj‖20|cj | ≤ 8‖S0‖.

Proof. We will prove the result by iteration.
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First step. By our choice of ε0, we can apply Proposition A.1 once to (ω, S0e
f0(x))

and obtain the following:
There exists B1 ∈ Cω

r1(2T
d, SU(1, 1)) such that

B1(x+ ω)S0e
f0(x)B−1

1 (x) = S1e
f1(x)

with the following estimates:

‖f1‖r1 ≤ ε1, ‖B1‖0 ≤ ε
− 1

192
0 , | degB1| ≤ 2N0.

Inductive step. Suppose we have already completed the j-th step and are at the
(j + 1)-th step. That is, there exists Bj ∈ Cω

rj (2T
d, SU(1, 1)) such that

Bj(x+ ω)S0e
f0(x)B−1

j (x) = Sje
fj(x)

with estimates

‖fj‖rj ≤ εj , ‖Bj‖0 ≤ ε
− 1

192
j−1 , | degBj | ≤ 2Nj−1.

Now we consider the (j + 1)-th step. By our choice of ε0, one can check that

(3.5) εj ≤
D0

‖Sj‖C0
(rj − rj+1)

C0τ .

Indeed, εj on the left side of (3.5) decays super-exponentially with j, while (rj −
rj+1)

C0τ on the right side decays exponentially with j. Note that (3.5) implies that
Proposition A.1 can be applied iteratively, and hence we can construct

B̄j+1 ∈ Cω
rj+1

(2Td, SU(1, 1)), Sj+1 ∈ SU(1, 1), fj+1 ∈ Cω
rj+1

(Td, su(1, 1))

such that

B̄j+1(x+ ω)Sje
fj(x)B̄−1

j+1(x) = Sj+1e
fj+1(x).

Let Bj+1 = B̄j+1Bj , then we have

Bj+1(x+ ω)S0e
f0(x)B−1

j+1(x) = Sj+1e
fj+1(x).

In order to verify (3.1) and (3.2) for Bj+1, we need to distinguish the following two
cases:

Non-resonant case. If for any n ∈ Zd with 0 < |n| ≤ Nj we have

‖2ρ(ω, Sj)− 〈n, ω〉‖
R/Z ≥ ε

1
15

j ,

then by the non-resonant case of Proposition A.1,

∥

∥B̄j+1 − id
∥

∥

rj+1
≤ ε

1
2

j , ‖fj+1‖rj+1
≤ εj+1.

In this case we have degBj+1 = degBj , since B̄j+1 is homotopic to the identity.
Therefore,

‖Bj+1‖0 ≤ (1 + ε
1
2

j )ε
− 1

192

j−1 ≤ ε
− 1

192

j ,

| degBj+1| = | degBj | ≤ 2Nj−1 ≤ 2Nj .

These verify (3.1) and (3.2) for Bj+1 in this case.
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Resonant case. If z ∈ Λm(j + 1) for some m ∈ Zd with 0 < |m| ≤ Nj , then by
the resonant case of Proposition A.1, we have deg B̄j+1 = m and

‖B̄j+1‖0 ≤ C|m|τ ≤ ε
− 1

384
j ,

‖fj+1‖rj+1
≤ εje

−rj+1ε
−

1
18τ

j ≤ εj+1.

Moreover, we can write Sj+1 = exp

(

itj+1 vj+1

v̄j+1 −itj+1

)

, where tj+1 ∈ R, vj+1 ∈ C

with |tj+1| ≤ ε
1
16

j , |vj+1| ≤ ε
15
16

j . Therefore,

‖Bj+1‖0 ≤ ε
− 1

192
j−1 ε

− 1
384

j ≤ ε
− 1

192
j ,

| degBj+1| ≤ 2Nj−1 +Nj ≤ 2Nj .

By induction we have proven (3.1) and (3.2) for each j ≥ 1. As a consequence
of the resonant case, the statement of (a) was verified. We are left to prove the
statement (b).

From the above iteration, we know after each resonant step j, one can write

Sj = expS′′
j with ‖S′′

j ‖ ≤ ε
1
16
j−1. Let Uj ∈ SL(2,C) such that (3.3) holds, then

(3.6) |cj | ≤ 2‖S′′
j ‖ ≤ 2ε

1
16

j−1.

Suppose there are two resonance sites nji , nji+1
, which happen at the KAM steps

ji + 1, ji+1 + 1, respectively. Then we want to show that |nji+1
| ≥ ε

− 1
18τ

ji
|nj |. By

the resonance condition of the (ji+1 +1)-th step, |ρji+1
− 〈nji+1

,ω〉

2 | ≤ 1
2ε

1
15
ji+1

, hence

|ρji+1
| > κ

3|nji+1
|τ . On the other hand, according to Proposition A.1, after the

(ji + 1)-th step, |ρji+1| ≤ ε
1
16
ji
. Thus we have

|nji+1
| ≥ ε

− 1
18τ

ji
|nji |.

This implies that the resonant steps are actually very far from each other.
Since the steps between ji+1 and ji+1+1 are all non-resonant, according to the

non-resonant case of Proposition A.1, we have the following: For ji +1 < j ≤ ji+1,

(3.7) ‖Sj − Sj−1‖ ≤ 2εj−1.

Since the (ji + 1)-th step is resonant, we have

Sji+1 = exp

(

itji+1 vji+1

v̄ji+1 −itji+1

)

with |tji+1| ≤ ε
1
16

ji
and |vji+1| ≤ ε

15
16

ji
. There exists a unitary matrix Uji+1 ∈ SL(2,C)

such that

Uji+1Sji+1e
fji+1(x)U−1

ji+1 =

(

e2πiρji+1 cji+1

0 e−2πiρji+1

)

+ Fji+1(x),

where |cji+1| ≤ 2‖S′′
ji+1‖ ≤ 2ε

1
16
ji

and ‖Fji+1‖rji+1
≤ εji+1. Let Sj = expS

′′

j . By

(3.7), we have the following:

‖S′′

j ‖ ≤ 2ε
1
16

ji
+

j
∑

k=ji+2

‖Sk − Sk−1‖ ≤ 4ε
1
16

ji
.
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In this case, we have

(3.8) |cj | ≤ 2‖S′′

j ‖ ≤ 8ε
1
16
ji
.

Since ‖Bji+1‖0 ≤ ε
− 1

192
ji

and all steps between ji + 1 and j (including j) are non-
resonant, we have

(3.9) ‖Bj‖0 ≤ Πj
k=ji+1(1 + ε

1
2

k )ε
− 1

192
ji

≤ 2ε
− 1

192
ji

.

From the above argument and (3.1), (3.6), we can see that after each resonant
step j, we have

‖Bj‖20|cj | ≤ 2ε
5
96
j−1.

While after each non-resonant step j, we are able to utilize the estimates of the last
resonant step ji + 1 if it exists. By (3.8) and (3.9) we have

‖Bj‖20|cj | ≤ 32ε
5
96

ji
.

However, it is possible that no resonant steps happened within the first j steps.
In this case, each step is non-resonant and thus we can use the estimate ‖B̄i‖0 ≤
1 + ε

1
2
i−1 for each i ≤ j and obtain

‖Bj‖0 ≤ Πi≥0(1 + ε
1
2

i ) ≤ 2.

Since Sj − S0 =
∑j

i=1(Si − Si−1) and (3.7), we have ‖Sj‖ ≤ ‖S0‖ + 2ε0 ≤ 2‖S0‖.
This finishes the proof. �

For any m ∈ Zd with 0 < |m| < Nj−1, define

Λm(j) = {z ∈ Σ :‖2ρ(ω, Sj−1)− 〈m,ω〉‖R/Z < ε
1
15
j−1}.(3.10)

Let

(3.11) Kj =
⋃

0<|m|≤Nj−1

Λm(j)

with Λm(j) from (3.10). Then for any z ∈ Kj , we have the following estimate for
the growth of the transfer matrix As

z:

Corollary 3.2. For z ∈ Kj, we have

sup

0≤s≤Cε
−

1
16

j−1

‖As
z‖0 ≤ Cε

− 1
96

j−1 .

Proof. Since z ∈ Kj , by Proposition 3.1 there exists Bj such that

Bj(x+ ω)S0e
f0(x)B−1

j (x) = Sje
fj(x),

where

Sj = exp

(

itj v̄j
vj −itj

)

and

|tj | ≤ ε
1
16

j−1, |vj | ≤ ε
15
16

j−1, ‖fj‖0 ≤ εj .
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Moreover, we have ‖Sj‖ ≤ 1 + ε
1
16

j−1. Since we have ‖Bj‖0 ≤ ε
− 1

192

j−1 by (3.1), this
implies that

sup

0≤s≤Cε
−

1
16

j−1

‖As
z‖0 ≤ C‖Bj‖20 ≤ Cε

− 1
96

j−1 ,

concluding the proof. �

We also have the following:

Lemma 3.3. For z ∈ Kj, there exists nj ∈ Zd with |nj | ≤ 2Nj−1 such that

‖2ρ(ω, S0e
f0(x))− 〈nj , ω〉‖R/Z ≤ 2ε

1
15

j−1.

Proof. For z ∈ Kj , we have

‖2ρj−1 − 〈n∗, ω〉‖R/Z ≤ ε
1
15

j−1

for some n∗ ∈ Zd with 0 < |n∗| ≤ Nj−1. Since Bj−1(·) conjugates (ω, S0e
f0(·)) into

(ω, Sj−1e
fj−1(·)), we have

2ρ(ω, S0e
f0(x)) + 〈degBj−1, ω〉 = 2ρ(ω, Sj−1e

fj−1(x)).

By (2.10) and ‖fj−1‖0 ≤ εj−1, we have

|ρ(ω, Sj−1e
fj−1(x))− ρj−1| ≤ cε

1
2

j−1.

These together give

|2ρ(ω, S0e
f0(x)) + 〈degBj−1, ω〉 − 〈n∗, ω〉| ≤ 2ε

1
15

j−1.

Let nj = − degBj−1 + n∗. Then

‖2ρ(ω, S0e
f0(x))− 〈nj , ω〉‖R/Z ≤ 2ε

1
15

j−1.

Moreover, by (3.2) of Proposition 3.1, we have | degBj−1| ≤ 2Nj−2, and this implies
that |nj | ≤ 2Nj−2 +Nj−1 ≤ 2Nj−1, as claimed. �

4. A lower bound for the DOS

In this section we consider CMV matrices with analytic quasi-periodic Verblun-
sky coefficients of the form

αn(x) = α(x+ (n− 1)ω), n ∈ Z, x ∈ Td, ω ∈ DC(κ, τ ),

where
α(x) = λe2πih(x), h(x) ∈ Cω(Td,R), λ ∈ (0, 1).

Since the x-independent spectrum Σ of Ex is a subset of ∂D, we will use the notation
eiζ ∈ Σ to make this explicit.

We will show that if λ is small enough, then we can establish (see Lemma 4.5) a
uniform (which means that the constant c does not depend on ζ) lower bound for
the DOS measure for Ex of the form

(4.1) k(ζ − ε, ζ + ε) ≥ cε
3
2 , eiζ ∈ Σ,

which will be a key ingredient in the subsequent considerations.
If |λ| is small enough, then S(α, z) is close to a constant, and hence employing

Proposition 3.1 we will be able to show (see Corollary 4.3) that the DOS measure
is 1

2 -Hölder continuous on Σ. Once this has been accomplished, (4.1) follows from
the well-known Thouless formula.
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Denoting ρ =
√

1− |α|2 =
√
1− λ2, we have the following decomposition

S(α, z) =

(

z
1
2 0

0 z−
1
2

)

ρ−1

(

1 −αz−1

−αz 1

)

.

Let

S0(α, z) =

(

z
1
2 0

0 z−
1
2

)

and

P (x) = ρ−1

(

1 −λe−2πih(x)z−1

−λe2πih(x)z 1

)

.

Since

P (x)− id =
1

ρ

(

1− ρ −λe2πih(x)z−1

−λe2πih(x)z 1− ρ

)

for z ∈ ∂D, we have

‖P (x)− id‖r ≤ 2|λ|e2π|h|r .
Since the tangent space TidSU(1, 1) is the algebra su(1, 1), the exponential map sets
up a local diffeomorphism between the neighborhood of id ∈ SU(1, 1) and that of 0 ∈
su(1, 1). This means that if λ is sufficiently small, we have f0(x) ∈ Cω

r (T
d, su(1, 1))

such that ef0(x) = P (x), and hence we have S(α, z) = S0(α, z)e
f0(x). The smallness

of λ can be viewed as the smallness of ‖f0‖r. If we further assume that λ satisfies
the condition

(4.2) |λ| ≤ D0

2e2π|h|r

(r

2

)C0τ

,

where the constants C0, D0 are consistent with Proposition A.1, then we can apply
Proposition 3.1 to the system (ω, S0e

f0(x)), and we obtain the following conse-
quences.

Lemma 4.1. If λ obeys (4.2), then there exists C such that for any eiζ ∈ Σ and
ε > 0, we have

(4.3) γ(eiζ) = 0

and

(4.4) γ((1 + ε)eiζ) ≤ Cε
1
2 .

Proof. To prove (4.3), it suffices to show that if eiζ ∈ Σ, the cocycle grows at most
linearly, that is,

(4.5) ‖An
eiζ‖0 ≤ Cn, n ≥ 1.

We can apply Proposition 3.1 and distinguish two cases:

Case 1. If (ω, S0e
f0(x)) is reducible, then there exists B ∈ Cω(2Td, SU(1, 1)) such

that

B(x+ ω)S0e
f0(x)B−1(x) = S.

Since eiζ ∈ Σ, by Theorem 2.1, the cocycle (ω, S0e
f0(x)) is not uniformly hyperbolic,

and hence we have

S =

(

e2πiρ c
0 e−2πiρ

)

with ρ ∈ R. This implies that ‖An
eiζ‖0 ≤ ‖B‖20(1 + cn) ≤ Cn for n ≥ 1.
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Case 2. If (ω, S0e
f0(x)) is not reducible but almost reducible, we need Claim 1 in

order to describe the growth of the cocycle more precisely:

Claim 1. Suppose eiζ ∈ Σ, then for each j > 0, there exists B̃j(x) such that

(4.6) B̃j(x+ ω)(S0e
f0(x))B̃−1

j (x) =

(

e2πiρj cj
0 e−2πiρj

)

+ F̃j(x),

with ρj ∈ R, ‖B̃j‖0 ≤ ε
− 1

192
j−1 , ‖F̃j‖0 ≤ ε

1
4
j , ‖B̃j‖20|cj | ≤ 8‖S0‖.

Proof. By Proposition 3.1, we obtain Bj(x) such that

Bj(x+ ω)S0e
f0(x)B−1

j (x) =

(

e2πiρj cj
0 e−2πiρj

)

+ Fj(x),

with ρj ∈ R ∪ iR, ‖Bj‖0 ≤ ε
− 1

192

j−1 , ‖Fj‖0 ≤ εj and ‖Bj‖20|cj | ≤ 8‖S0‖. If ρj ∈ R,

then let B̃j(x) = Bj(x) and F̃j(x) = Fj(x), the claim follows immediately. Assume

that ρj ∈ iR with |ρj | > ε
1
4

j and let

Qj =

(

qj 0
0 q−1

j

)

,

where qj = ‖Bj‖0ε
1
4
j . Then we have

Qj

[(

e2πiρj cj
0 e−2πiρj

)

+ Fj(x)

]

Q−1
j =

(

e2πiρj 0
0 e−2πiρj

)

+ F ′
j(x),

where

F ′
j(x) = QFjQ

−1 +

(

0 cjq
2
j

0 0

)

.

Since |cj |q2j = |cj |‖Bj‖20ε
1
2

j and ‖QjFj(x)Q
−1
j ‖0 ≤ ε

1
2

j , we have ‖F ′
j‖0 ≤ Cε

1
2

j . We
want to show that this implies the system is uniformly hyperbolic. Given a non-zero
vector (a, b)T ∈ R2 with |a| ≥ |b|, let

(

a′

b′

)

=

[(

e2πiρj 0
0 e−2πiρj

)

+ F ′
j(x)

](

a
b

)

=

(

e2πiρja
e−2πiρj b

)

+ F ′
j(x)

(

a
b

)

.

Without loss of generality, assume 2πiρj > 0. This implies

|a′| ≥ (e2πiρj − 2‖F ′
j(x)‖0)|a|

|b′| ≤ e−2πiρj |b|+ 2‖F ′
j(x)‖0|a|.

Therefore, |a′| − |b′| ≥ (4πiρj − 2Cε
1
2

j )|a| ≥ 0. By the cone field criterion (compare,

e.g., [49]), this implies the uniform hyperbolicity of (ω, S(α, eiζ)), which conflicts

with our assumption that eiζ ∈ Σ, again by Theorem 2.1. So we have |ρj | ≤ ε
1
4

j and
we put it into the perturbation to obtain the following:

B̃j(x+ ω)(S0e
f0(x))B̃−1

j (x) =

(

1 cj
0 1

)

+ F̃j(x), ‖F̃j‖0 ≤ ε
1
4
j ,

where B̃j(x) = Bj(x). This reduces to the case ρj = 0 and Claim 1 is proved, as
we indeed have ρj ∈ R. �
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In order to control the growth of the cocycle, we need Lemma 4.2 proved by
Avila-Fayad-Krikorian [2]:

Lemma 4.2. We have that

Ml(id+ξl) · · ·M0(id+ξ0) = M (l)(id+ξ(l)),

where M (l) = Ml · · ·M0 and

‖ξ(l)‖ � e
∑l

k=0‖M
(k)‖2‖ξk‖ − 1.

By the result of Claim 1, let Mk = Sj =

(

e2πiρj cj
0 e−2πiρj

)

, ξk = S−1
j F̃j(x+kω),

and apply Lemma 4.2 to obtain

An
eiζ = B̃j(x+ nω)Sn

j (id+ ξ(n))B̃−1
j (x),

where ‖ξ(n)‖ ≤ e
∑n

k=1 ‖Sk
j ‖

2‖F̃j‖0 −1. Since ρj ∈ R, we have ‖Sk
j ‖ ≤ 1+k|cj |. These

together with ‖F̃j‖0 ≤ ε
1
4
j give

‖An
eiζ‖0 ≤ ‖B̃j‖20(1 + n|cj |)e

∑n
k=1(1+k|cj |)

2ε
1
4
j ≤ ‖B̃j‖20(1 + n|cj |)en

3ε
1
4
j .

Therefore, by (3.4) and the fact that ‖S0‖ ≤ 1 we have the following:

(4.7) sup

0<n<ε
−

1
16

j−1

‖An
eiζ‖0 ≤ 2‖B̃j‖20(1 + n|cj |) ≤ 2ε

− 1
96

j−1 + 16n.

Since εj = ε2
j

0 , for any fixed large n ∈ Z+, there exists j such that n ∈ [ε
− 1

96

j−1 , ε
− 1

16

j−1 ],

then by (4.7), we have ‖An
eiζ‖0 ≤ Cn, and this verifies (4.5).

Since

γ(eiζ) = lim
n→∞

1

n

∫

x∈Td

ln ‖An
eiζ (x)‖ dx,

we obtain (4.3) for any eiζ ∈ Σ.

Let Ij = (ε
1
4
j , ε

1
48
j−1). Then, for any small ε > 0, there exists j such that ε ∈ Ij .

To prove (4.4), we need the following result:

Claim 2. There exists W : 2Td → SU(1, 1) analytic and a numerical constant C

with ‖W‖0 ≤ Cε−
1
4 such that

Q(x) = W (x+ ω)S0e
f0(x)W−1(x)

satisfies the estimate

(4.8) ‖Q‖0 ≤ 1 + Cε
1
2 .

Proof. Let B̃j(x), F̃j(x) be as in Claim 1, and let

D =

(

d 0
0 d−1

)

,

where d =
∥

∥

∥
B̃j

∥

∥

∥

0
ε

1
4 , let W (x) = DB̃j(x). Since ε ∈ Ij , we have d ≤ 1, which

implies ‖W‖0 ≤ Cε−
1
4 . By (4.6) we have

W (x+ ω)S0e
f0(x)W−1(x) =

(

e2πiρj 0
0 e−2πiρj

)

+ F̃ ′
j(x),
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where

F̃ ′
j(x) =

(

0
∥

∥

∥
B̃j

∥

∥

∥

2

0
ε

1
2 cj

0 0

)

+DF̃j(x)D
−1,

since ‖B̃j‖20|cj | ≤ 8‖S0‖ according to (3.4), we have ‖F̃ ′
j‖0 ≤ Cε

1
2 and ρj ∈ R.

Then, with Q(x) = W (x + ω)(S0e
f0(x))W−1(x), (4.8) follows immediately. This

completes the proof of Claim 2. �

LetA = S(α, eiζ), B = S(α, (1+ε)eiζ), then ‖A−B‖ ≤ ε. By the above argument,
there exists W : 2Td → SU(1, 1) such that

C = W (x+ ω)BW−1(x) = W (x+ ω)AW−1(x) +W (x+ ω)(B −A)W−1(x).

Thus we have ‖C‖0 ≤ ‖Q‖0 + Cε
1
2 , by Claim 2 and our choice of W , ‖C‖0 ≤

1 + Cε
1
2 . It follows that γ((1 + ε)eiζ) ≤ ln ‖C‖0 ≤ Cε

1
2 . This concludes the proof

of Lemma 4.1. �

As a direct corollary, we have the following:

Corollary 4.3. The DOS measure is 1
2 -Hölder continuous, that is, there exists a

constant C < ∞ such that for every eiζ ∈ ∂D and ε > 0 small enough, we have

(4.9) k(ζ − ε, ζ + ε) ≤ Cε
1
2 .

Proof. Since the DOS measure is supported by Σ, we can limit our attention to the
case eiζ ∈ Σ. By the Thouless formula (2.13), we have

γ̃(reiζ) = − ln ρ∞ +

∫

ln |1− rei(ζ−θ)| dk(θ).

For any ε which is small enough, using the fact γ̃(eiζ) = γ(eiζ) = 0 by Lemma 4.1,
we have

γ̃((1 + ε)eiζ) = γ̃((1 + ε)eiζ)− γ̃(eiζ)

=

∫

ln

∣

∣

∣

∣

1− (1 + ε)ei(ζ−θ)

1− ei(ζ−θ)

∣

∣

∣

∣

dk(θ)

=
1

2

∫

ln

(

(1− (1 + ε)ei(ζ−θ))(1− (1 + ε)e−i(ζ−θ))

(1− ei(ζ−θ))(1− e−i(ζ−θ))

)

dk(θ)

=
1

2

∫

ln

(

1 + ε+
ε2

2− 2 cos(ζ − θ)

)

dk(θ).

Therefore,

γ̃((1 + ε)eiζ) ≥ 1

2

∫ ζ+ε

ζ−ε

ln

(

1 + ε+
ε2

2− 2 cos(ζ − θ)

)

dk(θ)

≥ 1

2
ln

(

1 + ε+
ε2

2− 2 cos ε

)

k(ζ − ε, ζ + ε),

take ε sufficiently small, this implies

γ̃((1 + ε)eiζ) ≥ ln 2

2
k(ζ − ε, ζ + ε).

Thus, by (2.12) and (4.4), we have

k(ζ − ε, ζ + ε) ≤ 2

ln 2
(γ((1 + ε)eiζ) +

1

2
log(1 + ε)) ≤ Cε

1
2
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for any eiζ ∈ Σ, moreover, it is clear from Claim 2 that C can be chosen to be a
uniform numerical constant, concluding the proof. �

We also need the following general property of the Lyapunov exponent. One can
find this result in [42, Proposition 8.1.10].

Lemma 4.4. Let eiζ ∈ ∂D, then for any δ ≥ 0, we have

γ̃((1 + δ)eiζ) ≥ ln(1 + δ).

With this result, we can prove the following:

Lemma 4.5. There exists a constant c > 0 such that for every eiζ ∈ Σ and ε > 0
sufficiently small, we have

k(ζ − ε, ζ + ε) ≥ cε
3
2 .

Proof. With c to be determined later, we write δ = cε
3
2 . For eiζ ∈ Σ, we have

γ̃(eiζ) = 0 by Lemma 4.1. Thus, by a calculation from the proof of Corollary 4.3,
we have

(4.10) γ̃((1 + δ)eiζ) =
1

2

∫

ln

(

1 + δ +
δ2

2− 2 cos(θ − ζ)

)

dk(θ).

Partition the integration region into {|θ − ζ| ≥ π
10000}, {ε ≤ |θ − ζ| < π

10000},
{ε4 ≤ |θ − ζ| < ε}, {|θ − ζ| < ε4}, so that with the corresponding partition of the
RHS of (4.10) into the four terms I1, I2, I3, I4, we have γ̃((1+δ)eiζ) = I1+I2+I3+I4.

As

I1 ≤ 1

2

∫

ln

(

1 + δ +
δ2

2− 2 cos π
10000

)

dk(θ),

for δ sufficiently small, we have I1 ≤ 1
2δ.

Furthermore, we have

I4 =
∑

k≥4

∫

εk>|θ−ζ|≥εk+1

ln

(

1 + δ +
δ2

2− 2 cos(θ − ζ)

)

dk(θ)

≤
∑

k≥4

ε
k
2 ln

(

1 +
2δ2

ε2k+2

)

≤
∑

k≥4

ε
k
2 ln(1 + 2c2ε−2k+1)

≤ ε
7
4 .

With m = [ln πε−1

10000 ], we have

I2 ≤
m
∑

k=0

∫

π
10000e

−k−1≤|θ−ζ|< π
10000e

−k

ln

(

1 + δ +
δ2

2− 2 cos(θ − ζ)

)

dk(θ′).

Suppose k0 > 0 is such that

δ >
δ2

2− 2 cos πe−k−1

10000

for k ≤ k0,

and

δ ≤ δ2

2− 2 cos πe−k−1

10000

for k0 < k ≤ m.
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Then,

I2 ≤ 2δ

k0
∑

k=0

π
1
2

100
e−

k
2 + 2

m
∑

k=k0+1

π
1
2

100
e−

k
2

δ2

2− 2 cos π
10000e

−k−1

≤ 2δ
π

1
2

100

1

1− e−
1
2

+ 2δ2
m
∑

k=1

π
1
2

100

100002e
3k
2 +2

π2

≤ δ

10
+ 2× 106δ2e2π− 3

2
1− e

3
2m

1− e
3
2

<
δ

10
+ Cδ2e

3m
2

≤ δ

10
+ Ccδ.

It follows that

I3 ≥ γ̃((1 + δ)eiζ)− 6δ

10
− Ccδ.

By Lemma 4.4 we have

γ̃((1 + δ)eiζ) ≥ ln(1 + δ).

Since the constant c above is consistent with our choice of δ, we can therefore shrink
it such that I3 ≥ 1

10δ. Since I3 ≤ C ′k(ζ − ε, ζ + ε) ln ε−1 and C is just a numerical
constant formulated in the estimate of I2, the result follows. �

5. Proof of the main theorem

Our aim is to prove Theorem 1.1 in the present section. As this theorem makes
statements both about the discrete spectrum and the essential spectrum, we divide
the discussion into two parts and begin with the easier issue of understanding the
discrete spectrum. In fact, everything we need will follow quickly from the general
theory. The work from the previous sections then comes into play when we turn
our attention to the essential spectrum.

5.1. Discrete eigenvalues. In this subsection we begin with a discussion of the
discrete spectrum. As it is well known that for every x ∈ Td, σ(Ex) = σess(Ex) = Σ,
and hence the discrete spectrum of Ex is empty, we can limit our attention to the
discrete spectrum of Cx.
Theorem 5.1. For every x ∈ Td, σess(Cx) = Σ, and there is at most one eigenvalue
of Cx in each connected component of ∂D\Σ.
Proof. By [42, Theorem 4.5.2], Ex − Q = Cx

⊕

Kx, where Q is trace class and
Cx,Kx are half-line CMV matrices, acting on �2(Z+) and �2({· · · ,−2,−1}), re-
spectively. Thus, σess(Ex) = σess(Cx) ∪ σess(Kx) (cf. [13, Theorem 3]). Moreover,
σess(Cx) = σess(Kx) as the translation Tx = x+ ω is minimal whenever ω is ratio-
nally independent. Combining this with σess(Ex) = Σ, we obtain σess(Cx) = Σ.

According to [43, Theorem 10.16.3], in each connected component of ∂D\Σ, Cx
has at most one eigenvalue. Note that [43, Theorem 10.16.3] only gives this result for
almost every x ∈ Td, as in the general dynamically defined setting, the condition
supp(dk) = σ(Ex) only holds for almost every x ∈ Td. But in our situation we
have σess(Cx) = Σ for each x ∈ Td, and hence via the same line of reasoning, the
statement can be derived for each x ∈ Td. �
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This completes the proof of the statements in Theorem 1.1 concerning spectral
parameters in ∂D\Σ. It remains to prove the pure absolute continuity of all spectral
measures, of both Cx and Ex for arbitrary x ∈ Td, inside the common essential
spectrum Σ.

5.2. Bounded eigenfunctions and absolutely continuous spectrum. In or-
der to prepare for our proof of the desired absolute continuity statement, which will
be given in the next subsection, we discuss in this subsection how to connect the
problem to the cocycle norm estimates we have obtained so far.

Given φ ∈ ∂D, let μφ be a non-trivial probability measure on ∂D such that
αn(dμφ) = φαn(dμ). Let

F (z) =

∫

eiθ + z

eiθ − z
dμ

and

Fφ(z) =

∫

eiθ + z

eiθ − z
dμφ

be the Carathéodory functions of μ, μφ, respectively. Then [42, Theorem 3.2.14]
implies

(5.1) Fφ =
(1− φ) + (1 + φ)F

(1 + φ) + (1− φ)F
.

Let ϕφ
n(z), ψ

φ
n(z) be the orthogonal polynomials of dμφ. Then according to [42,

Proposition 3.2.1] we have
(

ϕφ
n(z)

φ̄(ϕφ
n)

∗(z)

)

=
1

√

1− |αn|2

(

z −ᾱn

−αnz 1

)(

ϕφ
n−1(z)

φ̄(ϕφ
n−1)

∗(z)

)

with the initial condition

(

1
φ̄

)

. Similarly, ψφ
n(z) obeys

(

ψφ
n(z)

−φ̄(ψφ
n)

∗(z)

)

=
1

√

1− |αn|2

(

z −ᾱn

−αnz 1

)(

ψφ
n−1(z)

−φ̄(ψφ
n−1)

∗(z)

)

with initial condition

(

1
−φ̄

)

.

The following result is a consequence of the Jitomirskaya-Last inequality, which
was first proven in the Schrödinger case [34] and then worked out in the OPUC set-
ting [43]. Its purpose is to connect the growth of the cocycle with the Carathéodory
function of the corresponding spectral measure.

Proposition 5.2. For any eiζ ∈ ∂D and 0 < ε < 1, we have the following:

(5.2) sup
φ∈∂D

|Fφ((1− ε)eiζ)| ≤ C sup
0≤s≤cε−1

‖As
eiζ‖

2
0 .

Since we did not find this statement in the exact form we need, we include an
explanation of how to derive it from the OPUC version of the Jitomirskaya-Last
inequality for the convenience of the reader.

For l ∈ (0,∞), define

‖a‖2l =

[l]
∑

j=0

|aj |2 + (l − [l])|a[l]+1|2.
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Let ϕφ(z) = {ϕφ
0 (z), ϕ

φ
1 (z), · · · }, ψφ(z) = {ψφ

0 (z), ψ
φ
1 (z), · · · }. Then it is known

that
∥

∥ϕφ
∥

∥

l

∥

∥ψφ
∥

∥

l
runs from 1 to ∞ in a strictly monotone way as l runs from 0

to ∞. The CMV version of the Jitomirskaya-Last inequality now reads as follows
(cf. [43, Theorem 10.8.2]):

Lemma 5.3. For eiζ ∈ ∂D and r ∈ [0, 1), define l(r) to be the unique solution of

(5.3) (1− r)
∥

∥ϕφ(eiζ)
∥

∥

l(r)

∥

∥ψφ(eiζ)
∥

∥

l(r)
=

√
2.

Then

(5.4) A−1

[
∥

∥ψφ(eiζ)
∥

∥

l(r)

‖ϕφ(eiζ)‖l(r)

]

≤ |Fφ(reiζ)| ≤ A

[
∥

∥ψφ(eiζ)
∥

∥

l(r)

‖ϕφ(eiζ)‖l(r)

]

,

where A is a universal constant.

With the help of this lemma we can now prove Proposition 5.2.

Proof. Applying Lemma 5.3 with r = 1− ε, (5.3) turns into

∥

∥ϕφ(eiζ)
∥

∥

l(ε)

∥

∥ψφ(eiζ)
∥

∥

l(ε)
=

√
2

ε
,

the pair of inequalities in (5.4) becomes

(5.5) (
√
2A)−1ε

∥

∥ψφ(eiζ)
∥

∥

2

l(ε)
≤ |Fφ((1− ε)eiζ)| ≤ A√

2
ε
∥

∥ψφ(eiζ)
∥

∥

2

l(ε)
.

Since
(

ϕφ
n(e

iζ)
φ̄(ϕφ

n(e
iζ))∗

)

= ei
nζ
2 An

eiζ

(

1
φ̄

)

,

(

ψφ
n(e

iζ)
−φ̄(ψφ

n(e
iζ))∗

)

= ei
nζ
2 An

eiζ

(

1
−φ̄

)

,

a direct calculation shows that

(5.6)
∥

∥ψφ(eiζ)
∥

∥

2

l(ε)
≤ C

j=[l(ε)]+1
∑

j=0

∥

∥

∥A
j
eiζ

∥

∥

∥

2

0
.

We need an explicit upper bound on l(ε). Since

det

(

ϕφ
n(e

iζ) ψφ
n(e

iζ)
φ̄(ϕφ

n(e
iζ))∗ −φ̄(ψφ

n(e
iζ))∗

)

= −φ̄ϕφ
n(e

iζ)(ψφ
n(e

iζ))∗ − φ̄ψφ
n(e

iζ)(ϕφ
n(e

iζ))∗

and

det

(

ϕφ
n(e

iζ) ψφ
n(e

iζ)
φ̄(ϕφ

n(e
iζ))∗ −φ̄(ψφ

n(e
iζ))∗

)

= det(ei
nζ
2 An

eiζ

(

1 1
φ̄ −φ̄

)

) = (−2φ̄)einζ ,

and noting that (ϕφ
n(e

iζ))∗ = einζϕφ
n(

1
e−iζ ) = einζϕφ

n(eiζ) and (ψφ
n(e

iζ))∗ =

einζψφ
n(eiζ), we have

(5.7) ϕφ
n(e

iζ)ψφ
n(eiζ) + ψφ

n(e
iζ)ϕφ

n(eiζ) = 2.

For a positive integer L, define

fφ = (ϕφ
1 , ϕ

φ
1, . . . , ϕ

φ
L, ϕ

φ
L), g

φ = (ψφ
1, ψ

φ
1 , . . . , ψ

φ
L, ψ

φ
L).

By the Cauchy-Schwarz inequality and (5.7),

∥

∥fφ
∥

∥

L

∥

∥gφ
∥

∥

L
≥ |〈fφ, gφ〉| =

∣

∣

∣

∣

∣

∣

L
∑

j=1

ϕφ
j ψ

φ
j + ϕφ

jψ
φ
j

∣

∣

∣

∣

∣

∣

= 2L.
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Therefore,
∥

∥ψφ(eiζ)
∥

∥

L

∥

∥ϕφ(eiζ)
∥

∥

L
≥ L,

which implies that l(ε) ≤
√
2ε−1 + 1. Thus (5.6) turns into

∥

∥ψφ(eiζ)
∥

∥

2

l(ε)
≤ C

cε−1
∑

0

∥

∥

∥A
j
eiζ

∥

∥

∥

2

0
,

and the second inequality in (5.5) becomes

|Fφ((1− ε)eiζ)| ≤ C sup
0≤s≤cε−1

‖As
eiζ‖

2
0 ,

concluding the proof. �

Recall from Subsection 2.2 that for x ∈ Td, μx and Λx denote the canonical max-
imal spectral measures of Cx, Ex, respectively. As a consequence of Proposition 5.2,
we have the following:

Proposition 5.4. For any x ∈ Td and any eiζ ∈ ∂D and 0 < ε < 1, we have

(5.8) μx(ζ − ε, ζ + ε) ≤ Cε sup
0≤s≤cε−1

‖As
eiζ‖

2
0

and

(5.9) Λx(ζ − ε, ζ + ε) ≤ Cε sup
s≤cε−1

‖As
eiζ‖

2
0 ,

where C > 0 is a universal constant.

Proof. As x is fixed throughout the proof, let us drop this parameter from the
notation.

Half-line case. Let

F (z) =

∫

eiθ + z

eiθ − z
dμ(θ)

be the Carathéodory function of the (canonical maximal) spectral measure μ of C.
Then,

�F (reiζ) =

∫

1− r2

1 + r2 − 2r cos(θ − ζ)
dμ(θ).

For r = 1− ε, we have

�F ((1− ε)eiζ) =

∫

2ε− ε2

2− 2ε+ ε2 − 2(1− ε) cos(θ − ζ)
dμ(θ).

Consequently,

�F ((1− ε)eiζ) ≥
∫ ζ+ε

ζ−ε

2ε− ε2

2− 2ε+ ε2 − 2(1− ε)(1− ε2

2 )
dμ(θ),

which implies that

�F ((1− ε)eiζ) ≥ 1

ε
(μ(ζ − ε, ζ + ε)).

By Proposition 5.2 (φ = 1), the result then follows.
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Full-line case. For the extended matrix Ex, if we modify α−1 into some α̃−1 ∈ ∂D,
then Ex decouples into two half-line matrices C+

x and C−
x . Let F+(z), F−(z) be the

Carathéodory functions of their spectral measure μ+, μ− respectively. The idea is
to apply the CMV version of the Damanik-Killip-Lenz maximum modulus principle
argument [15] of Munger-Ong [38], which uses the Alexandrov family of half-line
CMV matrices and the maximum modulus principle to control the Carathéodory
function of Ex.

Define the anti-Carathéodory function

M−(z) =
�(1− ᾱ0)− i�(1 + ᾱ0)F−(z)

i�(1− ᾱ0)−�(1 + ᾱ0)F−(z)

and let G(z; k, l) = 〈δk, (Ex − z)−1δl〉. Then,

(5.10) |G(z; 0, 0) +G(z; 1, 1)| ≤
∣

∣

∣

∣

1− F+(z)M−(z)

F+(z)−M−(z)

∣

∣

∣

∣

.

Moreover, the Carathéodory function of Ex is

Φ(z) =

∫

eiθ + z

eiθ − z
dΛ(θ),

where Λ is the canonical maximal spectral measure (cf. Subsection 2.2). Then,

(5.11) Φ(z) = 1 + 2z(G(z; 0, 0) +G(z; 1, 1)).

Write

1− F+(z)M−(z)

F+(z)−M−(z)
=

(1− M−(z)+1
M−(z)−1 ) + (1 + M−(z)+1

M−(z)−1 )F+(z)

(1 + M−(z)+1
M−(z)−1 ) + (1− M−(z)+1

M−(z)−1 )F+(z)
.

Since −M−(z) is a Carathéodory function, we have �M−(z) < 0, which in turn

implies that M−(z)+1
M−(z)−1 ∈ D. By the maximum modulus principle,

∣

∣

∣

∣

1− F+(z)M−(z)

F+(z)−M−(z)

∣

∣

∣

∣

≤ sup
φ∈∂D

∣

∣

∣

∣

(1− φ) + (1 + φ)F+(z)

(1 + φ) + (1− φ)F+(z)

∣

∣

∣

∣

.

Recalling (5.1), we thus have

(5.12)

∣

∣

∣

∣

1− F+(z)M−(z)

F+(z)−M−(z)

∣

∣

∣

∣

≤ sup
φ∈∂D

∣

∣

∣
Fφ
+(z)

∣

∣

∣
,

where Fφ
+ is the Carathéodory function of the Alexandrov measure dμ+,φ. There-

fore, taking z = (1− ε)eiζ and using (5.11), (5.10), (5.12), and (5.2), we find that

|Φ((1− ε)eiζ)| ≤ 1 + 2|G00((1− ε)eiζ) +G11((1− ε)eiζ)|
≤ 1 + 2 sup

φ∈∂D
|Fφ

+((1− ε)eiζ)|

≤ C sup
0≤s≤cε−1

‖As
eiζ‖2.

A similar argument gives

�Φ((1− ε)eiζ) ≥ 1

ε
Λ(ζ − ε, ζ + ε).
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Together they yield

(5.13) Λ(ζ − ε, ζ + ε) ≤ Cε sup
0≤s≤cε−1

‖As
eiζ‖2,

finishing the proof. �

5.3. Absolutely continuous spectral measures. Since the proof of absolute
continuity in the half-line case is very similar to (and even easier than) the proof
in the full-line case, we only consider the latter scenario and prove the absolute
continuity of Λ on Σ.

Let us first recall the following consequence of subordinacy theory, compare
[43, Theorem 10.9.4] and [29, Corollary 2.4].

Theorem 5.5. Define

B =

{

eiζ ∈ ∂D : lim sup
s≥0

‖As
eiζ‖0 < ∞

}

,

then both μ|B and Λ|B are absolutely continuous.

Wemention that subordinacy theory was originally developed by Gilbert-Pearson
in the setting of half-line continuum Schrödinger operators [27] and then extended
to the whole-line case by Gilbert [26]. The relevance of bounded solutions in this
context was pointed out by Behnke [7], Simon [41], and Stolz [46].

We also need the following discrete analog of a result of Eliasson from [17],
compare Hadj Amor [30]:

Theorem 5.6. Let δ > 0, ω ∈ DC(κ, τ ), and A0 ∈ SL(2,R). Then there is a
constant ε = ε(γ, τ, δ, ‖A0‖) such that if A ∈ Cω

δ (T
d, SL(2,R)) is real analytic with

‖A−A0‖δ ≤ ε

and the rotation number of the cocycle (ω,A) satisfies

‖2ρ(ω,A)− 〈n, ω〉‖R/Z ≥ κ

|n|τ ∀ 0 �= n ∈ Zd

or 2ρ(ω,A)−〈n, ω〉 ∈ Q for some n ∈ Zd, then (ω,A) is reducible to constant coef-
ficients of a quasi-periodic (perhaps with frequency ω

2 ) and analytic transformation.

It is enough to prove that

(5.14) Λ(Σ\B) = 0.

Let R be the set of eiζ ∈ Σ such that the cocycle is reducible. We know that
R\B only contains elements eiζ for which (ω, S(α, eiζ)) is analytically reducible to
a constant parabolic cocycle. By Theorem 5.6 it follows that R\B is countable:
indeed for any such eiζ , the well-known gap labeling theorem ensures that there
exists a k ∈ Zd such that 2ρ(ω, S(α, eiζ)) = 〈k, ω〉 mod Z. If eiζ ∈ R, by (2.5), any
non-zero solution of Exu = eiζu satisfies infn∈Z |un|2 + |un+1|2 > 0. In particular
there are no eigenvalues in R, thus (using countability of R\B) Λ(R\B) = 0. It
therefore suffices to show

(5.15) Λ(Σ\R) = 0.
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Let Jj(e
iζ) be an open 2

2
3 ε

2
45

j−1-neighborhood of eiζ ∈ Kj in ∂D (recall that Kj

was defined in (3.11)). By Corollary 3.2 and Proposition 5.4 we have

Λ(Jj(e
iζ)) ≤ sup

0≤s≤Cε
−

2
45

j−1

‖As
eiζ‖20|Jj(eiζ)|

≤ sup

0≤s≤Cε
−

1
16

j−1

‖As
eiζ‖20|Jj(eiζ)|

≤ Cε
1
48

j−1,

where | · | denotes Lebesgue measure. Take a finite subcover such that Kj ⊂
⋃r

l=0 Ji(e
iζl). Refining this subcover if necessary, we may assume that every z ∈ ∂D

is contained in at most 2 different Jj(e
iζl). By Lemma 4.5 and (2.11),

|2ρ(Jj(eiζ))| = k(ζ − 2−
1
3 ε

2
45

j−1, ζ + 2−
1
3 ε

2
45

j−1) ≥ 2cε
1
15

j−1.

By Lemma 3.3, if eiζ ∈ Kj , we have

∥

∥2ρ(eiζ)− 〈nj , ω〉
∥

∥

R/Z
≤ 2ε

1
15

j−1

for some |nj | < 2Nj−1. This implies that 2ρ(Kj) can be covered by 2Nj−1 open

arcs Ts of length 2ε
1
15

j−1. Since |Ts| ≤ 1
c |2ρ(Jj(eiζ))| for any s, eiζ ∈ Kj , there are

at most 2([ 1c ] + 1) + 4 open arcs Jj(e
iζl) such that 2ρ(Jj(e

iζl)) intersects Ts. We

conclude that there are at most 2(2([ 1c ]+ 1)+4)Nj−1 open arcs Jj(zl) to cover Kj .
Then

(5.16) Λ(Kj) ≤
r
∑

j=0

Λ(Jj(e
iζl)) ≤ CNj−1ε

1
48
j−1 ≤ Cε

7
384
j−1.

Since εj = ε2
j

0 and ε0 is small, (5.16) implies

(5.17)
∑

j

Λ(Kj) < ∞.

Since Σ\R ⊆ lim supKj , the Borel-Cantelli Lemma and (5.17) imply (5.15). By
our earlier discussion, this in turn implies (5.14). Therefore, Λ = Λ|B, which is
purely absolutely continuous.

This completes the proof of absolute continuity and, together with our discussion
above of discrete eigenvalues in the half-line case, the proof of Theorem 1.1.

Appendix A. A quantitative almost reducibility result

The following quantitative almost reducibility result from [11,37] is the basis of
our proof.

Proposition A.1. Let ω ∈ DC(κ, τ ), κ, τ, r > 0, σ = 1
15 , S0 ∈ SU(1, 1), f0 ∈

Cω
r (T

d, su(1, 1)). Then for any r′ ∈ (0, r), there exist a constant D0 = D0(κ, τ )
and a numerical constant C0 such that if

(A.1) ‖f0‖r ≤ ε ≤ D0

‖S0‖C0

(

min

{

1,
1

r

}

(r − r′)

)C0τ

,
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then there exists B ∈ Cω
r′(2T

d, SU(1, 1)), S+ ∈ SU(1, 1), f+ ∈ Cω
r′(T

d, su(1, 1)) such
that

B(x+ ω)(S0e
f0(x))B−1(x) = S+e

f+(x).

Define N = 2| ln ε|
r−r′ , let spec(S0) = {e2πiρ, e−2πiρ}, then we have the following esti-

mates:

• (Non-resonant case). If |2ρ − 〈n, ω〉| ≥ εσ holds for any n ∈ Zd with
0 < |n| < N , then

‖B‖r′ ≤ 1 + ε
1
2 , ‖B‖0 ≤ 1 + ε

1
2 ,

‖f+‖0, ‖f+‖r′ ≤ e−N(r−r′) ≤ ε2,

‖S+ − S0‖ ≤ 2ε.

• (Resonant case). If |2ρ − 〈n∗, ω〉| < εσ holds for some n∗ ∈ Zd with 0 <
|n∗| < N , then

‖B‖r′ ≤ C|n∗|τ ε
r′

r′−r , ‖B‖0 ≤ C|n∗|τ ,

‖f+‖0, ‖f+‖r′ ≤ εe−r′ε−
1

18τ .

Moreover, degB = n∗ and the constant S+ can be written as

S+ = exp

(

it+ v+
v̄+ −it+

)

,

where t+ ∈ R, v+ ∈ C with |t+| ≤ ε
1
16 , |v+| ≤ ε

15
16 e−2π|n∗|r.

Appendix B. An approach to establishing a non-perturbative result

in the case d = 1

In this appendix, we explain how to establish purely absolutely continuous spec-
trum for Ex in the non-perturbative regime when the underlying torus dimension is
given by d = 1. That is, one wishes to strengthen the statement in Theorem 1.1 in
such a way that the smallness of λ does not depend on the Diophantine constants
of the frequency ω. The approach we explain here was first developed in [48], we
just give a sketch here for completeness.

First, we need the following:

Theorem B.1 ([32,51]). Let ω ∈ R\Q, S0 ∈ SU(1, 1), f0 ∈ Cω
r (T, su(1, 1)). There

exists ε̃ = ε̃(S0, r) > 0, such that if ‖f0‖r ≤ ε̃, then (ω, S0e
f0) is almost reducible.

Therefore, let us consider a Szegő cocycle (ω, S0(e
iζ)ef0(x,ζ)) = (ω, S(α, eiζ))

that is close to constant. If λ is small, then one can apply Theorem B.1, and there
exists Φk

eiζ ∈ Cω
rk
(2T, SU(1, 1)) such that

Φk
eiζ (x+ ω)S0(e

iζ)ef0(x,ζ)Φk
eiζ (x)

−1 = Sk(e
iζ)efk(x,ζ).

If k is large enough, then one can reduce the initial cocycle (ω, S0(e
iζ)ef0(x,ζ)) to

the perturbative regime defined in Proposition A.1. Moreover, since the spectrum
Σ is compact, one can apply the compactness argument from [37, Proposition 5.2]
and show that there exists Γ = Γ(α, r), which is independent of ζ, such that

‖Φk
eiζ‖rk ≤ Γ,(B.1)

| degΦk
eiζ | ≤ C| ln Γ|.(B.2)
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In other words, after a finite number (that is uniform with respect to eiζ ∈ Σ) of
conjugation steps, one can reduce the cocycle to the perturbative regime.

Consequently, one can apply Proposition 3.1, and control the growth of the co-
cycles in the resonant set Kj . Corollary 3.2 will follow from (B.1), while Lemma 3.3
still follows as a result of (B.2). The rest of the proof will follow the same way as
in the main body of the present paper.

We point out that one cannot instead use Eliasson’s perturbative result from
[17], since he uses a parameterized KAM method, and there one cannot suitably
control the ζ-dependence of Sk(e

iζ).

Appendix C. Quasi-periodic CMV matrices with singular continuous

spectrum

Let us give a brief discussion of the phenomenon of singular continuous spectrum
in the context of analytic4 quasi-periodic extended5 CMV matrices. We rely on
known results and hence the main purpose is to make explicit how those known
results are relevant to this question.

Given the well-known parallels between the theory of discrete one-dimensional
Schrödinger operators (and more generally Jacobi matrices) and CMV matrices,
we are naturally guided by what is known in the Schrödinger case. Given this
perspective, one should single out two mechanisms that produce examples with
singular continuous spectrum in the Schrödinger context:

(i) the coexistence of positive Lyapunov exponents and Liouville frequencies,
(ii) the self-duality with respect to Aubry duality.

In approach (i) one needs a result that establishes positive Lyapunov exponents
on the spectrum (or an energy region) for all minimal translations. This input
ensures purely singular spectrum. In addition one needs to choose the translation
to be of sufficient Liouville nature so that one can exclude eigenvalues via the
Gordon lemma [6, 28]. Let us for simplicity consider the case d = 1. Here, to
measure how exponentially Liouvillean ω is, we consider

β(ω) := lim sup
n→∞

ln qn+1

qn
,

where pn

qn
are the continued fraction approximants of ω. This input ensures con-

tinuous spectrum. As a result one obtains singular continuous spectrum, and it
should be emphasized that due to the presence of positive Lyapunov exponents,
the spectral measures are highly singular – they are zero-dimensional and indeed
supported by sets of zero capacity [44].

In approach (ii) one uses that duality transforms pure point spectrum into ab-
solutely continuous spectrum, and in some weaker sense vice versa as well. Self-
duality therefore implies the absence of both. In addition, duality also transforms
positive Lyapunov exponents into zero Lyapunov exponents, and hence the singu-
lar continuous spectral measures one obtains in this approach are accompanied by
zero Lyapunov exponents due to self-duality [4, 33]. Indeed, they are (expected to

4In the C0 category it is known that generically, the spectrum of an extended quasi-periodic
CMV matrix is purely singular continuous: generic absence of point spectrum was shown in [40]
and generic absence of absolutely continuous spectrum was shown in [18].

5The corresponding problem for standard analytic quasi-periodic CMV matrices, while inter-
esting, is not well understood. The proofs of the results in the extended case do not carry over to
the standard case.
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be) more regular, with higher dimensionality and (hence the necessity for) larger
supports.

Turning our attention to the CMV case now, we note that approach (i) can be
implemented as there are CMV versions of the positive Lyapunov exponent result
[52] and the Gordon lemma [20, 39]. Indeed, let us attempt to push the Gordon
lemma aspect to its limit. Based on the sharp Gordon lemma from [6], we have the
following:

Theorem C.1. Suppose that α ∈ C1(T,R), ω ∈ R\Q with β(ω) > 0. Then for
every x ∈ T, Ex has purely singular continuous spectrum on the set

S = {eiζ ∈ Σ : β(ω) > γ(eiζ) > 0}.
Proof. This is a Gordon-type statement that is essentially contained in the proof of
[6, Theorem 1.1]. We just give the short argument here for completeness as we are
dealing with the extended CMV case (whereas [6] considers the Schrödinger case).

Given eiζ ∈ S, we have, by a uniform upper semi-continuity and telescoping
argument (see, e.g., [6, Proposition 3.1]), that for any sufficiently small ε > 0, there
exists K = K(ζ, ω, α, ε), which is in particular independent of x, such that for
n ≥ K, we have

sup
x∈T

‖Aqn
eiζ

(x+ qnω)−Aqn
eiζ

(x)‖ ≤ e−(β−γ−ε)qn .(C.1)

sup
x∈T

‖A−qn
eiζ

(x+ qnω)−A−qn
eiζ

(x)‖ ≤ e−(β−γ−ε)qn .(C.2)

As a consequence, we can apply Lemma C.2:

Lemma C.2 ([5, 6]). Suppose that (C.1) and (C.2) hold. Then we have

max

{

∥

∥

∥A
qn
eiζ

(x)

(

ϕ0

ϕ∗
0

)

∥

∥

∥,
∥

∥

∥A
−qn
eiζ

(x)

(

ϕ0

ϕ∗
0

)

∥

∥

∥,
∥

∥

∥A
2qn
eiζ

(θ)

(

ϕ0

ϕ∗
0

)

∥

∥

∥

}

≥ 1

2
√
2
,

where

(

ϕ0

ϕ∗
0

)

=

(

ϕ0(e
iζ)

ϕ∗
0(e

iζ)

)

is the initial value at eiζ .

According to (2.8), (2.1), (2.9), and noting that

An
eiζ = e−

inζ
2 S̃(αn, e

iζ) · · · S̃(α1, e
iζ),

we are able to utilize the transfer matrix An
eiζ to evaluate the norm of

(

sn
tn

)

, the

solutions of generalized eigenvalue equations Exs = eiζs. Thus Lemma C.2 ensures
that for any x ∈ T, S does not contain any eigenvalues of Ex. The result now follows
from the Ishii-Pastur Theorem (cf. [43, Theorem 10.5.7]). �

Remark C.3.

(a) Theorem C.1 is the CMV analog of a Schrödinger result that is known to be
optimal: for the almost Mathieu operator, if γ > β(ω), then the operator exhibits
Anderson localization [6]. One may expect that Theorem C.1 is optimal as well.

(b) We emphasize that the result holds for every phase x ∈ T and that the
proof exploits the two-sided nature of the problem. In view of the latter aspect, we
regard it as an interesting problem to prove a singular continuity result for standard
(one-sided) CMV matrices with analytic quasi-periodic Verblunsky coefficients.6

6Of course we mean that the desired singular continuity of spectral measures should be estab-
lished on the essential spectrum of Cx.
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(c) To make Theorem C.1 meaningful, one can apply it, for example, to the
specific model studied by Zhang in [52], as he established the positivity of the
Lyapunov exponent there and β(ω) can be made as large as needed (even infinite)
for suitable choices of ω (that will always form a dense Gδ set).

Approach (ii), establishing purely singular continuous spectrum for self-dual
models, has been worked out in the unitary case by Fillman-Ong-Zhang [22], albeit
only for almost every phase. It is curious that while the general duality correspon-
dence between the pp and ac regimes is still absent in the extended CMV setting
(as pointed out repeatedly in this paper), the somewhat degenerate situation of a
self-dual model has been identified in the unitary setting (for quantum walks, which
are closely connected to extended CMV matrices via the CGMV connection [12]).
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