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ABSTRACT. We consider extended CMV matrices with analytic quasi-
periodic Verblunsky coefficients with Diophantine frequency vector in
the perturbatively small coupling constant regime and prove the ana-
lyticity of the tongue boundaries. As a consequence we establish that,
generically, all gaps of the spectrum that are allowed by the Gap La-
belling Theorem are open and hence the spectrum is a Cantor set. We
also prove these results for a related class of almost periodic Verblunsky
coefficients and present an application to suitable quantum walk models
on the integer lattice.

1. INTRODUCTION

CMV matrices are canonical matrix representations of unitary operators
with a cyclic vector, and they arise naturally in the context of orthogonal
polynomials on the unit circle. We refer the reader to [34, 35] for background.
The spectral analysis of CMV matrix has seen exciting progress in the past
two decades, partly due to the connection with the well-developed theory of
one-dimensional discrete Schrédinger operators, and more generally Jacobi
matrices. This exceedingly useful correspondence forms the basis of much
of [35].

This paper is concerned with the structure of the spectrum of CMV ma-
trices with quasi-periodic (and related almost periodic) Verblunsky coeffi-
cients. In an earlier companion paper, [26], we studied the spectral type of
these operators and confirmed the expectation that it is purely absolutely
continuous under suitable assumptions. Here we address the equally natu-
ral expectation that the gaps of the spectrum should generically be dense;
indeed, we show that generically, all gaps allowed by the Gap Labelling The-
orem are open, which in turn implies that the gaps are dense since the labels
are dense and the rotation number strictly increases on the spectrum.
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1.1. Background. Let us recall how CMV matrices arise in connection
with orthogonal polynomials on the unit circle. Suppose v is a non-trivial
probability measure on the unit circle 0D = {z € C : |z| = 1}, that is,
v(0D) = 1 and v is not supported on a finite set. By the non-triviality
assumption, the functions 1, z, 22, - - - are linearly independent in the Hilbert
space H = L?(0D,dv), and hence one can form, by the Gram-Schmidt
procedure, the monic orthogonal polynomials ®,(z), whose Szegd dual is
defined by ®¥ = 2"®,(1/2z). There are complex numbers {a,}2°, in D =
{z € C:|z| < 1}, called the Verblunsky coefficients, so that

(1.1) D,11(2) = 20,(2) — @@ (2),

which is the so-called Szegd recurrence. Conversely, every sequence {ay, }02
in D arises in this way.

The orthogonal polynomials may or may not form a basis of 4. However,
if we apply the Gram-Schmidt procedure to 1,z,27 % 22,272, ..., we will
obtain a basis — called the CMV basis. In this basis, multiplication by the

independent variable z in H has the matrix representation

Qg Qa1po P1pPo 0 0
po  —Qig —p1rg 0 0
C— 0 agpr  —apay  Qzpe P302
0  p2p1 —p2o1 —Q3a  —p3an ’
0 0 0 Qayp3  —a403
where
(1.2) pn = (1= lag|})'?

for n > 0. A matrix of this form is called a CMV matrix.

It is sometimes helpful to also consider a two-sided extension of a matrix
of this form. Namely, given a bi-infinite sequence {a, }nez in D (and defining
the pp’s as in (1.2)), we may consider the extended CMV matrix

—Qpa_1 Q1P P1P0 0 0
—poQi—1 —a1Qy —pP10Q 0 0
E=1--- 0 Qgp1  —Qpa Q3p2 P3pP2
0 p2p1  —p201 —Q3Qe  —P302
0 0 0 Qa4p3 —Q403

This is especially natural in cases where the Verblunsky coefficients are
generated by an invertible ergodic transformation. In this setting there is a
natural extension of the definition of a,, to n € Z_ and, more importantly,
the spectral theory of the extended case is more elegant. In the present
paper, this “elegance” will mean that we can obtain the Cantor structure
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of the spectrum of the extended CMV matrices, while the spectra of their
half-line cousins will in general not be Cantor sets.

To motivate our study of the case of quasi-periodic and almost periodic
Verblunsky coefficients, let us recall that in the Remarks and Historical
Notes to [35, Section 10.16], Simon writes that from his discussion of ergodic
Verblunsky coefficients “conspicuously absent is the case of almost peri-
odic Verblunsky coefficients” and “especially interesting is the quasiperiodic
case.” Based on this remark, there has been quite a bit of activity devoted
to this issue (compare, e.g., [13-15, 20, 26, 29, 30, 37, 39] and references
therein), and in the present paper we address one of the natural problems
one seeks to understand in this context: the generic presence of all spectral
gaps under suitable assumptions.

1.2. Generic Gap Opening in the Quasi-Periodic Setting. Let us now
describe the quasi-periodic setting and one of our main results in detail.
For p > 0 and a bounded analytic (possibly matrix-valued) function F'(x)
defined on {z : [Sz| < p}, let [|[F||, = sup|gy<, [F(z)]. We denote by
C;’(’]Td,*) the space of all x-valued functions of this kind (x will usually
denote R, SU(1,1), SL(2,R)). We also write C*(T%, ¥) = | W (T, %).

We consider analytic quasi-periodic Verblunsky coeﬂicieng%f ‘E)he form
(1.3) an(x) = f(z +nw), n ez,
where
(1.4) o) = re®),

h e C¥(T4R), A€ (0,1), w € R? with (m,w) ¢ Z for any m € Z4\{0}.

The sequence of Verblunsky coefficients defined by (1.3)—(1.4) determines
an extended CMV matrix £. The spectrum of £ is independent of x due
to the minimality of the translation by w on T?. It of course depends on
h, A, w, and we will denote it by ¥ = ¥ ), depending on whether we
want to make the parameters explicit or not. More generally, we will make
only those parameters explicit in our notation that are not fixed during the
discussion in question.

As ¥ C 0D, its complement 0D \ ¥ is an at most countable union of
open arcs, commonly referred to as gaps of X. It is well known (cf., e.g.,
[11]) that the gaps are given by those values of the spectral parameter for
which the associated Szegd cocycle is uniformly hyperbolic. Moreover, the
rotation number of this cocycle is constant in each gap and hence the value
the rotation number takes in a given gap may be used to label it. The Gap
Labelling Theorem (cf., e.g., [16, 19]) states that the possible values the

1On the other hand, it is known that in our setting, the spectrum of the extended
CMV matrix coincides with the essential spectrum of the standard CMV matrix, and
hence the failure of Cantor spectrum for the latter is solely due to the presence of isolated
eigenvalues in gaps of the essential spectrum.

2Note that the symbol w denotes both to the translation vector and the analyticity of
function h. This double usage is standard and we hope it won’t lead to any confusion.
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rotation number may take in gaps is fully determined by the base dynamics,
which in our case is the set

Labels(w) = {

It is very natural to ask whether a possible gap label actually occurs as the
value of the rotation number in a gap of ¥. Keeping w and A fixed, one has
an h-dependent spectrum ¥ = ¥, and can consider the set

(k, w)

modZ:kEZd}.

k
O(k) = {h = C’w(']l‘d,R) : ¥, has a gap with rotation number (,2w> mod Z}

for k € Z4. Tt is easy to see that O(k) is open. The much harder question is
whether it is dense, or at least dense in some portion of C*(T¢,R). Should
that indeed be the case for every k € Z?, then taking the intersection over
k yields a G set that is dense (or at least dense in the portion of C*(T9, R)
in question), and for each h in this intersection, one can then conclude
that all possible gap labels occur. Again, since they are dense, the gaps
must be dense, and hence this is a stronger version of the Cantor spectrum
phenomenon. In common parlance, one says that “generically, all gaps are
open.” Our goal is to establish results of this kind.

Recall that w € R? is called Diophantine if there exist some &, 7 > 0 such
that
(1.5) Inf [(n,w) — 3] 2 Tl
for all n € Z4\{0}. Let DC(k, T) be the set of all Diophantine w € R? with
prescribed &, T.

Then we have the following result, which shows that all gaps are open
generically for perturbatively small h:

Theorem 1.1. Let w € DC(k,7), A € (0,1), and p > 0 be fized. Then there
exists a constant € = €(k, T, p) > 0 such that generically in

{he CH(TY.R) : ||l < e},

all gaps of the set Xj, associated with the Verblunsky coefficients given by
(1.3)~(1.4) are open and hence for generic h’s in this set, ¥, is a Cantor
set.

Remark 1.1. (a) As usual, a statement holds generically if it is true for
every element from a dense G§ subset. In the present setting the dense Gy
subset will arise via the intersection over the countable set of gap labels and
the key observation that for each fixed label, the corresponding gap is open
for A’s from an open and dense set.

(b) It is of interest to prove results of this kind in other regularity classes.
In the continuous category (i.e., for h € C(T¢,R)), generic Cantor spectrum
was shown by Jun [20].
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(c) As pointed out above, much of the recent progress in the study of
orthogonal polynomials on the unit circle and CMV matrices is made possi-
ble by the analogy to the spectral analysis of one-dimensional Schrodinger
operators. An analog of Theorem 1.1 in the latter setting was shown by
Eliasson [12] and Puig-Simé [31]. We emphasize that working out the CMV
analog of a Schrodinger result is in many cases not straightforward and
one needs to overcome a number of obstacles in the implementation of the
general proof strategy, which however does often resemble that from the
Schrodinger case. This is precisely the situation we find ourselves in: we fol-
low the general proof strategy from [31], but need to deal with the resulting
difficulties when implementing it.

(d) In fact, Jun’s result [20] mentioned in part (b) of the present remark
can be viewed as the CMV analog of a result shown in the Schrédinger case
by Avila-Bochi-Damanik [1]. In this connection it is worth pointing out that
the method from [1, 20] only establishes Cantor spectrum, not the stronger
version where all gaps are open. The stronger version was obtained in the
Schrodinger setting by Avila-Bochi-Damanik in their follow-up paper [2],
but no CMV analog of this work is available yet. It would be of interest to
work out a CMV analog of [2].

(e) Historically, the most well-known “all gaps are open” result is known
as the “Dry Ten Martini Problem.” In 1981, during a talk at the AMS
annual meeting, Mark Kac asked famously whether for the almost Mathieu
operator

(Hx,0,0u)n = Unt1 + Un—1 + 2A cos(na + 0)uy,

“all gaps are there” [22, 33], and offered ten Martinis for the solution. Barry
Simon then popularized this question in the form of two problems [33]. The
first one, called the Ten Martini Problem, asks whether the spectrum is
a Cantor set. The second more difficult one, called the Dry Ten Martini
Problem, asks more precisely whether all gaps allowed by the Gap Labelling
Theorem are open. While the Ten Martini Problem was completely solved
by Avila-Jitomirskaya [3], the Dry Ten Martini Problem remains open in
the critical case A =1 [5]. The interested reader can consult [3, 5] for more
on the history of these two problems.

(f) It is an interesting question whether our main result still holds if
one removes the Diophantine condition on w. Note that the corresponding
question is open even in the Schrodinger case. The difficulty lies in the
following: if w is not Diophantine, extra resonances caused by (k,w) ~ 0
occur [18], and then quantitative estimates are quite crucial when one deals
with a Moser-Poschel-type argument. However, this approach can be made
to work so far only for the almost Mathieu operator [5].

1.3. Generic Gap Opening in the Almost-Periodic Setting and an
Application to Quantum Walks. We are also interested in a related
model, where the Verblunsky coefficients are given as follows. For h €
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C* (T4 R), A1, A2 € [0,1), we set

(1.6) fa.j) = {Alefh(z) orJ = fmod2,
AoeM®) for j = 1mod 2,

and

(1.7) an(z) = f(z +nw,n), z €T neZ

Without loss of generality, we always assume that A\? + A3 # 0. For the
resulting almost periodic CMV matrices, we have the following analog of
Theorem 1.1:

Theorem 1.2. Let w € DC(k,7) and p > 0, Ay € (0,1), then there exist
constants € = €(k,T,p) and r = r(\1) € (0,1) such that for every A with
|[A2| < (A1) and every h from a dense G5 subset of

{h e C(TLR) « ], < e},

all gaps of the spectrum of the extended CMV matriz associated with the
Verblunsky coefficients given by (1.6)—(1.7) are open, which in turn implies
that the spectrum is a Cantor set in these cases.

Of course when we say that all gaps are open, we are implicitly referring
to the gap labelling associated with the base dynamics here. We leave the
discussion of the relevant details to Section 5. The motivation for us to
consider this particular model stems from two sources.

On the one hand, we are interested in studying more general almost peri-
odic cases. A straightforward way to leave the setting of finite-dimensional
tori (which describe the hulls occurring in quasi—periodic settings) is to take
the product of a torus with a compact abelian group that is not also a
finite-dimensional torus. The simplest such case is to take an additional
factor of the form Z,. This case is naturally interesting because we can now
model quasi-periodic perturbations of general periodic sequences, whereas
before we were really just considering quasi-periodic perturbations of con-
stant (or period-one) sequences. The general expectation is that the phe-
nomena should be the same. However, the proofs become significantly more
involved. For this very reason, we focus on the special case p = 2 here, as
the resulting difficulties can still be dealt with via explicit calculations. We
expect the general proof strategy to extend to larger values of p, but the
reader will see from our proof that the calculations quickly become quite
difficult.

On the other hand, the case p = 2 is of special interest because it is this
extension of the quasi-periodic case that is needed to study quantum walks
on the integer lattice with quasi-periodic coins. We describe this application
below.
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Consider the Hilbert space H = (?(Z) ® C2. A basis of H is given by
elementary tensors |n) ® | 1),|n) ® | ). Given the coins

AL 2
Cnt= <C§f C%) e U(2) n,t € Z,

n,t n,t

the update rule of the quantum walk from time ¢ to time ¢ + 1 is as follows:

(1.8) )@ [N = ehin+ )| ) +chin—1) &),
(1.9) Ny @)= oiin+ 1)) +cin—1)®] ).

One can easily extend this rule to elements of H by linearity.

There are two cases of special interest:

e time-homogeneous: C,,; = C, for every t € Z,

e space-homogeneous: C),; = C; for every n € Z.

We will focus our attention on the time-homogeneous case, that is, C,, €
U(2),n € Z are given. Then there is a unitary operator U : H — H such
that the powers of U provide the time evolution. Moreover, by choosing a
basis of H in the following way:

csl=Deln =N, e[ ) Hheld)--,

the matrix representation of U : H — H is given by

0 % 0 0 0 0
2Lo0 0 4 0 0
20 0 2 00 0
(1.10) U=l... 0o o A 0 0 o ’
0 0 2 0 0 cf?
0O 0 0 0 ¢ o

as can be readily checked using the update rules (1.8) and (1.9). Recall
that an extended CMV matrix with Verblunsky coefficients with odd index
vanishing takes the form

0 —a4 O 0 0 0
a_9 0 0 pP—2 0 0
£— P—2 0 0 —_9 0 0
0 0 Qg 0 0 0 ’
0 0 £0 0 0 —Q
0 0 0 0 a 0
where p, = /1 — |a,|2. Then there is a unitary matrix

A =diag (-, A1, Ao, AL, - -)
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such that A*UA = &, where £ is the extended CMV matrix with associated
Verblunsky coefficients given by
A2nt2 o1

(111) Qopt1 = O, Qop19 = mcn_;rl, n € 7.

The \,,’s are specified as follows. With U be given by (1.10), write

k= |cflk]ewﬁ,n €Z,ke{1,2}, 0" €[0,2m)

n

and define \,, by

One can consult [10] for this connection between quantum walks on the
integer lattice and extended CMV matrices; it is commonly referred to as
the CGMV connection. Now as a consequence of Theorem 1.2, we have the
following;:

Theorem 1.3. Consider the quantum walk with time-homogeneous coins
given by C,, € SU(1,1) and ¢ = \e?@ 7<) with X € (0,1),w € DC(k,T)
and h € C’;"(Td, R) for some p > 0. Then there exists € = €(k, T, p) such that
for a generic h in

{he CH(TR) : [|h]l, < €}

the spectrum of the corresponding unitary operator U given by (1.10) has all
gaps open. In particular, U has Cantor spectrum in these cases.

1.4. Analyticity of Resonance Tongues. The proofs of Theorem 1.1 and
Theorem 1.2 may be facilitated by introducing an additional parameter,
which plays the role of a coupling constant. Let us discuss this in the quasi-
periodic case (i.e., Theorem 1.1), the discussion relevant to Theorem 1.2 is
similar.

Basically, under explicit conditions (namely, the non-vanishing of Fourier
coefficients) it can be shown that even if a gap is not open, it may be opened
by wiggling this additional parameter. On the level of the associated Szeg6
cocycles, we will then have two relevant parameters: the spectral parameter
and the coupling constant.

To be specific, we will consider Verblunsky coefficients of the form

(1.12) an(z) = f(x+nw), nel,
where
(1.13) fz) = Ae?M®),

with w, A, h as above and § € R. Thus, relative to (1.3)—(1.4), we have just
replaced h by 0h, and hence introduced a coupling constant in front of it.



CANTOR SPECTRUM FOR SOME ALMOST PERIODIC CMV MATRICES 9

On the other hand, we will write the spectral parameter, which should be
an element of the unit circle 9D, as ¢ with 6 € R.

The Szegd cocycle (w, S(6,0)) is then the quasi-periodic SU(1, 1) cocycle
over the base x — = + w with the (6, ¢)-dependent map

—5i0 10 —idh(z)
. mrd e 2 e Ae
S(0,0) : T* - SU(1,1), =z~ Ny ( 2 eidh (@) gif 1 > .

The spectrum X5 corresponds to the complement of the set of spectral pa-
rameters e? for which the cocycle (w, S(6,6)) is uniformly hyperbolic. De-
note the fibered rotation number of S(6,4d) by rot(6,d). Then, by the Gap
Labelling Theorem, for each gap of Xs, there exists a k € Z? such that
rot(0,0) = %Tw) mod Z for all spectral parameters e in this gap. We say
that this gap has label k. One usually refers to the presence of this gap
by saying that the “gap with label k is open.” By contrast, if there is no
actual gap of X5 with label k, then one usually says that the “gap with label
k is closed.” The closed gap then refers to the unique point e in 35 for
which rot (6, ) = @ mod Z and one interprets that as the gap with label
k having degenerated to a single point, and hence closed.

Varying both parameters now and considering the preimage, we can define
the set

(1.14) R(k) = {(0,5) e R? : rot(6,6) = <k’2w>m0dZ},

which is commonly called a resonance tongue.

Note that for 6 = 0, the Verblunsky coefficients defined by (1.12)—-(1.13)
take the constant value a,(z) = A. The spectrum Y;_ is well known in
this case and takes the form

Ss—0 = {€? : 2arcsin|\| < 0 < 27 — 2arcsin |A|}

Thus, only a single gap is open, namely the one corresponding to k = 0,
while all others are closed. In particular, for each k # 0, the resonance
tongue R(k) will have a tip at (00,0), where ;o is the unique choice for

which rot(6y0,0) = @ mod Z.

A crucial step in our analysis is to show that under suitable assumptions,
the boundaries of each R(k) are analytic, and that R(k) is non-degenerate
(and in particular opens at the tip (6k,0,0)) if and only if the k-th Fourier
coefficient of h does not vanish. It then follows from hy, # 0 that even if the
k-th gap of the spectrum is closed for some value of the coupling constant,
it opens as soon as the coupling constant is varied. In particular, requiring
ﬁk # 0 for all k determines a dense Gs subset of h’s for which the following
is true: for every k and all but countably many 9, all gaps are open.

This discussion shows that a version of Theorem 1.1 that is more reflec-
tive of how the result is obtained is given by the following theorem, and
Theorem 1.1 is an immediate consequence of it.
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Theorem 1.4. Let w € DC(k,7), A € (0,1), and p > 0 be fized. Then there
exists a constant € = e(k,7,p) > 0 such that for every h from a dense Gs
subset of

{he CHT4R) : [Ib], < e},
and all but countably many 6 € [—1,1], all gaps of the spectrum associated
with the Verblunsky coefficients given by (1.12)—(1.13) are open, which in
turn implies that the spectrum is a Cantor set in these cases.

The remainder of the paper is structured as follows. We begin with some
preliminaries in Section 2, where we recall some standard notions and ob-
jects such as cocycles, the Lyapunov exponent, the rotation number, and
reducibility. We provide an abstract criterion for analytic tongue boundaries
in Section 3. With this criterion in hand we can then prove Theorem 1.4 in
Section 4 and Theorem 1.2 in Section 5. As explained above, Theorem 1.1
follows from Theorem 1.4 and Theorem 1.3 follows from Theorem 1.2. We
conclude the paper with two appendices that contain proofs of technical
results that are needed in the main body of the paper.
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This paper is inspired by and borrows ideas from the paper [31] by Puig
and Simé6. We are grateful to Joaquim Puig for some useful conversations
about [31] and the philosophy underlying it.

2. PRELIMINARIES

In this section we recall some fundamental concepts, which are important
to our considerations below.

2.1. Cocycles and the Lyapunov Exponent. Suppose X is a compact
metric space, 7' : X — X is a homeomorphism, and v is an ergodic Borel
probability measure. Given A € C(X,SL(2,R)), we associate the cocycle
(T, A), which is given by the linear skew product

(T,A): X x R? 5 X x R?
($,¢)F$(T@,A($)'¢»
For n € Z, A,, is defined by (T, A)" = (T™, A,,). Thus Ag(x) = id,

0
Ap(z) = H A(Tz) = A(T" ') --- A(Tx)A(z) for n > 1,
j=n—1

and A_,(z) = A, (T "x)~!. The Lyapunov exponent is defined by

L(T, A) :nggoifx1nuAn(x)|ydy(g;).

Here, ||-|| can of course be any norm on SL(2,R), but if we choose the opera-
tor norm for convenience, then the existence of the limit follows immediately
due to subadditivity.
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In this paper, we will consider the following two special cases.

e X =T%and T = R, is the shift by w € X, that is, Ryz = z + w.
In this case (w, A) := (R, A) is called a quasi-periodic cocycle. We
generally assume that w is such that 7" is minimal, and in this case
v has to be normalized Lebesgue measure.

e X =T¢x Z,, where € Z+ and T = T,,, where T,,(z,n) = (z +
w,n +1). We can view (T,,, A) as an almost-periodic cocycle.

2.2. The Rotation Number. Denote by S' the set of unit vectors in R?
and consider a projective cocycle Fiy on X x S! defined by

A(z)¢

) (1, A0 )

[A(z)¢
If A € C(X,SL(2,R)) is homotopic to the identity, then there exists a lift Fa
of Fq to X x R such that Fy(z,¢) = (Tx, fa(x,)), where f4 : X xR = R
is a continuous lift with the following properties:

hd fA(xv(l5 + 1) = fA<x7¢) + 1;

o for every z € X, fa(z,-) : R — R is a strictly increasing homeomor-
phism;

e if 7y is the projection map X x R — X x S! : (z,¢) — (x,e*™?),
then Fy oy = m9 0 F4.

If (X,T) is uniquely ergodic, then the number
lim fA(q’.7¢> - ¢
n

n—oo

p(T,A) = mod Z

is independent of (z,¢) € X x R/Z and the choice of the lift of Fs. It is
called the fibered rotation number of (T, A); see [17, 19] for details.

Once we have the definition of the fibered rotation number for SL(2,R)
cocycles, we can parlay this concept to SU(1, 1) cocycles, since

1+4\1 =1

induces an isomorphism between SL(1, 1) and SL(2,R):
M~'SU(1,1)M = SL(2,R).

2.3. Reducibility. Recall that in the quasi-periodic setting we have X =
T¢, T = R,,, and A; € C¥(T% SL(2,R)).

The cocycle (w, A7) is said to be analytically conjugate to (w, Ag) if there
exists B € C¥(2T¢,SL(2,R)) such that

B7M(- +w)A1()B() = Ag().

The cocycle (w, A) is said to be almost reducible if the closure of its analytic
conjugations contains a constant.
We also need the following well-known result of Eliasson [12]:
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Theorem 2.1. [12] Letr > 0, w € DC(k,T), and Ag € SL(2,R). Then there
is a constant ¢g = eo(k, 7,7, || Aol|) such that if A(z) € C¥(T9,SL(2,R)) is
real analytic with

[A(z) = Aollr < €0

and the rotation number of the cocycle (w, A) satisfies

K
120000, 4) = (n.) ez 2 oz Ym0 € 2

or 2p(w, A) = (n,w)modZ for some n € Z%, then (w,A) is analytically
reducible to a constant, that is, there evists Z(x) € C*(2T¢,SL(2,R)) such
that

Z Yz +w)A(x)Z(z) = B,

where B € SL(2,R) is a constant matrix.

Remark 2.1. If Ay varies in a bounded set, we can choose ¢y = €y(k, T,7)
to be independent of || Agl|.

3. A CRITERION FOR ANALYTIC TONGUE BOUNDARIES

In this section we give a general criterion for a parametrized family of
cocycles to have analytic tongue boundaries.

We first describe the basic setting. Consider analytic quasi-periodic cocy-
cles (w, Ar(-)) depending on the parameters w € DC(k,7) and I = (0, 6) €
R2. In typical applications we will take 6 to be the spectral parameter and
0 to be the coupling constant.

Let 'y = (6p,d0) be fixed and let p(w,Ar) be the rotation number of
the cocycle (w, Ar(-)), for I' in a neighborhood N(Ty) of 'y, assume the
following;:

(H1): p(w, Ar) satisfies 2p(w, Ar,(+)) = (k,w) mod Z and is a non-decreasing
(or non-increasing) function of  in a neighborhood of 6.

(H2): (w, Ap,(+)) is not uniformly hyperbolic.

(H3): supren(ry) [1Ar(-)—Aallr < €o(k, 7, 7) for some constant Ay € SL(2,R),

where €y = €o(k, 7,7) is defined in Theorem 2.1 (see also Remark 2.1). By
the assumptions (H1) and (H3), along with w € DC(k,7), Theorem 2.1
implies that (w, Ar,) is analytically reducible, that is, there exists some
Z € C¥(2T4,SL(2,R)) such that

(3.1) Z Y x + w)Ar,(z)Z(z) = B.

By (H2), the constant matrix B is in fact parabolic, that is, we can rewrite
(3.1) as

Z~ Y@ + w) Ar, ()2 () = <(1) f) .

Then we have for I' in a neighborhood of Ty,

(32) Z_l(x—i—w)Ap(x)Z(x) _ <(1) i) eP($,C)+02(x,C)
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where ( =T —Ty, P(z,() is a linear term in ¢, and O2(z, ¢) is the collection
of higher order terms in (. Let

7=t )

be the average of P(x, () with respect to = over T?, that is, the integral with
respect to normalized Lebesgue measure. We have the following result:

Proposition 3.1. Let w € DC(k, 7),To = (6o, 00) be fixed and assume that
for a suitable neighborhood of Ty, the hypotheses (H1), (H2) and (H3) are
satisfied. Then we have the following:

(1) If ¢ # 0 and the coefficient of (6 — 6p) in [Pa1] is strictly non-zero,
then the tongue boundary 6 = 6(9) is real analytic in a neighborhood
of do.

(2) If c = 0 and the coefficient of (0 — 6p)? in the expression of det[P]
is non-zero, then the two tongue boundaries 6; = 0;(9),i = 1,2 with
0;(00) = by are real analytic in a neighborhood of dy.

Remark 3.1. This criterion was first proved for the quasi-periodic Hill
equation (a special linear quasi-periodic differential equation) by Puig-Simé
[31]. We generalize it to general SL(2,R)-valued analytic quasi-periodic
cocycles.

Before presenting the proof of Proposition 3.1, we first need to introduce
a useful tool in the following subsection.

3.1. Existence of Counterterms. In this subsection we give two criteria
for the existence of counterterms, which make the original near constant
cocycle reducible to the same constant cocycle.

We first introduce the following definition, which is inspired by [31]:

Definition 3.1. Let Ag € sl(2,R) and C,S : sl(2,R) — sl(2,R) with
C? = C. We say the quartet (Ag,C,S,w) is admissible if there exist positive
constants ¢, v such that for all analytic P € C‘p*’(’l[‘d,sl(Q,R)), the equations

—Aop Ao _ _
(3.3) —e X (x+w)e™ + X(z) = —(P - C([P])),

have a unique real analytic solution X : 2T¢ — sl(2,R) that satisfies the

estimate

1Pl
[ Xlp—r < C/Tp
for any 0 < r < p, where [-] denotes the average with respect to normalized
Lebesgue measure.

In the following, let O be a set of external multi-parameters; an element
of O will be denoted by (. We have the following theorem.
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Theorem 3.1. Let Ay = (8 (C)
with positive constants ¢',v. Let pg > 0 and p € Z., then there exists
e = €(Aop, po, ¢, v) > 0 such that for any f € C’;,"O(Td,sl(Q,R)) with || fllpy < €
and any |x| < 1, there exists £ € sl(2,R) with C(§*) = & such that the
cocycle

) and assume that (Ao, C, S,w) is admissible

P p+1 APt 1lex
(w, X Ao XIS () =X 5)

s analytically conjugated into (w,eXpAO) by a conjugation Z = eXX, where
X € C¥(2T4,s1(2,R)) with

[ X1 o2 < E(w)epy™,

for some constant &(v). Moreover, if P and x depend analytically on ¢ € R?
in a neighborhood around the origin, then X and £ depend analytically on
¢ in a smaller neighborhood.

Remark 3.2. The idea of the existence of a counterterm was first introduced
by Moser [28]; one can consult [8, 23, 24, 31] for further developments.

We also introduce another version of a counterterm existence result, which
is slightly different due to the non-commutativity property of SL(2,R):

Theorem 3.2. Let Ay = <8 8) and assume that (Ao, C, S,w) is admissible

with positive constants ¢',v. Let pg > 0 and p € Z., then there exists
e = €(Ag, po, c’,v) > 0 such that for any f € C’;’O(']I‘d,sl(Z,R)) with || f|lpg < €
and any |x| < 1, there exists & € sl(2,R) with C(&*) = &* such that the
cocycle

(w, eX"(Aotxf(#)=xE"))
is analytically reducible to (w, eXpAO) by a conjugation Z = eXX, where X €
C@(2T4,51(2,R)) with

[ X | po /2 < €(w)epy”,
for some constant &(v). Moreover, if P and x depend analytically on ¢ € R?
in a neighborhood around the origin, then X and £ depend analytically on
¢ in a smaller neighborhood.

The proof of Theorem 3.2 is almost the same as that of Theorem 3.1, we
would like to present the detailed proofs in Appendix A and give a short
remark here.

The basic idea of finding these counterterms is to build an iterative pro-
cess, see (A.2), with smaller and smaller perturbations P;(-) and countert-
erms 7); for each step j. In this process we find that the 7;’s satisfy the
following iteration:

(3.4) nj+1 = 15 — C([Pj(x, )));

where C' is the linear operator in Theorem 3.1 and Theorem 3.2. The key
idea is to reverse (3.4) and let 7, = 0, then if the iteration of the reverse
operation converges, then 7 is the counterterm we are looking for.
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3.2. Proof of Proposition 3.1. Let ( =1'—I'y, and denote 8 = § — dy,
n =6—0p, and ¢ = (n,0). It is readily checked that if Ay = <8 8)
and w € DC(k, 7), then there exist choices of C' and S such that the quartet
(Ao, C, S,w) is admissible. Thus for I in a suitable small neighborhood of ',
one can apply Theorem 3.1, and there exists a counterterm £*(¢) € sl(2,R)
such that the cocycle

(3.5) (w’ <(1) i) eP(z,C)+O2(a:,C)e—f*(C)>

is analytically reducible to (w, ( >) We prove the proposition by dis-

1 ¢
0 1
tinguishing two different cases:

Case 1 ¢ # 0: In this case, let Ag = (8 8) and take <(1) _01> , <8 (1)> ,

X1 Xig

. Define the linear
Xo1 —X11

(? 8) as a basis of sl(2,R), let [X] = (

operator ad4, : sl(2,R) — sl(2,R),

ad,([X]) = e[ X]e — [X] = <_CX21 2ok 62X21) |

0 CX21

The spectrum of ady, reduces to the zero eigenvalue, its kernel is the linear
1 .

subspace spanned by (8 O>' Note that the equation (3.3) can be solved

by comparing Fourier coefficients if and only if ada, o S(-) + C(-) = Id.

Therefore, we can choose

to make the quartet (Ap, C,S,w) admissible.
Since the counterterm given by Theorem 3.1 satisfies C'(£*) = £*, we have

o {0 0
0= (g0 0)
and for the values of ¢ for which &5,({) = 0, the cocycles (w,Ar) with
1 ¢
"\0 1
(1), we only need to show that the equation

§1(¢) = &1 (n,8) =0

can be inverted to obtain an analytic function n = n(3). According to (3.4)
and the notations therein, we can set 7o = 0 and obtain £* = g recursively,
in particular, as ¢ # 0, we have

§51(n, 8) = [Par(n, B)] + Oa2(n, B).

parameters (6(J),0) are reducible to | w Hence to prove item
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Thus under condition (1) of Proposition 3.1, the coefficient of 1 in [P]
is nonzero, and hence the Implicit Function Theorem gives rise to a real
analytic function n = n(8). This finishes the proof of the case ¢ # 0.

Case 2 ¢ = 0: In this case Ayg = 0, and taking C' = Id and S = 0 makes
the quartet (Ao, C,S,w) admissible. Therefore, the condition C(£*) = &*
does not provide extra information, so we need to take further averaging
steps. The idea is to transform the question into Case 1.

We first point out that after r averaging steps, we obtain the expansion
of £*(¢) up to order r in the following form:

S(T) S(T)
3.6 3 + O,

where S ( ) =2 1<s<r D (C) for i =1,2,3 and the polynomials D( ") for
1=1,2, 3 have the followmg properties:

iy p") () are homogeneous of degree s in (;
(i) Dy/ g g
(ii) It s < t < r, then D) = D"},

Sy
Moreover, one can explicitly calculate an expression for Dii, 1=1,2,3, by
averaging once. Theorem 3.1 implies that the cocycle

(w, eP(x,<)+02<x,<)e—s*(<>)
is analytically reducible to (w, Id) via a conjugation B that is close to the
identity. That is, there exists B € C¥(2T¢,SL(2,R)) such that
B™ N + w)el@0)+02(0) =& B(1) = Id,
therefore,
B~z + w)eP@O+0:@0 B(2) = B~ (2)et (O B(x).

This implies that the original cocycles are now conjugated into a new cocycle
(w, B~ (z)ef Q) B(x)).
We need the following lemma:

Lemma 3.1. If det £*(¢) > 0, then the rotation number p(w, e”’(@<O+02(z.0))
is strictly non-zero.

Proof. Since the conjugation B is close to the identity, thus with zero degree,
it is enough for us to prove that

plw, B~ (2)e* O B(x)) # 0.

Consider the following problem: let u,, v, be the sequences satisfying the

following iteration:
Un+1 | _ ([ Q11 Q12 Un
Unt1 as1 a2 ) \vn )’
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where A(:) = an () aiz() € SL(2,R), and let R,e™" = u, + iv, with
ag () ag(-)

0 < |Ynt+1 — ¥n| < m. Then we have
Rn+leiwn+1 = Upt1 + Wt
= (@11Un + a120y) + i(a21uy + a22vy)
= R, (a11 cos ¥y, + ajzsinidy,) + iRy, (a1 cos vy, + azesinidy,).
Therefore we have

Ry i1y _ (a11 cos ¥y, + arasiny) + i(az1 cos Py, + agz sin iy,

R, et¥n ’

and taking the imaginary part of both sides, we obtain

RnJrl
. 2 . .92
——=sin(Yp41 — ¥n) = ag1 cos” P, + (age — ai1) sin iy, cos P, — ajz sin® P,
n

a22—aij]

azl 3

a22—ail —a19
Yn+1 — Py has fixed sign, which in turn implies that its rotation number

p(w, A) is strictly non-zero. Note that
(a11 —ax)? 4 — (a1 + axn)?

4 B 4 '
Thus K is definite if and only if the trace of A satisfies |tr(A)| < 2. Let
A= B (z)ef"©OB(z). Then det £*(¢) > 0 implies that |tr(A)| < 2, and the
lemma follows. O

Denote K = > If K is a definite quadratic form, then

det K = —a12a91 —

According to (3.4),(3.6) with ¢ = 0, we have £* = [P] + O2((), under the
condition (ii), we can apply the Weierstrass Preparation Theorem to det £*
and obtain the following:

det £*(n, B) = F(n, B)(n* + g1(B)n + g2(B)),

where g1, g2 and F are real analytic functions with F'(0,0) # 0. Fix 8 = 0, by
Lemma 3.1 and (H1), the local non-decreasing (or non-increasing) property
of the rotation number with respect to 7, the rotation number changes sign
when n crosses zero. Then, according to the continuity of the rotation
number, for each nonzero § in a neighborhood of zero, we can find a suitable
real n* = n*(f) such that the rotation number is zero. This yields the
following expression,

det &*(n, B) = F'(n, B)(n — ni(8))(n — n2(8)),

where 1,75 are real analytic functions (see [32]). Since nj, 73 both vanish
at zero, there are two possible subcases:

Case 2-1: If n7(8),n5(B) coincide in a neighborhood of 0, then their
analyticity implies nf(8) = n;3(8) for all 5, and they both give the tongue
boundary.
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Case 2-2: There exist a non-zero constant C and a positive integer p
such that
M (B) —n2(8) = CBP + Op11(B).
Since we are interested in the roots of det £*(¢) = 0, we can scale £* such
that £]5((), &5, (¢) start with n+---. Moreover, under condition (ii), we may
assume (3.6) to take the following form,

S5 =0+ a1(8) + np1(n, B)
(3.7) —S\") = 1+ 59(8) + npa(n, B) -
S = a3(8) + nps(n, B)

where 0;(5) = Zk>p mi kB0 =1,2,3, (m1, —may)? + m%p > 0 and 7 is
a suitable redefinition which contains terms of § with order less than p, p;
are polynomials with maximal degree r — 1. This conclusion needs some
explanation:

Recall (3.6), since the coefficient of term of degree 1 in 7 in SY) equals 1,
1

0

of n in SéT)(C), making SéT) contain no linear n term. Therefore, we may
assume that

there is a conjugation induced by < _16 3) , Where c3 denotes the coefficient

Sér) =n+o1(B) +np1(n, B)
~8{" = n+ 0a(B) + npa(n. B) +

S = oa(8) +nps(m, B)
where 7 is a suitable redefinition and contains the terms of order less than
p in B and o; are the polynomials in 8 of maximal degree r. Let k; be
the minimal degree of o; if 0; # 0, otherwise, take k; = oo, define k =
min{ky, ko, k3} < r. Imposing a change of variables in 1 by n = v3*, then
S{T)Sg) — (S:(,,,T))2 becomes

B2y + (myg + mag)y + mapmay — m3, + O(B)),

where m; ;. is the coefficient of A% in oj for j =1,2,3. By factoring out 2k
and neglecting O(/3) terms, we obtain the following equation,
(3.8) 72+ (ma g +maog)y +my gmeoy — m%yk =0
with discriminant

(Mg — mag)® + dmi .
Therefore, (3.8) has one multiple root if and only if m; , = ma i, mg s = 0.
In this case, we put the term mi,kﬂk into n of the corresponding entry of
€*(¢), therefore, it becomes 7 and we still use the same notation 7, and the

minimal degree of o; increases. This process can be done until £ = p, since
in this case,

m(B) —me(B) = CBP + Op11(B)
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with C' # 0, which means (3.8) has two different roots for k¥ = p. On the
other hand, the process will not stop for any k& < p, if so, we have

ni(B) —n3(B) = OB + Ok1(B),

which contradicts the assumption that n;(8) and 73 (3) have contact of order
p. Let 7 = n — P(f), where P is a suitable polynomial of degree at most p
in f. With this redefinition of 7, we arrive at (3.7).

With the form of (3.7), let ;1 be one of the roots of the following equation,

(3.9) 7? = (1 + map)y + mypma,, — m%p =0,

and impose the change of variables n = 167+ ASP. Then B~ (z)ef (O B(x)
becomes

(3.10) exp <5p <<_( M3, (mup +71) + A) + BR(z, g))) :

map+ 1) — A —Mm3p

Here we used the fact that X is of order O(3). After one step of conjugation
induced by

1
<\r+A 0 )
a Y
Zirs VbtA
where a = m3p,b = m1p + v1,¢ = map + 1 with a® = be, since b, ¢ cannot
be zero at the same time (otherwise the order of contact of nf and 75 will

be p + 1), we may assume that b > 0, the case b < 0 can be dealt similarly,
the cocycle becomes

exp (ﬁp (<—A(b—i(—)c+ A) (1)> *ﬂQRl(x’A’ﬁ)» '

The extra 3 factor is imposed to make sure the perturbation term is suf-

ficiently small, and can be obtained by pushing the averaging one more

step forward. We use Theorem 3.2 for y = 5, Ay = 8 (1)> to obtain the
counterterm £*(A, ) such that (w, 8" (Ao+B(P@.A.8)=¢"(A.8)) is analytically

conjugated into (w,e?’40). The admissible assumption associated with the

case ¢ # 0 requires £* to take the form (52 8), where &5, (A, B) is a real
21

analytic function. Therefore, the equation

(3.11) — B (A B) + Alb+c+A) =0

describes a branch of the tongue boundary. Note also that under our as-
sumption b > 0, we have b+ ¢ > 0 and therefore we can deduce from (3.11)
that A = A(f8) = O(f) and therefore

m(8) =npP + A(B)BY =npP + O(BP).

The other branch, which corresponds to 7, the other root of equation (3.9),
can be treated similarly. This completes the proof of the analyticity of the
tongue boundary. O
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3.3. Transitivity at the Origin. Proposition 3.1 gives two cases when
the tongue boundaries are analytic. In order to show generic Cantor spec-
trum, one still needs to show that the two tongue boundaries of a certain
resonance have a transversality at the origin (say dp = 0). On the other
hand, while the general criterion for analytic boundaries can be better pre-
sented in SL(2,R), we found that when it comes to concrete verification, it
facilitates the calculations to consider the question just in the isomorphic
group SU(1,1) due to its nice structure, especially considering the fact that
our main applications in this paper concern CMV matrices, with which one
associates SU(1, 1) cocycles. Let us summarize these results in SU(1,1); see
Corollary 3.1 below.
Suppose Ar(-) € SU(1, 1) and the SL(2, R)-valued cocycle (w, M ' Ap(-) M)

obeys the hypotheses (H1)—(H3). Let I'g = (6o, dp) be such that there exists
Z € C¥(2T4,SL(2,R)) with

Z Yo+ w)M YA (2)M Z(z) = (é f) ,

which is equivalent to

27 o)A 02 = 01 (5 §)ar

where Z = MZM~' € C¥(2T%,SU(1,1)). For I in a neighborhood of T'g,
note that ( = (n,5) =T — T,

~ 1 ¢

Z Yz +w)Ar(2)Z(x) =M <0 1) M_IZ_I(.CE)A;(}(I’)AF(Z‘)Z(CL')

(3.12)

- M <(1) i) ‘Mfl61’5(967C)+O~2(:v,€)7

where P(z,¢) denotes the linear part in ¢ and Os(z, ¢) collects the remainder
of higher order in (.
Then, as a consequence of Proposition 3.1, we have the following;:

Corollary 3.1. Let w € DC(x,7),I'o = (0o,00) be fized. Assume that
(w, M~ A, (-)M) satisfies (H1)—(H3), and assume that

— (ilPu]  [Pi2) \ _ f(ilan+biB)  am+bp
= ([1512] i[f’ll]) - ( @n + baf3 —i(a177+515)>’

where a1,b1 € R, a9,bo € C. Then we have the following:
(1) If ¢ # 0, and a1 # Imaz, then the boundary 0 = 6(9) is real analytic
in a neighborhood of dg.

(2) If c = 0, and if a3 # |aa|?, then there exist two tongue boundaries
0 = 6%(5), which are real analytic in a neighborhood of &.
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(3) Furthermore, for 5o = 0, if we assume (a;b; — Ragbs)? > (a? —
|az|?) (b3 — [b2]?), then
do+ do~
507 5
In particular, if az = 0, then (3.13) holds as long as ba # 0.

(3.13) 0).

Proof. Multiplying M !, M in the left and right side of (3.12), we obtain

2 A2 = (§ 1) 2 @A @A) 20

= 1 ¢ €P($,C)+O2(I,C)
01 ’
It follows immediately that [P(z,()] = [M~'P(z,()M] = M~ [P(x, ()| M,
and a simple calculation shows that
Pl = ( Ragn + R (a1 + Im@z)n + (by + Imbz)ﬂ> _
(Ichg—al)n—i— (Imbg —bl)ﬁ —éRCTQ’I?—%bQ,B
Therefore, we have

[P21] = (Imag — a1)n + (Imby — by1)B,

det[P] = —(af — |az[*)n* + O, 5%).

Then the statements (1) and (2) follow immediately from Proposition 3.1.

On the other hand, apply Theorem 3.1 to (w, el @<)+02(#:0) to obtain a
counterterm £*(¢), and averaging the cocycle (w, e’ (@020 =€"(O) once,
we get

£ = [P(z,0)] + 02(0).

Indeed, by the proof of Proposition 3.1, the two tongue boundaries 6 = 0% (9)
satisfy det £* = 0, thus it is readily checked that their derivatives at § = 0
are determined by the following equation,

det[P] = det[P] = (a1 + b18)* — (agn + baf3)(@zn + b2) = 0,
which is equivalent to
(a3 — |az[*)n* + (2a1b1 — 2R(azbs))nB + (bT — |b2|*)8* = 0.

Then (3.13) follows immediately by considering its discriminant. This proves
statement (3) and concludes the proof. O

4. CANTOR SPECTRUM FOR QUASI-PERIODIC CMV MATRICES

Let &, be the two-sided CMV matrix with quasi-periodic Verblunsky
coefficients given by a, = f(z 4+ nw) where f(z) = Ae™®) h € C¥(T? R).
We want to show for generic f close to constant, the spectrum of &, has
all gaps allowed by the gap labeling theorem open. To prove this, we can
consider the corresponding Szegd cocycles (w, S(Ae?®™M®) ). Fix X and h,
and take (0,9) as parameters. We first show that the tongue boundaries
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are analytic (see Proposition 4.1), and then proceed to show that the set of
small §’s for which there are collapsed gaps is at most countable.

4.1. Analytic Tongue Boundaries.

Proposition 4.1. Let A € (0,1),0 € R,r > 0, w € DC(x,7), h € C¥(T% R).
Denote by &, the two-sided CMV matrix with quasi-periodic Verblunsky co-
efficients given by

= Aeiéh(:)ﬂrnw)‘

Then there exists €1 = €1(k, T, ||h||r, A) > 0 such that if |0y| < €1 and the pair
(6o, 00) lies on a tongue boundary, we have the following:

(i) If By is an endpoint of an open spectral gap of o(E,), then the tongue
boundary 6 = 0(5) such that 0y = 0(do) is real analytic in a neighborhood of
do.

(ii) If Oy lies at a collapsed spectral gap of o(Ey), then the two tongue
boundaries 0; = 0;(9),i = 1,2 with 6;(60) = 0y are real analytic in a neigh-
borhood of dg.

Proof. Since the Szegd cocycle map belongs to SU(1, 1), it is convenient to
apply Corollary 3.1 instead of applying Proposition 3.1 directly.

Note that S(),e?) is uniformly bounded in #, and hence we can take
|d| < €1, which is small enough such that

IS, ) — S, )|, < erf|hllr < eols,7,7),

A
V1— )2
where €y = €o(k, 7,7) is defined in Theorem 2.1 (see also Remark 2.1). Thus,
(H3) holds.

Since (g, do) lies on a tongue boundary, there exists k € Z? such that
2p(w, S(Ae'h %)) = (k w) mod Z

and (w, S(Ae?0P ¢0)) is not uniformly hyperbolic.

The non-decreasing property of the rotation number with respect to 6
is due to a well known property of Szegé cocycles [35], and thus (H1) and
(H2) hold as well. Therefore, it remains to verify conditions (1)—(2) of
Corollary 3.1.

Let a(x) = Ae®M®) and

1 .
g 273 Py _)\e—zéh(x)
(o, 2) = 1w \—aeith(a) ; 1 :
Now we fix some § = &y, zo = €% and assume that there exists
7= (Z” 212) € C¥(2T%,SU(1, 1))
Z12 211
such that

Z Yz + w)S(Neoh ) Z(x) = M <[1) i) ML
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Then for (e?,6) around (e, dy), denote f = § — &y, n =0 —6p and let
¢ = (n,8) be the multi-parameter. Let Q + Oz(z,() = A1?01 (x)Ar(z) — Id,

where
. 2 . —q
o [{B—rph)  ixeron
—ixe!Cotompg  —j(1 — A5n8) )’

and let P be as in (3.12). Then, a direct computation shows that

P=71Q7 <i(al(fﬂ)77 +b1(x)B)  az(x)n+ ba(x)p )
az(x)n +be(x)B  —i(ar(z)n +bi(x)B8))”’
where
2112 4 |Z12)?
() = 211 ! |Z12]
Ah = = i(Bo+S0h) S 12 52
(4.1) bi(r) = m(m(?«“nzue ) = A([Z11]” + [212]7))
as(z) = Z11212
>\h ~2 i(90+§0h) =2 7i(90+60h) z.
ba(z) = 1_7)\2(2126 +Z11 e —2M\Z11212)
‘We obtain

ar = [ay(x)] = W’ as = [az(z)] = [5711512]-

We are now ready to verify the assumptions of Corollary 3.1: Since |11|?—

|Z12|?> = 1, we always have a; = [2u Pz > |as| = |[Z11Z12]|, which
immediately verifies both (1) and (2) in Corollary 3.1. This completes the
proof of Proposition 4.1. O

4.2. Cantor Spectrum. We first note that in the case § = 0, the sequence
of Verblunsky coefficients is constant. It is well known that in this situation,
the spectrum is given explicitly by {e : 2arcsin |\| < § < 27 —2arcsin |A|}.
Then €% is clearly an edge of the unique open gap with label k = 0, since
the rotation number equals 0 in this gap. The gap of course remains open
under small perturbations. In the following argument, we exclude this case
from our considerations and assume that k # 0.

In order to prove generic Cantor spectrum with all gaps open, we need to
show that the two tongue boundaries of a given resonance have a transver-
sality at the origin, which is the content of the following result:

Proposition 4.2. Denote the tongue boundaries of the gap with label k #£ 0
+ — R
by 9?(5). Then we have %(O) # %(O) if and only if hy # 0.

Proof. Let 6y = 0,z = €'%. Then the matrix becomes

1 Z2 —)\z_%
SO By =t 1 1 .
V1I=X \-Xz2 272
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As we are considering tongue boundaries of the gap with label k, this means

that the eigenvalues of Sy must be given by Ay (6) = x5t Indeed, by

direct computation one can show that the two eigenvalues are given by

90 90
. COS§ i B COS§ 9
MO = T Ui

and one can diagonalize Sy with the help of the following result:
Lemma 4.1 ([21]). Let A = <22t —i’t) € su(l,1) with t € R,z € C.

Assume that det A > 0 and let p = Vdet A. Then we have
vay = (Y
0 —ip)’

< cos 6 €21 sin 5)

where U takes the form

4.2 U = ) - =
(4.2) e~ 219 5in @ cosf

1y

cos 20

Here, 2¢ = argz — 5 and 0 c (—5,%5) satisfies

20 = —arctanL.
/t2 _ |Z|2
In addition we have
It + |2]
IU)? = ———=.

Let U be given by Lemma 4.1 so that

ei<k’2w> 0
~1
U SU = ( 0 e_i<k,2w>) .

~ e’i (kéz> O
Let Z(x) - U ( (k,z)) . ’]:Wllerl7

0 e "2
7 Y@+ w)SoZ(x) = Id,
and it conjugates the perturbed cocycle (w, S(Ae®?, ze™)) into
Z M @ + w)S(ePh, 26 Z(z) = P @O +02(@.0)

Now we only need to check the elements of P.
Note that since U takes the form (4.2), we have

~ (k,x) . ~ . (k,x)

~ 1 cosfe' 2 €29 ginfe "3

(4.3) Z(r) = —F—= (k. (k)
V cos 260

i . s{kT) ~ .
e~ 219 gin e’ 2 cosfe " 2
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According to (4.1) with 69 = 0,z = ¢ and the elements of Z above, we
have

i€2% cos 0 sin fe k@)
as(z) = —
cos 20
bo() = —iX2e%9sin 20 + i\ (e'(%0149) 5in? § 4 e~ cos? 0) ikl g,

(1 — \2)cos 20
Taking the average, we obtain ag = [az(x)] = 0 and

A
1— A2

by = [ba(x)] =1 ((e(%+49) 5in2 § 4 =% cos? f) — Ae? sin 20)h_y.

Thus by Corollary 3.1 (2),(3), there exist two analytic tongue boundaries
0=(8) and 2 (0) # % (0) if and only if by # 0. Just note
|ba] = Al _|(e"00+49) 5in? § 4 e cos? §) — Ae?® sin 20|
(1 — A2)| cos 26
A hy cos )
(1 — A2)| cos 20|

|(€P0F29) tan § — X)2 +1 — N2,

and according to Lemma 4.1, 0 € (=%, %) never equals 7. Hence by # 0 if
and only if hy # 0, finishing the proof. O

Proof of Theorem 1./4. Let
Gy = {h € C¥(T%R) : by # o}

and

g= ﬂgk-

kezd

Clearly, G is a dense G set.

For any h € G and any label k # 0, the set of couplings |§| < € for
which the tongue boundaries corresponding to label k coincide is finite,
since the tongue boundary functions are real analytic functions of § (see
Proposition 4.1), and the tongue boundaries have a transversality at the
origin (see Proposition 4.2). This completes the proof of Theorem 1.4. O

5. CANTOR SPECTRUM FOR ALMOST PERIODIC CMV MATRICES

In the previous section, we proved the analyticity of the tongue boundaries
and generic Cantor spectrum for a class of two-sided quasi-periodic CMV
matrices. In this section, we work out results of this type for a class of
almost periodic CMV matrices.
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5.1. The Model and its Gap Labelling. Consider the torus T¢ equipped
with Lebesgue measure and Zs equipped with the probability measure that
assigns the weight % to each of 0 and 1. Let Q = T? x Zy be the product
space and v the product measure. The transformation T, : 2 —  is given
by (z,7) — (x + w,j + 1), where w is assumed to be Diophantine. It is
readily verified that T, is uniquely ergodic with unique invariant measure v
(compare, e.g., Theorem 9.1 of [27]).

Given h € C¥(T% R), A1, Aa € [0,1) with A\? + A3 # 0, and § € R, we
consider the Verblunsky coefficients given by

(5.1) fw,9) = {Aleéh(w) orJ = tmod2.
Aoe!(®) for j = 1mod 2.

and

(5.2) an(z) = f(z +nw,n), €T nei,

and write @ = {ay}nez for short. The associated cocycle is denoted by
(T, S(a, 2)), where S(a,z) is the usual Szegd cocycle map and z is the
spectral parameter.

We want to show that for generic f close to constant, the corresponding
CMV matrix has all gaps open. To make this more precise, let us recall
what the Gap Labelling Theorem says about the gap labels that occur.
While this could be done based on Johnson-Moser’s approach [19], we will
give a self-contained proof based on methods from dynamical systems. The
useful observation is that while (7,,, S(«, z)) is not a quasi-periodic cocycle,
its iterate

(20, T332, 2)()) = (2, 5(a1 (), 2)S (a0 ), 2)
indeed does define an analytic quasi-periodic cocycle. Here, we make the
dependence of Ts(\a,z) on Ay explicit, since this dependence will be quite
important in the proof. As a result of this, we can describe the labelling

associated with (7., S(«, z)) with the help of the labelling associated with
suitable quasi-periodic SL(2,R) cocycles.

Proposition 5.1. Let w € Td be rationally independent and let T C oD be
an open arc. Then for any € € T, if (T, S(a, €)) is uniformly hyperbolic,
there exists k € 7 such that either

(5.3) 20(T,,, S(a, €?)) = (k,w) mod Z
(5.4) 20(T,, S(a, €?)) = (k,w) + %modZ

Proof. First we need the following simple observation:

Lemma 5.1. [36] For any z € 0D, the system (T, S(a, €?)) is uniformly
hyperbolic if and only if the system (2w, Ts(A2,€)) is uniformly hyperbolic.
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Therefore, under the assumption of the proposition, we have that the
cocycle (2w, T5(Xa, €?)) is uniformly hyperbolic for any e € Z. Thus there
exists an analytic B : 2T% — SU(1, 1) such that

B} (x + 20)T5(As, ) () B(x) = (A(ofﬁ) X‘?(x)) '

Assume that the degree of B is k € Z%. Then,

202w, Ts( X2, €?)) = (k, 2w) mod Z.

Note that the rotation numbers of the two cocycles (T, S(c,e?)) and
(2w, T5( o, €?)) satisfy
(5.5) p(2w, Ts(\2,€)) = 2p(T,,, S(av, €)) mod Z.
It follows immediately that either
20(T, S(e, €)) = (k,w) mod Z

or

20(Ts,, S(a, €?)) = (k,w) + %mod Z.
This finishes the proof. ([

5.2. Analytic Tongue Boundaries. Let us now prove that the tongue
boundary of (2w, T5(A2,€?)) is analytic.

Proposition 5.2. Let w € DC(k,7) and h € C¥(T%,R). Suppose that o is
given by (5.2). Then, for each fized A1 € [0,1), there exist r1(\1) < % and
€ = &(k, T, h, A1) > 0 such that for any |X2| < r1(\1), 0] <&, if (6o, 60) € R?
lies on a tongue boundary of (2w, Ts(A2,e®?)), then we have the following:

(i) If the tongue is non-degenerate, then the boundary 0(6) such that
0(09) = Oy is real analytic in a neighborhood of dy.

(ii) If the tongue is degenerate, then the two tongue boundaries 0; = 0;(9)
fori = 1,2 with 0;(0y) = Oy are real analytic in a neighborhood of dy.

Proof. The strategy of the proof is to apply Corollary 3.1 to the iterated
quasi-periodic cocycle (2w, T5(X2,e™)). Note that if w € DC(x,7), then
2w € DC(5%, 7).

We first consider the case where Ay € (0,1) is fixed and Ay € [0,3]. A
direct computation gives
(5.6)

Tg()\g, €i6) =

1 et0 + Al)\geié(h"'*h) _)\1671(9+5h) _ )\267i6h+
\/(1 — )\%)(1 — )\%) <_>\1€z’(9+6h) _ /\26i6h+ e 10 + )\1>\2e—i6(h+—h) ) )

where we simply denote hy = h(x + w). Note that Tp(\e, e?) is uniformly
bounded in #. Thus we can take |0| < ez which is small enough so that

IT5(A2, ) = To (A2, €) [01llAllr < eo(o7, 7)),

I < ! <
VA1 - 3)
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where €) = €y(k, 7, 7) is defined in Theorem 2.1 (see also Remark 2.1). Thus,
(H3) holds. Since (6g, dp) lies on a tongue boundary, which means that there
exists k € Z? such that

20(2w, Ts, (Mg, %)) = (k, 2w) mod Z

and (2w, Ts, (A2, €%)) is not uniformly hyperbolic. On the other hand, by
(5.5) and p(Tw,S(a,ew)) being non-decreasing with respect to 6 [35], we
know that p(2w, T5(A2,€)) is not locally monotonic if and only if

. 1
:O(Twa S(Oé, ez@)) = Z

This directly implies that p(2w, Tj, (A2, €®)) is a non-decreasing (or non-
increasing) function of 6 in a neighborhood of 6. Thus (H1) and (H2) hold
as well, and it remains to verify conditions (1) and (2) of Corollary 3.1.

Let Ty = (6o,0) and denote Ap(z) = T5(A2,e?). Then there exists
Z € C*(2T4,SU(1, 1)) such that

01

For T in a neighborhood of Ty, we still denote ( = (n,5) =T —Ty. A direct
computation shows that

(5.7) Z Y x4 0)Ar, (x)Z(x) = M (1 C) Mt

Aljol(x)fir(fﬁ) —Id= <ZC)11 Q12 ) +02(x7C)7

Q2 —iQu
where
Qn = 4= /\%2)77 + f1125’
. TR0
12 = iAge” 00t0OMD) (N — 1)y +if12f

(1 =)A= A9
Here f11 and fi2 are defined by
(5.9)  fur = MN3(hy — h) = A3h — A3hy — 2\ Mghcos(fg — do(hy — h))
and
fiz = (Aye (Ghotdoh) 4 A2y illotoohi)yp,
(5.10) + )\2e*i50h+(e*i90 + Al/\ge*i‘sﬂ(h+*h))h+
_ )\1/\2€—z’60(h+—h)(Ale—i(é’o—&-&oh) + )\Qe—idoh+)(h+ —h).

Consequently, we have

7 Nz +w)Ar(z)Z(x) = M <é i) M~1eP@O+02(.0),
Indeed, a direct computation shows that
ia1 (A2, 2)n +ibi (A2, 2)B  az(A2, 2)n + ba(Ae, 7) 8 )
az(A2, 2)n + b2 (A2, )8 —ia1 (A2, z)n — ibi(A2,2)B)

P:Z*QZ:(
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where
(5.11) ’ ’2 ’ ’2
Z11]° + 212 A2 = = _i(Bo+doh
al()\g,l‘) = 1_ )\% — 1_ )\%2%(2112126 ( 0% +)),
1 ~ ~ —_ ~
bi(Ag, ) = v )\2)(,}”11(|Z11\2 + |Z12]%) + 2R (Z11 212 f12)),
1 2
1 PO . _
az(Ae,x) = Y <_)\2(§1126*2(90+50h+) + 5%261(90+50h+)) + 2211212) ’
— A
7: ~ ~ ~ o — .
ba(A2, ) = 1= 3 (1= 2 (2211Z12f11 + Zofi2 + 2112f12) :
— AL =AY

Taking averages, we obtain

al(/\g) = [Cll()\%x)] =

1 ~ ~ - o .
1— A2 (1211 + | 212]* — 200 (211 Zrpe’ P00,
2

1
1)
First note that by Schwarz’s inequality, we always have

az(X2) = [ag( A2, )] [~ Ao (Fry e il0otdohs) 4 52 cilBotdohst)) oZ i o).

12012 + [Z12]*) > 2|[EuZeal,
since |Z11]? — |Z12|? = 1, which implies a1(0) > |a2(0)|. In order to prove
ai(A2) > |az(A2)]

for A2 in a neighborhood of 0, we just need to show that the Z; ; are contin-
uous in As.

Note that for any fixed A1, d, and fixed Ao, there exists €% € 9D, such
that

20(2w, Ts(Xa, %)) = (k, 2w) mod Z.

Eliasson’s result (Theorem 2.1) ensures that (2w, T5(a, €") is reducible by
the conjugation Z. If we only perturb Ay, clearly Z is not well-defined (since
if the rational number changes, once it becomes Liouvillean, the cocycle is
not reducible any more). However, we will show that if we fix A1,d, and
perturb (Ag, ¢?) such that

20(2w, T5(A2, €”)) = (k, 2w) mod Z,

Z is actually continuous in (g, 6).
Denote Z = Z(u,x), where u = (\a,0), to make this dependence explicit
and denote Ts(u, z) = Ts(\a, ™). For any p > 0, define

(5.12) R, ={pelo, %] x 0D : p(2w, Ts(p, z)) = p} .

Then we have the following:

ié))

Proposition 5.3. Let A\; € (0,1), r > 0, and Xy € [0,3]. Assume that
w € DC(k, 1), p is Diophantine w.r.t 2w, or

2p = (k,2w) mod Z.
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Then there exists €3 = e3(k, 7,7, A1) > 0, which is independent of Aa, such
that if |0| < es, there exist Z(u,-) € C°(R; x 2T4,SU(1,1)), C(u) €
C°(R;,SU(1,1)) such that

27 1y + 20Ty, 2)Z (1, ) = C ().
We just take
|0] < min{ea(k, T, h, A1), €3(k, T, h, A1)}

Then, by Proposition 5.3, Z(u,z) is continuous in the set R;. Thus if
|A2] < r1(A1), which is small enough, then aj(A2) > |az(A2)|. Just note that
r1(A1) can be chosen to be independent of §, the key observation here is
that ¢ varies in a compact set, and this compact set is independent of Ao;
the result then follows from simple compactness argument.

The condition a1(A2) > |a2(A2)| immediately implies condition (1) and
(2) of Corollary 3.1, finishing the proof. O

Remark 5.1. Proposition 5.3 will be proved by KAM iteration, the key
iteration step is Lemma 5.2 below. We note that Eliasson’s scheme [12] was
based on a parameterized KAM scheme, where the parameter is usually the
energy F, thus the rotation number already has some monotonicity with
respect to the parameter, which is quite different from our situation. Our
scheme here (inspired by [9, 25]) is different from Eliasson’s scheme [12],
where we can just fix the rotation number, and one can easily see how the
conjugation Z(u,x) varies when p varies in R,,.

5.3. Proof of Proposition 5.3. Before giving the proof, we first introduce
some useful notations. Let O be a compact set of external parameters pu,
and for any 7 > 0, we denote by Be () the set of (¥)-valued functions®
fp,-) € CO(O x T, ) and for each € O, f(u,-) € C¥(2T9, %).
Our iteration step can now be stated as follows:
Lemma 5.2. Let @ € DC(&,7), r > 0, A(n) € C°0,SU(1,1)), and
f(u,-) € Bor(su(l,1)). Assume that
p(@, A(w)e? ")) = p, for any pe 0.

Then for any v < r, there exist a numerical constant Cy and a constant

Dy = Dy(R,T,d) such that if
.DO . ]. / C
5.13 y)r <€ < ——————(min{1, - }(r — "))~
B19) Il < e R tin(L 1 )

there exists Z(,-) € Bo,(SU(1,1)) such that

Z7 x4+ @) A(p)e B0 Z(p, ) = Ay (p)el+ )

2
—

with || f1 |l < €2. More precisely, letting N =
two cases:

—|Ine|, we can distinguish

3Here (%) may denote a group such as SU(1,1),SL(2,R) or an algebra such as
su(1,1),sl(2,R).



CANTOR SPECTRUM FOR SOME ALMOST PERIODIC CMV MATRICES 31

(1) (Non-resonant case) If for any n € Z¢ with 0 < |n| < N, we have
- 1
120 = (n,@)||r/z > €75,

1
then we have | Z(n,-) — Id|y < &5, | A4(n) — A < 2] A(u)e.
and

p(@, Ay (e )y =p, for any peO.
(2) (Resonant case) If for some n. € Z¢ with 0 < |n.| < N, we have

- 1
(5.14) 120 = (s, @) lryz < €75,
then Ay (p) = "W with | A" ()] < 2¢16. Moreover, we have
- . T, W
(3, Ay (p)ef-0) = p . 122,
Proof. The proof follows [9, 25]. We will sketch the proof for completeness,
but point out why we can make the conjugation continuous in the desired
parameter set.

The basis of Lemma 5.2 is the following non-resonance cancellation lemma.
We have a decomposition of the Banach algebra Bp ,(su(1,1)) into non-
resonant spaces and resonant spaces: Bo,(su(l,1)) = B ,.(su(1,1),n) &

oy (su(l,1),n). Here, By (su(1,1),n) is defined in the following way: for
any Y (u,-) € B ¢(su(1,1),n), we have

AT WY (u, -+ @) A(p) € BF(su(1,1),m)

forany peO.

and
IAT ()Y (1, - + @) A() = Y (e = 1Y (1) -

Lemma 5.3. Letr > 0,0 <n < 1, A(u) € C°(0,SU(1,1)), and g(p,-) €
Bo(su(1,1)). If

,,72

Csup,, [|A(u)[*

then there exist Y (u,-) € Bor(su(1,1)) and g"(p, ) € B .(su(1,1),n) such
that

lg(p, )llr < €<

eV (a+0) g 1)) Y (m) — A(y)ed"™ (1)
with the estimate ||Y (p, )|l < €2 and llg"e (e, )l < 2e.

Proof. The proof is given in Appendix B for the sake of curious readers. [

Once we have this key lemma, we can finish the proof. Denote the eigen-
values of a matrix A by A(A). First note that we can always assume the
eigenvalues of the constant matrix to be e*. Otherwise, by continuity of
the rotation number,

lo(@, A(u)e! ")) — p(@, A(p)llo < e,
and we can modify A(u), and write fl(u)ef(“’x) = A(p)e/ ) such that
(5.15) MA(G) = e
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and || f(i,-)||» < 2e. Then we can distinguish two cases:

Non-resonant case: In the non-resonant case (1), by noting (5.15),
similarly as in [9, Proposition 3.1], one can apply Lemma 5.3 once, and

obtain Y (11, -) € Bo.»(su(1,1)) with ||V (1, )|l < 2¢2 such that
e Y (at®) J( 1)l (00 Y o) = J(py)el™ (),

where f"(u,-) € By, (su(1,1),€5) with || /||, < 4e.

Furthermore, as in [9, Proposition 3.1], one can easily check that for any
f € B ,.(su(l, 1),eé), we have f(n) =0 for all 0 < |n| < N. Therefore, by
letting

Ay = A0, f = 3T ke,
|k|>N

where f"¢(u, k) is the k—th Fourier coefficient of f"¢(u,-), the proof in the
non-resonant case is finished.

Resonant case: If (5.14) is satisfied, then by the fact © € DC(R, 1), we
have the following estimate,

20 > o —efi > > R
n | 2ln. ™ 2IN|7
On the other hand, by noting (5.15), that is, the eigenvalues of A(p) are
fixed, we can apply Lemma 4.1 to A(x) and obtain P(u) € C°(O,SU(1,1))
with

PG < 2400 1
such that ,
A = (5 = A,
Let g(u,-) = P~ () f (1, -) P(p) with
o)l < PGP F G, ) < S = .

Since €15 > | A’ (11)||?€’, we can apply Lemma 5.3 with n = €15 to the cocycle
(@, A’ (u)ed™)). We obtain Y (u,-) € Bo(su(1,1)) with ||Y (1, -)||» < ¢z
such that

e—Y(u,ercD)A/(M)eg(u,r)eY(u,z) — A/(N)eg"e(u,w)

with [lg" (s, -)[|r < 2€".
Define

(5.16) Ty(e) = {n € Z%: |[(n,@)|lp/z > €55},

(5.17) To(e5) = {n € Z%: |2p — (n,&)||pyz > €55 }.
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Since any F' € By (su(1,1),n) takes the form

F(p, z)

_ Zf(n) 0 i(ny) 0 @(n)d(n,x)

- Z ) ( 0 —if(n)) ¢ + Z ) o(n)eHnw) 0 ’
n€Z(e15) n€lz(e15)

we may invoke the following results:

Claim 1. [9, 25] Let I; and Iy be given as in (5.16),(5.17), then they have
the following properties:

ZNTi(e75) (n € Z4: |n| < k7e 7} = {0},
Zd\Ig(e%) ﬂ{n eZe:|n| < O ThTe T — N} = {n.}.

_1 1 _ 1 .
Denote N = 27 7k7e 57 — N. Then, as a consequence of Claim 1, we

have the following decomposition for g"¢(u, -):

g (1) = 90" (15 ) + gt (5 +) + 95 (1t +)
_ (it(0) 0 0 D(ny e nem)
—( 0 —if<o>) i <<><> 0 )

+ Z Qm(u, n)ei<n,x).

[n|>N1

et <n*2’z> 0
Let Q = ( 0 » <n*7r>>. Then

(& 2

Q™ (o +@)A (e I Q(a) = A (e,

- i(p—(n«,0)/2) 0
/ o e
Alm) = < 0 ei(ﬁ<m,&>/2)>
and g(p,-) = Qflgre(/% )Q. Then let

i i#(0)  (na)eit
Ay = A'(p) exp (@(n)e—“n*’” —it(0)

where

and F(/’La ) = Qilgge(ua )Q7 f+ is given by

e90° (1) 975 (1) +F (1) — 090° (1) +975 (17) o F+

with the estimate |fy|,» < €2. Moreover, the conjugation given by the
above argument is Z(u,-) = P(u) - e¥ ") . Q € Bp,»(SU(1,1)). We should
point out that the index n, in the rotation ) is independent of the choice
of p € O, which is key to our proof. O
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We prove Proposition 5.3 by iteration of Lemma 5.2. In the application,
we just take @ = 2w and O = R;. Without loss of generality, we assume
that r < 1 and 7 = 4. Note that since we take p € [0, 5] x ID, we can take
|0| small enough such that

ITs (i) — To(w) |l < !

61115l
V=) - A3)
D(] ('I" — ’F)C()T
sup,, [To(p)[[% " 8 ’

€x <

where Dy = Dg(R, T, d) is the constant defined in Lemma 5.2. By the Implicit
Function Theorem, we can always write

Té('[,h ) — TO(M>ef(M7) = A(/,l/)ef(u7)

with the estimate || f(u,)||r < €x. Then we can define the sequence induc-
tively:

. _ rd7 .
Y r~—r-+1—r 5 ~ 2[lngj|
J T % J Vi - i1 ) -“J— ] 7' .
47+ Tj = Tjt1

Assume that we are at the (j + 1) KAM step, that is, we have already
constructed Z; € i (R x 2T9¢,SU(1,1)) such that

Z9 (1, @+ 2w) T A(p) el W) 20 (0, ) = Aj(u)eff(“’x)
with HfjHTj S €; and

j
(5.18) 2p; = p(2w, A;(p)efi @)y = Z n;,2w)ymodZ for any pu € R;.

By our selection of ¢y, one can check that

Do
(5.19) 6 < ——————(rj = Tj+1)
7= sup,, [A(u)[[C T T

Cot

Indeed, €; on the left side of the inequality decays at least super-exponentially
in j, while (7; — r,;+1)°7 on the right side decays exponentially in j.

Note that (5.19) implies that Proposition 5.2 can be applied iteratively.
Consequently, one can construct

27 (1, + 20) 7 A (0)eh 0 274 () = Agpa (el )

with || fi11llr;,1 < €j41. More precisely, we can distinguish two cases:

Non-resonant case: If for any n € Z¢ with 0 < |n| < N;, we have
1
120; = (n, 2w) |[ryz = €,

1
then we have || 29 (p,-) — Id||,,,, < e; and

p(2w, Ajyr (/i1 7)) = p; - for any € Rp.
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In this case, we just set n;11 = 0.

Resonant case: If for some n, € Z% with 0 < |ni| < Nj, we have
1

1205 — (nx, 2w) IRz < €7,
then we have
2p(2w, AjH(,u)efj“(“")) =2p; + (ny,2w) mod Z for any p € Rp.
In this case, we just set 141 = ns.
By letting Z9t ' (u,-) = Z9(u,-) - Z9+1(p, -), we obtain
Z9 (p, m + 2w) " A(p) el W) 2 (u, z) = Aj+1€fj+1($),

and by (5.18), we always have

T

Jj+1
2pj+1 = p(2w, Aj+1(u)efj+1(“")) =p+ » (nj,2w)modZ for any p € Rj.

i=1

According to [12, Lemma 3], when the rotation number is Diophantine or
rational with respect to the frequency, resonance happens only finitely many
- i
times, that is, if j is large enough, we always have || 27+ (u, -) = Id||,;,, < €2,
and nj11 = 0. Then Z(u,z) = lim Z7(u,x) serves our purpose.
j—o0

5.4. Cantor Spectrum. We also need to establish a result similar to Propo-
sition 4.2 for the model considered in this section. Note that for the same
reason as above, we can focus on the case k # 0.

Proposition 5.4. Denote the tongue boundaries of (2w, Ts(Ae, z)) with label
k#0 by 92[(5). If |A2| < ra(A1) is small enough, we have

oy do;
—s(0) # —(0)

as long as hy, # 0.

Proof. Let 6y = 0 and zg = €. Then the matrix Ty()o, z) has the form

1 e+ Ay —(AeT 0 + )\2)>

Ty(re, ) = < ; o
O T TR e+ da) e g

As we are considering tongue boundaries of the gap with label k, the eigen-
values of Ty are given by Ai(0) = e*¢«) Indeed, by direct computation,
one can show that the eigenvalues are given by

A1 A2 + cos by . ()\1)\2 -+ cos 90)2

Ay = > 5 +iy/1— 5 -

NEITEY) (1= —=A3)
Here we should point that for any given k, there exist two values of 6

that share the same eigenvalue, this is because (2w, Ts(A2, €10)) is the twice
iterate of the cocycle (T, S(a, e?0)).

(5.20)
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7] 2i¢p i D)
Let U = — 7C.O S? . esn 0 be given by Lemma 4.1 such that
Veos20 \e 2% gin 6 cosf
1 ei{k,w) 0
U TOU = < 0 e—i<k,w> ’
Let
Z(x)=U e’ = 0 1 cos éeiLj) €29 sin e e
= (ka) | T = , ~ . (km) ke .
0 eilkT Veos20 \e 29 gin HeZkT cos 9671%

Then we have
Z7 @ + 2w)Th(Ag, ) Z () = Id,
and it conjugates the perturbed cocycle (2w, T5( Ao, €% +7)) into
Z7 (@ + 2w)Ts5(Ag, €00FM) Z (1)
= Z7 (@) Ty (Mg, %) T5 (Mg, /004 Z () = P @OH02(0),
According to (5.11) with §y = 0, we have

P (ial()\za )n+ib1 (A2, 2)B  az(A2,x)n + ba(A2, ) >
az(Ag, z)n + ba(Xe,x)B  —iai(Xe,x)n —ibi(Ae,2)B)

where
i <67i<k,x)(e2i¢> sin 29~ _ )\Qei(60+4¢) sin2 é — cos2 éeﬂ;go>
az(Ag,x) = _ 7
e ) (1 —A3)cos26
ieH k) (26219 5in 0 cos 0 f11 + € sin? O f13 + cos® 0.f12)
ba(A2,x) = ’

(1 — A2) cos 26
where f11, fi2 are defined in (5.9)—(5.10). In this case, they take the form

fii(xa) = MM3(hy —h) — A2h — A3hy — 2X1 Mah cos by,

fi2(ha) = (A2 1 aX2 e M00) £ X A2 R 4 Ao(1 — A2)e 0h, .
By taking averages, we obtain az(A2) = [a2(A2,z)] = 0 and

i . .. . — T
ba(Ag) = —————— ((2*®sin O cos O f11 + € sin 015 + cos® O f12)h_4, )
2(A2) (1= A2) cos 20 (( Ji1 J12 fi2) k)

where we simply denote [e‘i<k’x>fij] = ﬁjﬁ_k for 5 = 1,2. By Corollary 3.1
+
(2),(3), there exist two analytic tongue boundaries 02:(5), and %(0) #

%(0) if and only if ba(A2) # 0.
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Just note

ba(X2) =

=

Y

—ihy (e~4% sin? 0 f19 4+ 2e729 gin 6 cos O f11 + cos? éﬁ)
(1 — A2)cos 26
2
f 11
lfizl  |fiz2] 2|) )
(1 —X2)cos 26 ‘
A key observation here is that there exists a positive number ra(\;) such
that if [Ao| < ra2(A1), we have

. — , - F N2
—ihy, cos? 0 fio <<e_2l¢ tan 602 + fl—1> +1- (

=

fi1(A2)
fi2(A2)

To see this, by taking Ay = 0, we have fn(O) = —)\? and flg(O) = \e 2o,
which implies that (5.21) holds for Ao = 0. Then the conclusion follows via
a simple continuity argument.

According to (5.21) and our choice of A2, and note according to Lemma
41,0 e (=%, %) never takes the value 7, b2(A2) does not vanish if hy, # 0.
This completes the proof. [l

(5.21)

Proof of Theorem 1.2. For k € 7%, let G, be the collection of h € C*(T?, R)
such that the k-th Fourier coefficient of h satisfies izk # 0. Define G =
MiezaGk, clearly, G is generic. By Theorem 5.2, the tongue boundaries 92: ()
of (2w, T5(Xa, €?)) are analytic function of §. By Proposition 5.1, there exists
two branches 0,3:’1»(5) i = 1,2 of the tongue boundary (73, S(«, 2)), according
to its rotation number

2p(T, S(e, €)) = {k, w) mod Z,
or )
20(To,, S(a, €)) = (k,w) + 5 mod Z.

Clearly, they are both real analytic. Indeed, in the case § = 0, this can be
clearly shown in (5.20). As a consequence of Proposition 5.4, these tongue
boundaries have a transversality at the origin § = 0, thus the set of couplings
|0| < € such that certain tongue boundaries coincide is finite. We thus finish

the proof. O
Proof of Theorem 1.3. In the case C,, € SU(1, 1), which means that c}! = ¢22
and c? = ¢2l. In this scenario, we have o} = —02,n € Z and therefore the

Verblunsky coefficients given by (1.11) take the form
Qont1 = 0,242 = 071124-1,71 € Z.

In order to make Theorem 1.2 applicable in the present setting, let c,ll2 =
et (@+1w) “where h,w are as in Theorem 1.2 and A € (0,1). Note that our
discussion in Section 5 shows that Aj, Ay are in a symmetric position. Thus
by taking \; = A\, A2 = 0 in (1.6)—(1.7), we recover agpt1 = 0, Q9,12 =
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Ae(@+(n+1)20) -~ Ope can easily align this extra factor 2 by adjusting either
side. Then Theorem 1.3 follows immediately from Theorem 1.2. ([

APPENDIX A. PROOF OF THEOREM 3.1

In this section, we give a proof of Theorem 3.1, the proof of Theorem 3.2
is very similar. This proof follows the same lines as the proofs of Theorems
4 and 11 in [31], although they are given in different groups.

Let Ag = ¥?* (8 (1)> or 0 with x # 0. For any fixed perturbation

P P(x, 1), we are going to find a counterterm xP*1¢*(u) and a conju-
gation Z = exp(xX) such that
(A1) Zﬁl(x + w)ereXpHP(%H)e*XpHﬁ*(N)Z(I) — Ao

We omit the factor xP*! since it does not affect the iteration process and
still use the notations Pj,n; for xP*1P;,xP*1n;. In order to do this, we
construct the following iterative process:

(A.2) Z1 (x4 w)tedoeli@memmi(k) 73 (1) = eAoelin1 (@) gmnita ()

where Pjy1,7nj4+1 is smaller than P;,n;. The initial choice of P is P and 7 is
to be defined along the iterative process. The relation between 7; and 7,41

is given by & : 1j41 — 75 such that ;41 = &(nj41) — C([Pj(& (nj+1))]), or
equivalently n;11 = 1n;—C([Pj(n;)]). Define Z; = Z7oZ;_1 and &; = §;_10&7.
If Z;,&; converge to some Z,£*, then we have

Z YNz + w)eAOeXpP(z’“)efxpg*(O)Z(x) = e,

Now consider the linearized equation of (A.2), replace all the eX terms by
Id + X and denote the error terms eX — Id — X by E(X). Then we have
the following expressions for the perturbation of the next step:
(A.3)

Pji1 = Piaanjer + E(Pjy)e” " 4 el (=)

= AalE(—Xj(.T + w))Aoerefij + €Pj67njE(Xj)

+ (Bj — ;) X;(x) — Pyn; X + B(P))e" 27 + e E(—n;) 2’

— Ag' Xj(w + w) Ao(X; + Py — 1) — Ay Xj(w + w) Ao (e eV E(X;)

+ (P = nj)X; — P X; + E(Py)e™™ Z; + e B(—n;) 27)
Lemma A.l. (The inductive lemma) Assume (Ag,C,S,w) is admissible
with constants ¢’ and v. Fiz a complex domain

Dj;: |Imz| <pj, |nj]l<o;j

and a constant 0 < 6; < p;. Then there exists a constant K such that if P;

is analytic on Dj and belongs to sl(2,R) for real values (z,7;), and

|Pllp; = sup  ||Pj(z,m;)| <& < Koy,
(z,m;)€D;
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then in the domain
o
Dy tmal <p; 5, il <2
the transformation .
77 = exp(xX;),

where X;(x) satisfies
— Ay X (2 +w) Ao + X (2) + Pi(z,nj) — C([F(z,my)]) = 0, [X;] = S([Fy)),
is real analytic, and the equation
(A.4) nj+1 = nj — C([Pj(x,n;)])
defines a local diffeomorphism & : nj11 € D(0,¢;) — & (nj41) € D(0,2¢;)
such that the equation

Z9 Yz + w) Agels (2,87 (nj41)) g =€ (Mj+1) 73 (z) = Ageli+1@nit1) =N

holds in the domain

DIt Imz| < pi— 05, |nj+1] <€
with the following estimates:
€
(A.5) 1 Xllp,, <M := c(si
J
3
(A.6) IPjt1lpivr < €j41 = €5,
, €
(A?) ||D77j+1£J||Ej <1+ Cli-
J

Proof. Bounds for Pj;1: Recall that Pj;; can be expressed as in (A.3). In
order to estimate || Pj41]| pj+1, we seek to estimate (A.3) term by term. Note
that

e
1Pillp; < €, 1X5lIp; < ez Injall < e sl < 2€;.
J

Thus, || ECX)| ~ X2 gives

2
-1 P; —njr7j i
|Ag E(—X(x+w))Aoe Te" M Z7|| pj+1 ~ HXJ'HQDJ- < 025%
J
and
P —n. 2 2 6]2
lle"ie™ E(X;)| pi+1 ~ ||Xj||Dj <c 52
J
2

€

() = )X (@) = PimiXsllpir < 35
J
Moreover, we have
||er+1E(—77j+1)||Da‘+1 < 2”77j+1||2 = 2€J2‘>

1E(P))e™ 27 + ' B(=1j) 27 || piss ~ |P|D, + InsllD, < 5¢5,
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2
€=
145 X (2 + w) Ao (X + Py — )l prer < 3[1X;][D, < 30257]1,7
J
3
€
145 X(z + w) Ao (e"Te ™ E(X;) + (Pj — 1)) Xj)l| psrer < 3035%7
J
€3
1Pjm; X5l par < 2055,
J
3
. €7
\|A61Xj(x +w)Ao(E(Pj)e M Z; + erE(fnj)ZJ)HDjH < 505%.
J
We put these together and obtain
5¢2 1 3c3e;  Tce;
||Pj+1||Dj+l < Ejz(ﬁ + 57 + 7+ 53]/] + 6y])‘
J J J J
3
In order to get ||Pjt1[|ps+1 < €, we need to pick € such that
(A8) ! 5c2+1+7+3c3ej+7cej 1
) el —+—= .
AU AR TR

Inversion of (A.4): Let FJ(n;) = C([P;(n;)]). Then F7 is analytic on the
ball D(0,0;). By the Cauchy inequality we have

; £, €
y ; / /7‘7
HD’UF](UJ)”%J <c o _%j <2c o5’

where ¢ is a universal constant. Assume that K < min{i, 4%,} We want to
show that the map &’ given by

ni+1 € D(0,¢;) = & (nj1) € D (0, §]>

%5 and therefore

2
. . O'~
1€ ()l < gl + 1FY () < 2¢5 < 2

Moreover, we have

1Dyl <

is well defined. Since ¢; < Ko, we have 2¢; <

7 < & =
”D"7jF H%J 1*2007 g3
where ¢; = 4¢. This verifies (A.7).
In order to perform this iterative process to any order, we need to take
(2) 1 1 Po
€ =€ Tj+1 = € Pj = PO <2 t o5 ) P = 05— 055 05 = 5

Choice of €p: In the one step process, there are three conditions for the
choice of €y, namely:

(AQ) €; < KO’j,
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€j 1
_J 2
1 S C(yx <€

(A.10) 1X;llp

and (A.8). Condition (A.9) is equivalent to 62( .

all j > 0 if we pick
(A.11) e < K3,

< K, which is true for

1(3)j
Condition (A.10) is equivalent to 65(2) < 1(8)"5}, which is true if we
choose €y with

1 2v 1
(A.12) € < min {02 <%> , €Xp <2ulog 4> } )
In order to have (A.8), we need to pick ey with
2v
. Ph 1
A.13 — .
( ) €0 < min { 42V (3¢® + 52 + Te + 8)27 42 }

Therefore, conditions (A.11), (A.12), and (A.13) together give the choice of
€0-
Convergence of &;, Z;: Since ¢ will be the limit of the sequence {£;(0)};, it
follows that C(£) = € and ||£]| < 2¢9. Thus, let us show the convergence of
{&;(0)};. By their definition,

I1€5+1(0) = &(0)| = 11&(€771(0)) = &) < 1DEjllo, 1€ (O],

and by the chain rule, for ||nj41|| < 041,

[D&jlloy41 < IDE o |1 DE oy - |1 DE

1 1
<(I4cro5)-- (1+610]+1) <72 (1+010 ) <exp 01202
7>0

Since 0j41/0; < K < %, we have

ZO’ < UO < 20,

and this implies that [|D&’]|,,, < oo. Therefore, (£;(0)); is a Cauchy se-
quence and it has a limit £, as desired.

Since Zj(x,nj41) = Zj—1(z, & (nj41)) 27 (2,8 (nj11)), (2, m541) € Djy1 for
j>1and Zo(z,m) = Z°,£°(m)), for [Imz| < 82, we have

1Zj41(,0) = Zj (2, 0)]|

= 1Z;(, &7H0) 27 (2, €77(0)) — Z;(x,0)]|

= 1Z;(2, &71(0)) = Zj(2,0) + Z;(w, &F1(0)) (27 (2, €71(0)) — 1d)]

< N1Zj(2, €710)) = Zj(@, 0)l| + [1Z; (=, @ (O))] - 127 (2, €71(0)) — 1d]).

(NI

Ow\»—t

(
(
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Note that Z/*! = exp(xX;+1). Thus we have
127 (2, &710)) = Id]| < 2x]|Xjullpive < 2’X’6§+17
1Z; (2, &1 (0)) ] 10 eXP(leef) < exp <2|X|€é> :

1Z; (2, €1(0)) = Zi(2,0)l < [Py Zjllpasa €7 O)]]-

We need the following estimate for D
we have

HDNj-HZjHDJ""l = HDﬁj-HZj—l('?§j('))Zj('7§j('))“Dj+1
S HD77j (ijlzj)H{lIm:l?|<pj+1}><{|7]j|<20']’+1}||D£]||0'j+1

NZj—1Z\pivr | i
: ——[|D& |64,
0']/2 - 20']+1

2¢ 1 1
< ———exp (2[)(]68) exp (])daj?H) (1+ci0j)

IN

A

w1 Zj- Again by the Cauchy inequality,

o —40j41
C2
<
g5 — 40’j+1

where ¢y is a new constant. Therefore, we have

1Z; (2, €71(0) — Z;(,0)]| < —22HL = 2T < ey02,
oj —40j41 4ol I
O'] — O'j

N |=

where c3 is again a new constant. Putting all these together, we have

1
1Z541(2,0) — Z3(2,0)]| < ( 12l exp <2lx\6§>) o

N

which implies that (Z;(x,0)); is a Cauchy sequence.

Analytic dependence on p: First of all, the proof above can be extended

to P : T¢ — gc with ||P||,, < € and to complex x with |x| < 1, where

gc ={P1+iPy: P, P, € g}. The admissibility of (Ao, C,S,w) guarantees

that for such P, there exists a unique analytic solution X : 2T¢ — g¢ to
e, X] = —(P - C([P])), [X] = S([P)

with an analytic extension to |Imz| < po and the estimate || X|,—s <

c% for all 0 < § < pog.

Now assume that P, y depends analytically on u in a neighborhood of zero.
Let v > 0 be such that |p| < v implies ||P(-, p)|/p, < €0 and |x(p)| < 1. For
these complex values of u, there exists £*(u) € sl(2,R) (with C(&*) = &*
and £*(u) € sl(2,R) for real values of ) and X (-, u) : 2T — sl(2,R) with

analytic extension to [Imxz| < £ such that Z(z,u) = exp(x(u)X(z, 1))
satisfies

Z_l(.'f + w’ M)Aoexp‘i'lp((ﬂ”u,)e—Xp+1€*(/—L)Z(x _|_ w7 'LL) — AO
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for [Imz| < & and |pu| < v. Moreover, if u is real, then P € sl(2,R)
and £*(p) € sl(2,R) and X (x,pu) € sl(2,R) for real 2 € 2T¢. Since the
transformations constructed above can be made analytic in D7 x {|u| < v}
and the convergence is uniform in the complex domain D* x {|u| < v}, the

limits are also analytic there. ([

Proof of Theorem 3.2: The proof of this result follows the same lines
as that of Theorem 3.1, although they have different linearized equations.
That is, there exist X € C¥(T%, g) and Z = exp(xX) such that

Z7 (& + w) exp(xP Ao + X" Pa, i) — xPTE () Z () = X,
and the linear version of this equation is

e XX (14 w)eX M0 1 X (2) = —xP(A(P) ~ CA(QD),

where A(X) = 3X + B7'XB and B = (1 1)- Let X = (XH Xu)-

T2 0 1 Xo1 Xoo
(X —Xo1/2 X11/2+ Xi2 — Xo1/2 — X99/2
Then, A(X) = ( Xo1 Xop + Xo1/2 Moreover,

we have AC' = CA if (eX"40,C, S,w) is admissible and Ag = (8 é) As-
sume that

(Z7(z +w)) " expXP(Ag + x P (z,77) — xn') 7 (x)

= exp x(Ao + x P (w, ?*) — x?*).
Then we have

A(P™h) = A(P) — CA([P (z,77)]))-
Since A=1(0) = 0, and A, C commute, we have
W =0 = C([P(a, ).

This equation is exactly the same as (A.4), and therefore the remainder of
the proof follows from the same arguments as above.

APPENDIX B. PROOF OoF LEMMA 5.3
We need the following result from [6].

Theorem B.1. Let XY, Z be Banach spaces, denote by O the set from
which the external parameter u is chosen, and suppose that U C X and
V C Y are neighborhoods of xo € X and yg € Y, respectively. For some
s,t > 0, define Bs(zg) = {z € X : ||z — zol|x < s},Bi(yo) = {y € Y :
ly — volly < t}. Let ®(z,y;u) € CO(U x V x O,Z) and for each u €
O, (-, ;1) € CHU x V, Z), let Bs(xo) X B(yo) C U x V, and assume that
O (z0,y0; 1) = 0 and Dy®(xo, yo; 1) € L(Y, Z) is invertible. If
t

Dy® (o, yo; 1))z’

sup || ®(x,yo; 1)l z < oIl
Bs(zo)
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_ 1
sup  |[Idy — (Dy®(x0,yo; 1))~ Dy® (@, y; 1)l covyy < 3
Bs(z0)*x Bt (yo)

then there exists y(-, ) € CY(Bs(wo), Be(yo)) such that ®(z,y(z, pu);p) = 0.
In particular, by Proposition 1.2 of [38], we have y(-,p) € C°(Bg(zg) X

O, Bi(o))-
For p € O, define the non-linear functional

®, : BEE(su(1,1),1) x Bo,(su(1,1)) = By<(su(1,1),n)

by
®,(Y,g) = Prpe In(e? (1Y (0t @)AG) g9(n) =Y (),

Clearly, we have ®,(0,0) = 0 and ||®,(0,g)|| < ||g|l». Now we consider the
difference

(Y +Y7, 9) = 2u(Y,9)
=Pore ln(eA*1(#)(Y(u,z—&-&)—I—Y’(M,z—&-@))A(M) 09(1:) e_Y(M,x)_yf(“,z))
—Pore ln(eAfl(u)Y(u,er&)A(u) eg(“vx)e*Y(u,x))
=Pre ln(eA—l(#)(Y(u,z+@)+Y’(u,m+a;))A(#) eg(,u,m)e—Y(p,:n)—Y’(#,x))
AT (Y (e t@)+Y (pa+@)) Alp) p9(1,2) e_y(u,x))

+P,,.In AT (Y (,24+@)+Y (n,z+3)) A(p) eg(u7x)e_y(“’l.))

—Pre 1n(€A*1(M)Y(M,a:+Cu)A(u) eg(u,x)e_yww))
We need the Baker-Campbell-Hausdorff formula:

In(e*e’) =X +Y + %[X, Y]+ %{[X, X, Y] + [V, [X, Y]+,

where [X,Y] = XY —Y X denotes the Lie bracket and - - - denotes the higher
order terms of Lie brackets. Then we have

u(Y +Y',9) — 2u(Y.9)
=P (=Y + AN ()Y (1, 2 + 0)A(p) + O2(Y, Y, 9)).
Let Y =0 and g = 0. Then the higher order terms vanish and we obtain
Dy ®,,(0,0)(Y') = Ppye (=Y (11, ) + A_l(N)Y/(/% x +w)A(p))
= —Y'(p, ) + AN (W)Y (1, & + @) Ap),
Therefore, we have
1Dy @, (0,0) (V)| = || = Y'(.2) + A~ ()Y (w2 + @) Al = Y|
and || Dy ®,(0,0)7 1| <n~l.
Choose s = ¢, t = €2, and n > 13||A“||26%. We have

N|=

1
< €2

€
2 sup [|®,(0,9) x [[Dy®,(0,0) 7 < 26 X 0 < €7,
Sup [ ! 13([A(p)]?

B.s (x())
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and this verifies the first condition of Theorem B.1. In order to verify the
second condition, note that

1Dy @,,(Y, )(Y") = Dy®,,(0,0)(Y")|| = [O(Y, )Y,
< G(LAE Y [l + 1A gl Yl
< 6]l A 2(e2 + €)Yl

This implies that

1
sup || Dy ®,,(0,0) — Dy @, (Y, 9)l < 6] A()[*(e2 + o),
Bs(z0)x Bt (yo)

and therefore

— Dy ®,(0,0) ' Dy®,(Y, )| <

N | =

sup |[[ldg

Beo)x By e

and the second condition holds as well. )
Now we can apply Theorem B.1 to ||g||, < €,n > 13||A(u)||¢2 and obtain

Y (u, ) with [|[Y (i, )|l < e2, which satisfies ®,(Y(u,-),9(p,-)) =0, that is,

AT (WY (et @) A) o9(1,7) o =Y (7). — 09" (1)

I

which is equivalent to

¥ (1aH@) g (1) edm) =Y (1m) — A(p)ed™ (7).
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