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Abstract: We consider Schrödinger operators in �2(Z) whose potentials are given by
independent (not necessarily identically distributed) random variables. We ask whether
it is true that almost surely its spectrum contains an interval. We provide an affirmative
answer in the case of random potentials given by a sum of a perturbatively small quasi-
periodic potential with analytic sampling function andDiophantine frequency vector and
a term of Anderson type, given by independent identically distributed random variables
(with some small-gap assumption for the support of the single-site distribution). The
proof proceeds by extending a result about the presence of ground states for atypical
realizations of the classical Anderson model, which we prove here as well and which
appears to be new.

1. Introduction

In this paper we are interested in the spectrum of random Schrödinger operators. Ques-
tions of this kind can be asked in any dimension, as well as for both the continuum and
the discrete setting. As we explain below, the specific questions we will study turn out
to be difficult even in the simplest setting, and hence we choose said setting to carry out
our investigation.

Thus, we consider discrete one-dimensional Schrödinger operators

[Hωψ](n) = ψ(n + 1) + ψ(n − 1) + Vω(n)ψ(n) (1.1)

in �2(Z) with a random potential Vω : Z → R. For simplicity we will focus on the case
of bounded potentials throughout the paper. The essential features of the problems we
study already arise in this setting.
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Let us bemore specific about the choice of the random potential. Randomness usually
refers to the statement that the {Vω(n)}n∈Z are random variables, defined on a probability
space (�,μ). Beyond that it is quite customary to require these random variables to be
independent. Finally, the standard Anderson model arises once one assumes in addition
that the random variables are identically distributed.

In the case of the Anderson model, that is, when the {Vω(n)}n∈Z are independent
and identically distributed, it is well known that the spectrum of Hω is μ-almost surely
independent of the realization of the potential, that is, the spectrum is non-random in
this sense. Moreover, denoting the common distribution of the {Vω(n)}n∈Z by ν (so that
μ = νZ), the almost sure spectrum can be explicitly described as follows (see, e.g.,
[14,15,30]):

σ(Hω) = [−2, 2] + supp ν =: �AM
ν μ − almost surely. (1.2)

Here, supp ν denotes the topological support of ν. In particular, each connected com-
ponent of the almost sure spectrum is an interval of length at least 4.

As an obvious immediate consequence of (1.2) we see that Cantor-type structures
are impossible for the almost sure spectrum �AM

ν of the Anderson model. Given this
well-known state of affairs, the reader may now observe that the title of this paper
is intentionally provocative, and the immediate reaction of anyone familiar with the
Anderson model is to say: “Yeah, of course!”

Alas, we want to explain and emphasize in this paper that the answer is far from
obvious and, in the setting we will consider, actually not known. To arrive at this setting
we will drop the assumption of identical distribution. The potential in this case is still
given by a collection of independent random variables and hence can and should be
considered to be random. Potentials of this kind are naturally of interest, for example
when modeling (perhaps small) random perturbations of a given deterministic potential.
Indeed, models of this kind have been considered before, with the same motivation, but
usually in the more tractable case of a periodic background potential, in which case one
is able to model a crystal with random impurities; see, for example, [3,13,17,22,31,32,
34,42,50,51] for a partial list of papers studying this model. However, in this special
case the answer to the question in the title of the paper is still “yes” for obvious reasons:
the deterministic spectrum already contains intervals, which are typically only enlarged
by the random perturbation.

The situation becomes much more difficult if the spectrum of the deterministic
background model does not contain any intervals. In this case, the expert in random
Schrödinger operators may still suspect a positive answer, but we challenge said expert
to come up with a proof that works in complete generality.

Having set up the problem we want to study, let us now make it more concrete.
First, observe that for an arbitrary deterministic background potential Vbg and an i.i.d.
perturbation {VAM

ω }ω∈�, there is no general reason for the spectrum of the operator Hω

with potential

Vω = Vbg + VAM
ω (1.3)

to be the same for μ-almost every ω ∈ �. Thus, we may want to restrict to a situation
where such a non-random spectrum exists. Secondly, since we want to consider a case
where the deterministic spectrum is a Cantor set (to make the question in the title of the
paper as challenging aswewant it to be), andCantor spectra aremost commonlyobserved
for almost periodic potentials (recall that a bounded potential is called almost periodic
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if the set of its translates is relatively compact in �∞; the literature of the associated
Schrödinger operators is vast; see, e.g., [1,14,21,39] for some references relevant to the
Cantor spectrum issue in the almost periodic context), we may and should consider the
case of an almost periodic Vbg. A side benefit of doing so is that in this case, there indeed
is a well defined non-random spectrum, as we will explain later.

Thus, we arrive at the following:

Problem 1.1. If Vbg is almost periodic and {VAM
ω (n)}n∈Z are i.i.d. random variables

with a common compactly supported single-site distribution ν that is non-degenerate
(i.e., we have #supp ν ≥ 2), is it true that the almost sure spectrum of the operator Hω

given by (1.1) and (1.3) must contain an interval?

Of course the non-degeneracy assumption in Problem 1.1 is necessary, as the answer
is otherwise clearly negative (just take an almost periodic background potential forwhich
Cantor spectrum has been verified and ν = δ0).

Our purpose in this paper is twofold.On the one handwewish to propose and advertise
some problems centered around the structure of the spectrum of a random Schrödinger
operator (when identical distribution fails) we believe are both open and interesting.
Problem 1.1 is the first such problem. However, it is possible that solving it completely
is within reach, given current technology, and hence we will formulate more challenging
problems below. On the other hand we wish to prove a result that answers Problem 1.1
under additional assumptions. In doing so we also propose some ideas, and a road map,
related to a possible eventual complete solution of Problem 1.1.

Let us first formulate the more challenging problems. We can ask the same question
as in Problem 1.1, but without assuming the almost periodicity of Vbg. One reason is
that there are non-almost periodic background potentials known for which the spec-
trum is a Cantor set, such as Fibonacci [46,47] and more general potentials: Sturmian
potentials [6], aperiodic potentials generated by primitive substitutions [10,37,38], or
elements of aperiodic Boshernitzan subshifts [19,20]. Once an i.i.d. perturbation of such
a background potential is considered, operators would arise that can for example model
a one-dimensional quasicrystal with random impurities, which is certainly a model of
interest. Another reason is that there may be other choices of background potentials for
which the spectrum of the deterministic operator does not contain any intervals, but for
which even ergodicity fails. In the latter case one should be careful about the expec-
tation that there is a non-random spectrum after the addition of an i.i.d. perturbation.
Nevertheless, note that the spectrum of Hω contains an interval if and only if the essen-
tial spectrum of Hω contains an interval, and the latter set is almost surely non-random
even in the absence of ergodicity due to Kolmogorov’s zero-one law. We explain this
observation in more detail in the appendix; see Theorem B.1.

Problem 1.2. If a bounded Vbg : Z → R is given and {VAM
ω (n)}n∈Z are i.i.d. random

variables with a common compactly supported single-site distribution ν that is non-
degenerate (i.e., we have #supp ν ≥ 2), is it true that with μ = νZ, the set �, which for
μ-almost every ω is equal to the essential spectrum of the operator Hω given by (1.1)
and (1.3), must contain an interval?

Remark 1.1. As mentioned above, we limit our attention in this paper to the case of
bounded potentials. On the one hand, this is done for the sake of simplicity. On the other
hand, the way Problem 1.2 is formulated, it would be possible to find counterexamples
without the boundedness assumption on Vbg (cf. Appendix A) and hence boundedness
of Vbg is not only a convenient assumption, but it also cannot be dropped.
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Remark 1.2. Another open question related to Problems 1.1 and 1.2 that we would like
to mention briefly is whether the spectrum of (1.1) with potential given by (1.3) with a
periodic Vbg must be a finite union of intervals. This question seems to have beautiful
connections to a dynamical question on a description of the hyperbolicity locus of actions
of finitely generated semigroups of SL(2,R) matrices discussed in [2,52]. We do not
discuss this here, since it would lead us too far from the main subject of the paper, but
would like to refer the interested reader to an upcoming publication [51] for details.
We also mention that restrictions on the gap structure are imposed by the gap labeling
theorem [5,15,16].

At this point one may as well subsume the value Vbg(n) in the distribution of Vω(n),
namely it will be given by Vbg(n)+ν. In other words, one is dealing with an n-dependent
distribution at site n, which in turn suggests how the model can be generalized: the
distribution at site n can be of a general nature and does not need to take the form
Vbg(n) + ν. We arrive at

Problem 1.3. If the {Vω(n)}n∈Z are independent random variables with single-site dis-
tributions {νn}n∈Z with supports that are uniformly bounded and variations that are
uniformly bounded away from zero, is it true that with μ = ∏

n∈Z νn, the set �, which
for μ-almost every ω is equal to the essential spectrum of the operator Hω given by
(1.1), must contain an interval?

Summarizing this discussion, we believe that Problems 1.1–1.3 are both open and
interesting, and they are progressively harder to affirm (resp., easier to show to admit
counterexamples).

Remark 1.3. As a final general remark pertaining to the non-stationary case, we point out
that the issue studied here, namely the topological structure of the almost sure (essential)
spectrum, is as of yet poorly understood, whereas a different, but equally interesting and
important, issue is much better understood: it was shown in [24] that in the setting of
Problem 1.3, the corresponding Schrödinger operators exhibit Anderson localization in
both the spectral and the dynamical version, that is, the spectral type is almost surely
pure point, the corresponding eigenfunctions decay exponentially, and initially localized
wave packets do not travel off to infinity under the associated Schrödinger time evolu-
tion. Related earlier work can be found in [36], where a method was developed that can
prove localization in the non-stationary case with absolutely continuous distributions
under some additional assumptions. Moreover, in [33] the continuum “crooked” An-
derson model (which can be considered an analog of the non-stationary random case)
is investigated, and localization is proved under a Hölder continuity assumption on the
distributions.

Having formulated open problems that we hope will intrigue some of the readers and
generate some research activity, let us now turn to our partial answer to Problem 1.1.
We will exhibit a collection of almost periodic background potentials Vbg for which we
will provide an affirmative answer to the problem. This collection is commonly referred
to as “perturbatively small quasi-periodic potentials with analytic sampling function
and Diophantine frequency.” For such potentials, it is well known that the resulting
spectrum is generically a Cantor set. What we do here is add a non-degenerate i.i.d.
perturbation and prove the existence of an interval in the almost sure spectrum of the
resulting Schrödinger operator. We begin with the existence of the almost sure spectrum,
which holds under quite weak assumptions.
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Theorem 1.1. Suppose T : X → X is a minimal homeomorphism of a compact metric
space X and f ∈ C(X,R). Suppose further that ν is a compactly supported single-site
distribution. Then there is a compact �ν ⊂ R such that for every x ∈ X and μ = νZ-
almost every ω, we have σ(Hω) = �ν , where Hω is given by (1.1) and (1.3) with
Vbg(n) = f (T n x).

Remark 1.4. (a) Minimality means that every T -orbit is dense, that is, we have

X = {T n x : n ∈ Z} for every x ∈ X.

(b) Every almost periodic background potential can be written in this way. Indeed, X
can be chosen to be the hull of the given almost periodic potential, obtained by the
�∞-closure of the set of its translates, T is the shift, and f is the evaluation at the
origin.

We have the following monotonicity result, which in the case of zero background is
known as Kotani’s support theorem; compare [15,35].

Theorem 1.2. Suppose T : X → X is a minimal homeomorphism of a compact metric
space X and f ∈ C(X,R). Using the notation from Theorem 1.1, we have

supp ν1 ⊆ supp ν2 ⇒ �ν1 ⊆ �ν2 . (1.4)

Remark 1.5. Theorem 1.2 permits us to restrict our attention to the case where the i.i.d.
portion of the random potential is given by the Bernoulli-Anderson model. That is, if
one is able to identify intervals in�ν1 for some ν1 with #supp ν1 = 2, then any ν2 whose
topological support supp ν2 contains the two elements of supp ν1 will be such that �ν2

contains an interval as well. Put differently, given an arbitrary ν2, we choose two suitable
elements of supp ν2, assign non-zero probabilities to each, and study the resulting ν1.

Theorem 1.3. Given d ∈ N, f ∈ Cω(Td ,R), and α ∈ T
d Diophantine, there exists

c1 > 0 such that for 0 ≤ c < c1 the following folds. There is λ0 > 0 such that for every
compactly supported and non-degenerate single-site distribution ν with

inf{|E − Ẽ | : E, Ẽ ∈ supp ν, E 
= Ẽ} < λ0, (1.5)

the almost sure spectrum �ν associated with Hω given by (1.1) and (1.3) with Vbg(n) =
c f (θ + nα) contains an interval.

Remark 1.6. (a) Here, α ∈ T
d is called Diophantine if there exist constants τ, K > 0

such that for every m ∈ Z
d \ {0}, we have

dist (m · α,Z) ≥ K

|m|τ .

The relevance of our assumptions on f , α, and c1 is that in the proof of Theorem 1.3
we want to apply the reducibility result from [25], which was established under
these assumptions. Indeed we only apply that reducibility statement at the top of
the spectrum, where the rotation number vanishes; see specifically Proposition 4.1
below. This is the only place where these assumptions enter in our discussion, and
hence any similar reducibility result that is applicable at the top of the quasi-periodic
spectrum and holds under weaker assumptions will be sufficient for our proof.

(b) A single-site distribution ν is considered to be non-degenerate if #supp ν ≥ 2.
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(c) The condition (1.5) holds as soon as supp ν is not discrete, for example when ν is not
pure point. If, on the other hand, supp ν is discrete, then (1.5) requires at least two of
its elements to be sufficiently close.

(d) The statement about the existence of the almost sure spectrum �ν holds in greater
generality andwill be proved under the appropriate set of assumptions inAppendixB.
On the other hand, our proof of the statement that �ν has non-empty interior does
currently require the setting described inTheorem1.3. It would certainly be of interest
to prove this conclusion under weaker assumptions.

(e) For more recent work studying a combination of quasi-periodicity and randomness,
see [4,7,12].

(f) The key idea in the proof of Theorem 1.3 is that for a fixed phase θ and every energy
in a small “left”-neighborhood of the top of the almost sure spectrum, one may
generate realizations of the random potential so that the resulting operator admits
an exponentially decaying eigenvector corresponding to the energy in question. As a
result, each of these energiesmust be an eigenvalue of that operator, and consequently
belong to the almost sure spectrum (since the spectrum associated with any fixed
realization of the random potential must be contained in the almost sure spectrum;
see, e.g., [15, Section 4.9]).

The proof of Theorem 1.3 will require some preparatory work that actually concerns
the classical Anderson model. While it would strictly speaking not be necessary to first
consider the case of zero background potential, we have decided to proceed in two steps
for the following reasons:

(1) The results we prove for the classical Anderson model are interesting in their own
right and hence deserve to be formulated and proved in this setting.

(2) The extension from zero background to quasi-periodic background is then easier to
process, as it will become clear that what is happening in the proof of Theorem 1.3
is really the analog of a well-motivated and more classical problem associated with
the Anderson model.

We will employ the reduction to the Bernoulli case described in Remark 1.5. Thus,
we consider the classical Anderson model in this special case as well. Without loss of
generality (i.e. up to a shift in energy, which of course does not affect the topological
structure of the spectrum because it results in a mere translation), we will consider the
case where the two values are given by 0 and λ > 0. By (1.2), the almost sure spectrum
is then given by

�(Hω) = [−2, 2] ∪ [−2 + λ, 2 + λ], (1.6)

and in particular the top of the spectrum is equal to 2 + λ. The top of the spectrum
will play a crucial role in this paper. We will refer to it as the ground state energy and
investigate the question of whether there is a corresponding ground state. In classical
settings (i.e., for typical atomic models; compare, e.g., [49, Chapter 10]) the ground
state is always a strictly positive bona fide eigenfunction, but square-summability does
not always have to hold. As we discuss in Appendix C, a more widely applicable notion
involves Gilbert-Pearson’s subordinacy property. We will prove the following result for
the classical Bernoulli-Andersonmodel, which shows that there aren’t even any decaying
positive solutions at the top of the almost sure spectrum for any realization of the random
potential, andwhichwill be our first step towards developing the techniques for the proof
of Theorem 1.3.
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Theorem 1.4. Suppose that supp ν = {0, λ} for some λ > 0. Given an arbitrary ω ∈
� = (supp ν)Z and a solution u of the difference equation

u(n + 1) + u(n − 1) + VAM
ω (n)u(n) = Eu(n), n ∈ Z (1.7)

at energy E = 2 + λ that has strictly positive entries, we must have

lim inf
n→∞ u(n) > 0 or lim inf

n→−∞ u(n) > 0. (1.8)

Remark 1.7. (a) Aswasmentioned above, the energy E = 2+λ is the top of the spectrum
of HAM

ω for μ = νZ-almost every ω ∈ �, and Theorem 1.4 shows that for none of
theseω’s, this energy is actually an eigenvalue. In other words, for typical realizations
of the Bernoulli-Anderson model, there is no square-summable ground state.

(b) However, the conclusion from part (a) has a much more direct proof, which was
pointed out to us by Svetlana Jitomirskaya: Suppose to the contrary that there exists
an ω ∈ (supp ν)Z so that 2 + λ is an eigenvalue of Hω. Denote by ψ ∈ �2(Z) a
corresponding normalized eigenvector, that is, Hωψ = (2 + λ)ψ and ‖ψ‖ = 1.
Denote by ωmax the sequence in (supp ν)Z for which all entries are equal to λ. Then,

2 + λ = 〈ψ, Hωψ〉 ≤ 〈ψ, Hωmaxψ〉 < 2 + λ.

Here the first inequality holds since Hω ≤ Hωmax (which is obvious) and the second
holds since Hωmax has no eigenvalues and obeys Hωmax ≤ 2 + λ (both of which are
well known). This contradiction shows that our assumption was wrong and Hω does
not have 2 + λ as an eigenvalue.

(c) Given the discussion in part (b), the main value of Theorem 1.4 lies in establishing
the stronger non-decay property and in introducing some ideas and methods that
eventually will lead to the proof of our main result, Theorem 1.3.

(d) Soshnikov [45] and Bjerklöv [8,9] have studied certain strongly coupled quasi-
periodic models for which they showed that, for a suitably chosen phase, the top
of the spectrum is an eigenvalue admitting an exponentially decaying eigenvector.
Some of these models are known to display Anderson localization. We therefore see
that the two most popular localized Schrödinger operators in one space dimension
behave differently in this particular regard.

As a complementary result, let us then show that for sufficiently small values of λ,
there are some atypical realizations of the randompotential (i.e., they do not belong to the
full-measure set for which the spectrum coincides with �AM

ν ) for which the difference
equation corresponding to the energy at the top of the spectrum actually does admit a
square-summable ground state. Indeed this happens for ground state energies from a
non-degenerate interval:

Theorem 1.5. For any sufficiently small λ > 0, there exists an interval (2+λ−ε, 2+λ),
ε > 0, such that for any E ∈ (2 + λ − ε, 2 + λ), there exists a bi-infinite sequence
of 0’s and λ’s such that E is the maximal energy in the spectrum of the Schrödinger
operator with potential given by that sequence, E is an eigenvalue of this operator,
and the corresponding eigenfunction is exponentially decaying and has strictly positive
components.

Remark 1.8. While the realizations that are discussed in Theorem 1.5 are atypical (i.e.
of zero νZ-measure), they form a set that is not too small. In particular, it has positive
Hausdorff dimension for each E close to 2 + λ, see Proposition 3.1 below.



1590 D. Damanik, A. Gorodetski

A consequence of this result, which at first sight appears to have no importance in this
context, is that the interval (2+λ−ε, 2+λ)must belong to the almost sure spectrum�AM

ν .
Of course we knew that already from (1.6), but the main point is that this particular way
of seeing that the interval in question belongs to the almost sure spectrum will extend
to the case of quasi-periodic background and hence provide us with the key mechanism
we will use to establish Theorem 1.3; compare Remark 1.6.(f).

The Organization of This Paper

In Sect. 2 we establish the absence of decaying generalized ground states in Bernoulli
Anderson models for typical realizations as stated in Theorem 1.4.

Thenwe show thepresenceof ground states inBernoulliAndersonmodels for atypical
realizations in Sect. 3. In particular, we prove Theorem 1.5, but we also show that the
set of these atypical realization, while of measure zero, is not small in the sense that it
has positive Hausdorff dimension (see Proposition 3.1).

In Sect. 4 we prove our main result, Theorem 1.3, by first establishing an analog of
Theorem 1.5 for suitable quasi-periodic background potentials (see Theorem 4.1), and
then deriving Theorem 1.3 from it.

We conclude the paper with several appendices that contain material that elucidates
the material in the main body of the paper further, as well as tools needed there which
are likely known but for which we could not find a reference that presents them in the
exact form needed.

In Appendix A we exhibit an example of an unbounded background potential such
that no random perturbation with compactly single-site distributions can produce any
intervals in the spectrum.

Wediscuss the existence of the almost sure spectrum (resp., essential spectrum) inAp-
pendix B. In particular, we prove Theorems 1.1 and 1.2, and we also prove the existence
of an almost sure essential spectrum under very weak assumptions (see Theorem B.1).

Finally, we provide a discussion of generalized ground states in Appendix C. Here
we consider solutions to the associated difference equation at energy given by the top of
the spectrum (the ground state energy) that are smallest among all solutions in a suitable
sense. We show that the notion of subordinacy due to Gilbert and Pearson provides
for a suitable smallness concept that, when combined with a positivity property, allows
us to prove the existence of generalized ground states in this sense in a very general
setting. Specializing then to the small quasi-periodic background case of interest to us,
we explain how reducibility results established via KAM methods can single out the
generalized ground state as the unique bounded solution at the top energy.

2. Absence of Ground States in Bernoulli Anderson Models for Typical
Realizations

In this section we prove Theorem 1.4. Thus, we consider the Bernoulli Anderson model
and show that at the top of the almost sure spectrum, the difference equation (1.7) does
not admit any decaying positive solutions.

Proof of Theorem 1.4. Define

B =
(
2 −1
1 0

)
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and

�a =
(
2 + a −1
1 0

)

=
(
1 a
0 1

)

B.

The unit vector

(
cosψ

sinψ

)

is parallel to the vector

(
cotψ
1

)

. An application of the matrix

�a to the vector

(
z
1

)

gives a vector parallel to

(
2 + a − 1

z
1

)

, so let us consider the map

Fa : R+ → R given by

Fa(z) = 2 + a − 1

z
,

Consider the transfer matrices

�0 =
(

E −1
1 0

)

and �λ =
(

E − λ −1
1 0

)

.

Set the energy to be E = 2 + λ. The corresponding projective maps act on the points in
the first quadrant (with the vectors in the first quadrant parameterized by the cotangent
of the argument) by

Fλ : x �→ 2 + λ − 1

x
and F0 : x �→ 2 − 1

x
.

Let ω ∈ {0, λ}Z be given and suppose that u is a solution of (1.7) (where VAM
ω (n) =

ωn ∈ {0, λ}) with E = 2 + λ that has strictly positive entries. Set xn = u(n+1)
u(n)

. Notice
that the projective map generated by �ωk |E=2+λ corresponds to F0 if ωk = λ and to
Fλ if ωk = 0. Also, if A ∈ SL(2,R), v is a unit vector that corresponds to the point
x ∈ T on the unit circle, and f : T → T is the projective map that corresponds to the
linear map A, then it is known that | f ′(x)| = 1

‖Av‖2 (indeed, due to the existence of the
polar decomposition it is enough to check this for a diagonal matrix A, in which case
the calculation becomes explicit). Since the parameterizations by the cotangent of the
argument in a compact arc inside of the first quadrant only adds a boundedmultiplicative
factor to the derivative of a map, in view of the discussion in Appendix C it is enough to
show that if {xn}n∈Z is a sequence of positive real numbers such that for some sequence
{ηn} ∈ {0, λ}Z (specifically, ηn = λ − ωn), we have Fηn (xn) = xn+1, then

lim sup
n→∞

(Fηn ◦ . . . ◦ Fη1 ◦ Fη0)
′(x0) < ∞ (2.1)

or

lim sup
n→∞

(F−1
η−n

◦ . . . ◦ F−1
η−1

)′(x0) < ∞. (2.2)

Notice that for any x > 0, (Fλ)
′(x) = F ′

0(x) = 1
x2
. The map F0 has one fixed point,

namely F0(1) = 1, and that fixed point is semi-stable, that is, F ′
0(1) = 1, and for any

x ∈ (0, 1), we have F−k
0 (x) → 1 as k → +∞, and for any x > 1 we have Fk

0 (x) → 1
as k → +∞.
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1

1

x

F0

Fλ

xatt = 1 + λ
2 +

√
λ + λ2

4xrep = 1 + λ
2 −

√
λ + λ2

4

Fig. 1. The maps F0 and Fλ

Themap Fλ has twofixed points, 1+ λ
2±

√
λ + λ2

4 .One of them, xatt = 1+ λ
2 +

√
λ + λ2

4 ,

is attracting, and another one, xrep = 1 + λ
2 −

√
λ + λ2

4 , is repelling (Fig. 1).

Let us consider now the possible cases of dynamical behavior of the iterates of x0
under the sequence of maps {Fηn }n∈Z, assuming xi > 0 for all i ∈ Z.

If for some n ∈ Z, we have xn ∈ (0, xrep), then Fηn (xn) = xn+1 < xn , and eventually
we would have xn+k < 0 for some k > 0, which contradicts our assumption that xi > 0
for all i ∈ Z.

Denote Iλ = [1, xatt ]. Notice that Iλ is a “trapping interval” for the maps F0 and Fλ,
that is, F0(Iλ) ⊂ Iλ and Fλ(Iλ) ⊂ Iλ. Since maxx∈Iλ(|F ′

0(x)|, |F ′
λ(x)|) ≤ 1 if xn ∈ Iλ

for some n ∈ Z, then xn+k ∈ Iλ for all k > 0, and

lim sup
k→∞

(Fηn+k ◦ . . . ◦ Fηn )
′(xn) < ∞,

which implies that (2.1) holds in this case. Similarly, the interval Îλ = [xrep, 1] is a
“trapping region” for the maps F−1

0 and F−1
λ , and if xn ∈ Îλ for some n ∈ Z, then

(2.2) holds in this case. Finally, if xn > xatt , then either xn+k < xatt for some k > 0,
and one of the cases above can be applied, or xn+k ≥ xatt for all k > 0, and since
|F ′

0(x)|, |F ′
λ(x)| < 1 if x ≥ xatt , we have (2.1). This completes the proof of the theorem.

��
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3. Presence of Ground States in Bernoulli Anderson Models for Atypical
Realizations

Knowing that the maximum of the almost sure spectrum of the Bernoulli Anderson
model is never an eigenvalue (for any realization), and hence no ground state exists in
the classical sense whenever this particular energy, 2 + λ, happens to be the top of the
spectrum of a specific realization of the random potential (which is true almost surely),
one may wonder whether an energy strictly smaller than 2 + λ can be the top of the
spectrum and admit a ground state in the classical sense, that is, whether there is a
square-summable positive solution at that energy. Theorem 1.5 asserts that this scenario
indeed occurs for some realizations if λ > 0 is small enough and the energy in question
is sufficiently close to 2 + λ. We begin by proving this theorem and explore later in this
section how large in the sense of Hausdorff dimension the set of realizations is for which
this can be verified.

Proof of Theorem 1.5. Suppose that λ > 0 is sufficiently small, in particular such that
the following inequalities hold:

(1 − λ)

√

λ +
λ2

4
− λ

2
− λ2

2
> 0 and

√

λ +
λ2

4
>

3λ

2
. (3.1)

Suppose that E = 2 + λ − a, where a ∈ (0, λ) is small, a � λ. Consider the transfer
matrices for this energy E :

�0 =
(

E −1
1 0

)

=
(
2 + λ − a −1

1 0

)

and

�λ =
(

E − λ −1
1 0

)

=
(
2 − a −1
1 0

)

.

The corresponding projective maps act on the points in the first quadrant (parameterized
by the cotangent of the argument) by

Fλ−a : x �→ 2 + λ − a − 1

x
and F−a : x �→ 2 − a − 1

x
.

The map Fλ−a has two fixed points, the repelling xrep = xrep(λ − a) and the attracting
xatt = xatt (λ − a). The map F−a does not have any fixed points, and for any x > 0, we
have F−a(x) < x . Notice that for any x > 0, we have (Fλ−a)′(x) = (F−a)′(x) = 1

x2
.

For a small positive δ > 0, denote by Iλ,a,δ the interval Iλ,a,δ = [1 + δ, xatt (λ − a)].
Lemma 3.1. Given a small λ > 0, for all sufficiently small a > 0 and δ > 0 and for
any x ∈ Iλ,a,δ , we have F−1−a (x) ∈ Iλ,a,δ or F−1

λ−a(x) ∈ Iλ,a,δ (it is possible that both
statements hold).

Proof. If λ > 0 is small, then F0(xatt (λ)) > Fλ(1). Indeed, this is equivalent to the first
inequality in (3.1). By continuity, for any sufficiently small a > 0 and δ > 0, we have
F−a(xatt (λ−a)) > Fλ−a(δ). This implies that Iλ,a,δ ⊂ F−a(Iλ,a,δ)∪ Fλ−a(Iλ,a,δ), and
Lemma 3.1 follows. ��

Denote Îλ,a,δ = [xrep(λ − a), 1 − δ].
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Lemma 3.2. Given a small λ > 0, for all sufficiently small a > 0 and δ > 0 and for
any x ∈ Îλ,a,δ , we have F−a(x) ∈ Îλ,a,δ or Fλ−a(x) ∈ Îλ,a,δ (it is possible that both
statements hold).

Proof. If λ > 0 is small, then F−1
0 (xrep(λ)) < F−1

λ (1). Indeed, this is equivalent to the

inequality
√

λ + λ2

4 > 3λ
2 , which is satisfied if λ > 0 is sufficiently small.

By continuity, for any sufficiently small a > 0 and δ > 0wehave F−1−a (xrep(λ−a)) <

F−1
λ−a(1 − δ). This implies that Îλ,a,δ ⊂ F−1−a ( Îλ,a,δ) ∪ F−1

λ−a( Îλ,a,δ), and Lemma 3.2
follows. ��

The next statement is clear.

Lemma 3.3. Given a small λ > 0, for all sufficiently small a > 0 and δ > 0 and any
x ∈ Iλ,a,δ , there exists k > 0 such that Fk−a(x) ∈ Îλ,a,δ .

Now, for any x ∈ Iλ,a,δ , we can use Lemma 3.1 to generate a sequence of maps
such that under the application of their inverses, the orbit of x remains in Iλ,a,δ and the
corresponding derivative increases exponentially, and Lemmas 3.2 and 3.3 can be used
to construct a forward sequence of iterates with similar properties. This gives a solution
that is an eigenfunction that corresponds to the energy E = 2 + λ − a and has positive
entries (hence is a ground state). ��

It is clear that Theorem 1.5 gives for each energy close to 2 + λ uncountably many
realizations of the random potential such that the energy in question is the ground state
energy and an eigenvalue. In fact, one can show that this set of realizations is actually
large in other ways. For example, the following statement holds:

Proposition 3.1. In the setting of Theorem 1.5, for any energy E ∈ (2 + λ − ε, 2 + λ),
the set of bi-infinite sequences of 0’s and λ’s such that for each of them E is the maximal
energy in the spectrum of the associated Schrödinger operator has positive Hausdorff
dimension.

Notice that we do not need to specify a metric in the space of bi-infinite sequences as
soon as it is one of the standard metrics, such as for example

d(ω, ω̄) =
{
0, if ω = ω̄;
2−k, ωi = ω̄i if |i | < k and either ωk 
= ω̄k, orω−k 
= ω̄−k

or

d(ω, ω̄) =
∞∑

n=−∞
2−|n||ωn − ω̄n|,

since a Hölder homeomorphism sends a set of positive Hausdorff dimension to a set of
positive Hausdorff dimension. Proposition 3.1 is implied by the following statement:

Proposition 3.2. Let � = {0, 1}N = {ω = ω1ω2 . . . ωi . . .} be the space of sequences
of 0’s and 1’s equipped with a standard metric, e.g

d(ω, ω̄) =
{
0, if ω = ω̄;
2−k, ωi = ω̄i if i < k and ωk 
= ω̄k .

Suppose N ∈ N and denote by WN the space of all finite sequences of 0’s and 1’s
of length at most N (empty sequence included). Denote by W the space of all finite
sequences of 0’s and 1’s, and suppose that a map g : W → WN is given.

Let W̃ be the smallest space of finite words that has the following properties:
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1) The empty word belongs to W̃ ;
2) If a finite word a is from W̃ , then the concatenation of a, g(a), and 0, as well as

concatenation of a, g(a), and 1, belong to W̃ .

Define �̃ ⊂ � to be the set of sequences ω ∈ � such that for any m ∈ N, there is a
finite word w ∈ W̃ of length at least m such that ω starts with w.

Then dimH �̃ ≥ 1
N+1 dimH �. In particular, �̃ has positive Hausdorff dimension.

Remark 3.1. It is clear from the proof that an analog of Proposition 3.2 for the space of
bi-infinite sequences also holds, and can be proven in a very similar way.

Proof of Proposition 3.2. Consider the oriented tree T whose vertices are the elements
of W̃ , whose root is given by the empty word, and whose edges are given by a → b
if and only if b is a concatenation of a, g(a), and 0, or a concatenation of a, g(a), and
1. An infinite branch of T corresponds to a sequence from �̃. Notice that any ω ∈ �̃

corresponds to exactly one infinite branch, and hence it can be obtained in a unique way
as the limit of the sequence of finite words of the following form:

a0 = ∅
a1 = a0g(a0)i1, where i1 ∈ {0, 1}
a2 = a1g(a1)i2, where i2 ∈ {0, 1}
. . .

ak = ak−1g(ak−1)ik, where ik ∈ {0, 1}
. . .

Consider the map G : �̃ → � given by

G(ω) = i1i2 . . . ik . . . .

Notice thatG is onto.Let us show thatG isHölder continuous. Indeed, ifd(G(ω), G(ω̄)) =
2−k , then at most k(N + 1) first elements of ω and ω̄ can coincide, that is, d(ω, ω̄) ≥
2−k(N+1). Therefore,

d(G(ω), G(ω̄)) = 2−k =
(
2−k(N+1)

) 1
N+1 ≤ (d(ω, ω̄))

1
N+1 .

It is well known (and easy to check) that if for some metric spaces X and Y a map
G : X → Y is β-Hölder continuous (i.e. dY (G(x1), G(x2)) ≤ C(dX (x1, x2))β for
all x1, x2 ∈ X and some C, β > 0), then dimH Y ≤ 1

β
dimH X . Hence dimH � ≤

(N + 1) dimH �̃, and hence

dimH �̃ ≥ 1

N + 1
dimH � > 0,

as claimed. ��
Proof of Proposition 3.1. In the proof of Theorem 1.5, in order to construct a sequence
of iterates of the maps Fλ−a and F−a that leads to the construction of the required
eigenvector, one has to use Lemma 3.1 and Lemma 3.2. On some steps the choice of one
of the two maps is determined, and in some cases it is arbitrary. The combinatorics is
described by the setting of Proposition 3.2, and hence the conclusion of Proposition 3.2
implies Proposition 3.1. ��

We suspect that the set of realizations in question has Hausdorff dimension that tends
to the full Hausdorff dimension as λ, a → 0, but do not elaborate on that here.
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4. Intervals in the Spectrum of Random Perturbations of Quasi-Periodic
Operators

Let us now consider the case of a quasi-periodic background potential. Specifically, we
wish to prove Theorem 1.3. That is, we want to consider the case where the potential is
given by a small analytic quasi-periodic sequence with Diophantine frequency and an
Anderson part and show that the almost sure spectrum contains an interval. Recall that
Theorem 1.2 exhibits a monotonicity property of the almost sure spectrum that allows
us to work with Bernoulli randomness.

Namely, let us consider the discrete Schrödinger operator (1.1) with a potential of
the form (1.3), where the background potential is of the form Vbg(n) = c f (θ + nα) with
an analytic function f : Td → R, a coupling constant c ≥ 0, and θ, α ∈ T

d , and the
random piece VAM

ω is of Bernoulli type and generated by a single-site distribution ν

with supp ν = {0, λ} for some λ > 0. Let us denote the background operator (i.e., the
Schrödinger operator with potential Vbg, without the random piece) by Hbg,c.

Theorem 4.1. Suppose that α is Diophantine, the phase θ is arbitrary, the function
f : Td → R is analytic, and the coupling constant c > 0 is sufficiently small. Let E∗

c be
the largest energy in the spectrum of Hbg,c. For any sufficiently small λ > 0, there exists
an interval (E∗

c + λ − ε, E∗
c + λ), ε > 0, such that for any E ∈ (E∗ + λ − ε, E∗ + λ),

there exists an ω ∈ {0, λ}Z such that E is the maximal energy in the spectrum of
the corresponding operator Hω whose potential term Vω(n) is the sum of Vbg(n) =
c f (θ + nα) and the {0, λ}-Bernoulli-Anderson term VAM

ω (n), E is an eigenvalue of Hω,
and the corresponding eigenfunction is exponentially decaying and has strictly positive
components.

Remark 4.1. (a) Notice that Theorem 4.1 is an analog of Theorem 1.5, and this clarifies
why we stated and proved the latter theorem – really to exhibit the key ideas in a
simpler setting.

(b) It would be interesting to see whether an analog of Theorem 1.4 holds in the present
setting as well, that is, the top of the spectrum is such that no decaying solutions
exist, provided that the potential is given by the sum of a suitable Bernoulli Anderson
term and a small analytic quasi-periodic term with Diophantine frequency. Note that
if we allow the quasi-periodic term to be large, then by the work of Soshnikov and
Bjerklöv mentioned before [8,9,45], there will be a phase one can choose for the
quasi-periodic term and a realization of the random term (namely the constant one)
for which there exists an exponentially decaying solution of the difference equation
with energy given by the top of the spectrum.

We will start with the following statement.

Proposition 4.1. Suppose α is Diophantine and f : Td → R is analytic. Then there is
c0 > 0 such that for every c ∈ [0, c0), the following holds:

Denote by E∗
c be the top energy in the spectrum of the operator Hbg,c. There exists

Zc : Td → SL(2,R) analytic such that

�c(θ + α) = Zc(θ + α)B Z−1
c (θ),

where B =
(
2 −1
1 0

)

and �c(θ) =
(

E∗
c − c f (θ) −1

1 0

)

. Moreover, we have Zc(θ) →
(
1 0
0 1

)

, uniformly in θ , as c → 0.
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Proof. By definition, E∗
c is the ground state energy of Hc and hence by general principles

[15], the rotation number of the cocycle (α,�c) is zero. In particular, the rotation number
of this cocycle is Diophantine with respect to α and therefore, by [21,25,40], the cocycle
(α,�c) can be analytically conjugated to a constant parabolic cocycle (α, Bc) with Bc
being a parabolic matrix. In order to see that, notice that [25, Theorem 1] yields a
conjugacy that is defined on (2T)d .1 The constant cocycle one conjugates to cannot be
non-identity elliptic because the rotation number is zero, it cannot be the identity by
Corollary C.1, and it cannot be hyperbolic because the energy in question belongs to the
spectrum. Therefore, it must be parabolic, and this implies that the initial cocycle has
an invariant analytic parabolic section. Notice that this invariant section is homotopic to
the trivial section Td ×R

1. Indeed, if we slightly increase the energy, the cocycle turns
into a hyperbolic one, with stable and unstable sections close to the parabolic invariant
section of the cocycle corresponding to the energy E∗

c . In particular, the stable section
of perturbed cocycle (corresponding to the energy that is slightly larger than E∗

c ) will be
homotopic to the parabolic section of the cocycle at the energy E∗

c . Increasing the energy
within the complement to the spectrum will not change the homotopic type of the stable
section, and as the energy becomes very large, the stable section tends to a trivial section
T

d ×R
1. Therefore, the parabolic invariant section had to be homotopic to a trivial one

as well. Hence the assumptions of [41, Lemma 2]2 are satisfied, and we conclude that
there is a conjugacy of the initial cocycle with a constant parabolic cocycle defined on
T

d . Therefore, there exists an analytic matrix valued function Ẑc : Td → SL(2,R) such
that

�c(θ + α) = Ẑc(θ + α)Bc Ẑ−1
c (θ).

As a consequence of [25, Proposition 5] (see also [11, Proposition 3.1]), we get that

Ẑ(θ) can be constructed in such a way that Ẑ(θ) →
(
1 0
0 1

)

, uniformly in θ , as c → 0.

Since �c(θ) → B uniformly in θ as c → 0, this implies that Bc → B as c → 0. Since
any parabolic matrix Bc close to B may be conjugated to B, and the conjugacy can be
taken small if Bc is close to B, Proposition 4.1 follows. ��

For notational simplicity, we consider in the following the case d = 1. We invite the
reader to verify that all statements and arguments extend to the case of general d ∈ N.

For λ > 0, let us now introduce another cocycle, given by the matrices

�c,λ(θ) =
(

E∗
c + λ − c f (θ) −1

1 0

)

.

Due to Johnson’s theorem we know that this cocycle is uniformly hyperbolic. We will
work in the coordinate system (provided by Proposition 4.1) in which the cocycle
{�(θ)}θ∈T over the α-rotation of the circle is constant.

We have

B = Z−1(θ)�c(θ)Z(θ − α).

1 In order to see why a conjugacy can be defined on (2T)d , not onTd , let us assume for amoment that d = 1
and the cocycle is hyperbolic. It can happen that the section given by stable directions forms not a cylinder
but a Möbius band, and in this case, in order to construct a conjugacy with a constant hyperbolic cocycle, one
has to consider a double cover of the initial cocycle. This can also happen in the case of a parabolic cocycle,
but, as we argue in the proof, cannot happen for a parabolic Schrödinger cocycle at the top of the spectrum.

2 Puig only states [41, Lemma 2] in the case d = 1, but the result and proof extend to the case of general
d ∈ N in a straightforward way.
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Denote Bλ(θ) = Z−1(θ)�c,λ(θ)Z(θ −α). Notice that Bλ converges to B (as a function
of θ ) in C∞(T,SL(2,R)) as λ → 0.

Let us parametrize unit vectors in the first quadrant by the cotangent of the argument.
In that coordinate system the projective map defined by the matrix B turns into

F0 : (0,∞) → R, F0(x) = 2 − 1

x
.

Notice that F0(1) = 1. Consider some compact interval containing 1, for example
[1/2, 5]. Let us extend the map F0 to the map (we abuse notation by denoting the
extended map by the same symbol) F0 : T × [1/2, 5] → T × R by setting

F0(θ, x) =
(

θ + α, 2 − 1

x

)

.

Let us now see how the projective action of the cocycle {�λ(θ)} looks like for small
λ > 0 in the same coordinate system. Notice that

�c,λ(θ) =
(
1 λ

0 1

)

�(θ),

so

Bλ(θ) = Z−1(θ)

(
1 λ

0 1

)

�c(θ)Z(θ − α). (4.1)

Since Z(θ) is close to the identity matrix, from here we can see that for small c > 0
and small λ > 0, the projective map defined by Bλ(θ) in the coordinates given by the
cotangent of the argument is defined on [1/2, 5] and has the form

x �→ 2 − 1

x
+ ϕλ(θ, x),

where for any r ≥ 0, we have that ‖ϕλ(θ, x)‖Cr is small if λ is small, and in fact
‖ϕλ(θ, x)‖Cr ≤ Cλ for some C > 1 independent of λ (we suppress the dependence of
ϕλ on c to simplify the notation). It is convenient to incorporate all these maps into a
skew product

Fϕλ : T × [1/2, 5] → T × R, Fϕλ(θ, x) =
(

θ + α, 2 + ϕλ(θ, x) − 1

x

)

.

Notice that the explicit form (4.1) and the fact that Z(θ) is close to the identity imply that
the image of any unit vector corresponding to a point in [1/2, 5] under Bλ(θ) is going
to move monotonically as λ changes, with speed of order λ. In the notations above this
means that there exists C > 1 such that for any x ∈ [1/2, 5] and any θ ∈ T, we have

C−1λ < ϕλ < Cλ.

We will need the following statement now.
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Proposition 4.2. Consider the map F0 : T × [1/2, 5] → T × R given by

F0(θ, x) =
(

θ + α, 2 − 1

x

)

.

Suppose ϕλ : T × [1/2, 5] → R is a positive smooth function such that there exists
C > 1 (independent of λ) with

C−1λ < ϕλ < Cλ and ‖ϕλ‖C2 ≤ Cλ. (4.2)

Consider

Fϕλ : T × [1/2, 5] → T × R, Fϕλ(θ, x) =
(

θ + α, 2 + ϕλ(θ, x) − 1

x

)

.

Then there exist C∗ > 0 such that for any sufficiently small λ > 0 there is γ =
γ (λ) > 0 such that the following holds. The map Fϕλ has two smooth invariant sections,
ψatt : T → [1/2, 5] and ψrep : T → [1/2, 5], such that

Fϕλ(θ, ψatt (θ)) = (θ + α,ψatt (θ + α))

and

Fϕλ(θ, ψrep(θ)) = (θ + α,ψrep(θ + α)),

the C0-distance between ψatt and ψrep is of order
√

λ (additionally, the graph of ψatt is
a subset ofT×[1+C∗√λ, 5], and the graph of ψrep is a subset ofT×[1/2, 1−C∗√λ]),
any point (θ, x) between the curves defined by ψatt and ψrep is attracted to the graph
of ψatt under the iterates of Fϕλ , and to the graph of ψrep under the iterates of F−1

ϕλ
. In

addition, for any point (θ, x) ∈ T × [1 + C∗√λ, 5], we have
∣
∣
∣

d Fϕλ

dx

∣
∣
∣ < 1 − γ , and for

any point (θ, x) ∈ T × [1/2, 1 − C∗√λ], we have
∣
∣
∣

d Fϕλ

dx

∣
∣
∣ > 1 + γ .

Remark 4.2. Notice that in the context of Proposition 4.2 the cylinder between the graphs
of the functions ψrep and ψatt is invariant under the map Fϕλ , and therefore all (positive
or negative) iterates of Fϕλ are well defined for any initial point in that cylinder.

Proof of Proposition 4.2. For a given θ ∈ T, denote F̃θ : [1/2, 5] → R, F̃θ (x) =
2 + ϕλ(θ, x) − 1

x . The conditions (4.2) imply that there are C# > 0 and C## > 0

independent of λ such that F̃θ has two fixed points, xatt,θ and xrep,θ , such that

1 + C#
√

λ < xatt,θ < 1 + C##
√

λ

and

1 − C##
√

λ < xrep,θ < 1 − C#
√

λ.

Set C∗ = 1
10C#. Let us show that there exists γ > 0, γ = γ (λ) (in fact, one can take

γ (λ) = 5C∗√λ), such that
∣
∣
∣
∣

d

dx
F̃θ (x)

∣
∣
∣
∣ < 1 − γ for x ∈ [1 + C∗√λ, 5]
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and
∣
∣
∣
∣

d

dx
F̃θ (x)

∣
∣
∣
∣ > 1 + γ for x ∈ [1/2, 1 − C∗√λ].

Indeed, we have

d

dx
F̃θ (x) = ∂ϕλ

∂x
(θ, x) +

1

x2
,

and if x ∈ [1 + C∗√λ, 5], we get:
∣
∣
∣
∣

d

dx
F̃θ (x)

∣
∣
∣
∣ ≤ Cλ +

1

(1 + C∗√λ)2

< Cλ +
1

1 + 2C∗√λ

< Cλ + 1 − 4C∗√λ

< 1 − 5C∗√λ

= 1 − γ

if λ is sufficiently small.
Similarly, we get that for x ∈ [1/2, 1 − C∗√λ], we have

∣
∣
∣
∣

d

dx
F̃θ (x)

∣
∣
∣
∣ ≥ 1 + 5C∗√λ = 1 + γ.

Notice that Fϕλ maps T × [1 + C#
√

λ, 1 + C##
√

λ] into itself, and contracts along the
x-coordinate. The standard graph transform technique (see, e.g., [27, Theorem 3.2])
shows that

⋂

n∈N
Fn

ϕλ

(
T × [1 + C#

√
λ, 1 + C##

√
λ]

)

is a smooth invariant curve that can be represented as the graph of a functionψatt : T →
[1 +C#

√
λ, 1 +C##

√
λ]. Similarly, one can construct ψrep as a function with the graph

⋂

n∈N
F−n

ϕλ

(
T × [1 − C##

√
λ, 1 − C#

√
λ]

)
.

This completes the proof of Proposition 4.2. ��
Proof of Theorem 4.1. The proof of Theorem 4.1 is parallel to the proof of Theorem
1.5.

Suppose E = E∗ + λ − a, where a ∈ (0, λ) is small, a � λ. Consider the maps

Fϕλ−a , Fϕ−a : T × [1/2, 5] → T × R
+

given by

Fϕλ−a (θ, x) =
(

θ + α, 2 + ϕλ−a(θ, x) − 1

x

)
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and

Fϕ−a (θ, x) =
(

θ + α, 2 − ϕ−a(θ, x) − 1

x

)

,

where

C−1λ < ϕλ−a < Cλ, ‖ϕλ−a‖C2 ≤ Cλ

and

C−1a < ϕ−a < Ca, ‖ϕ−a‖C2 ≤ Ca.

Consider the cylinder Uλ,a ⊂ T × [1/2, 5] between the curve T × {1 + C∗√λ} and the
graph of ψatt . The next statement is an analog of Lemma 3.1. ��
Lemma 4.1. Given a small λ > 0, for all sufficiently small a > 0 and for any (θ, x) ∈
Uλ,a, we have F−1

ϕλ−a
(θ, x) ∈ Uλ,a or F−1

ϕ−a
(θ, x) ∈ Uλ,a (it is possible that both inclu-

sions hold).

Proof. Let us consider Fϕλ−a (Uλ,a). It is a cylinder between the graph of ψatt and the
curve Fϕλ−a (T × {1 + C∗√λ}). Notice that the curve T × {1 + Cλ + C∗√λ} must be
inside of the cylinder Fϕλ−a (Uλ,a). Therefore, for any (θ, x) between the graph of ψatt

and T × {1 + Cλ + C∗√λ}, we have F−1
ϕλ−a

∈ Uλ,a .

Let us now consider a point (θ, x) ∈ T× [1 + C∗√λ, 1 + Cλ + C∗√λ]. Let us show
that F−1−a (θ, x) ∈ Uλ,a . Indeed, let us check first that F−1

0 (θ, x) ∈ Uλ,a . We have

F−1
0 (θ, x) =

(

θ − α,
1

2 − x

)

,

so the x-coordinate of the point F−1
0 (θ, x) must be inside of the interval

[
1

1−Cλ−C∗√λ
,

1
1−C∗√λ

]
. Notice that

1

1 − Cλ − C∗√λ
> 1 + C∗√λ

and

1

1 − C∗√λ
< 1 + 2C∗√λ < 1 + C#

√
λ,

and hence

T ×
[

1

1 − Cλ − C∗√λ
,

1

1 − C∗√λ

]

⊂ Uλ,a .

By continuity, if a > 0 is small enough, for any point (θ, x) ∈ T×[1+C∗√λ, 1+Cλ+
C∗√λ], we have F−1

ϕ−a
(θ, x) ∈ Uλ,a . ��

Let us now denote by Ûλ,a the cylinder between the graph of ψrep and the curve T ×
{1−C∗√λ}. The next statement is an analog of Lemma 3.2, and the proof is completely
parallel:
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Lemma 4.2. Given a small λ > 0, for all sufficiently small a > 0 and for any (θ, x) ∈
Ûλ,a, we have Fϕλ−a (θ, x) ∈ Ûλ,a or Fϕ−a (θ, x) ∈ Ûλ,a (it is possible that both inclu-
sions hold).

Now, let us state an analog of Lemma 3.3:

Lemma 4.3. For any sufficiently small λ > 0, a > 0, and any point (θ, x) ∈ Uλ,a, there
exists k ∈ N such that Fk

ϕ−a
(θ, x) ∈ Ûλ,a.

Finally, for any (θ, x) ∈ Uλ,a , we can use Lemma 4.1 to generate a sequence of
maps Fϕλ−a and Fϕ−a such that under the application of their inverses, the orbit of
(θ, x) remains in Uλ,a and the corresponding d

dx derivative increases exponentially, and
Lemmas 4.2 and 4.3 can be used to construct a forward sequence of iterates with similar
properties. This gives a solution that is an eigenfunction that corresponds to the energy
E = E∗ + λ − a and has positive entries (hence is a ground state). ��
Proof of Theorem 1.3. Notice that due to Remark 1.5 it is enough to prove Theorem 1.3
in the case ofBernoulli randompotential that takes values 0 andλ, inwhich case it follows
from Theorem 4.1: the fact that for each energy in the interval in question, there exists a
realization of the random potential, for which the energy is an eigenvalue implies that the
Schrödinger cocycle at this energy is not uniformly hyperbolic. Johnson’s theorem then
implies that the energy must belong to the almost sure spectrum. Here we used some
standard terminology and results for which we refer the reader to [15,16,18,29,53]. ��
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Appendix A: A Remark on Unbounded Background Potentials

In this section we expand on a comment made in Remark 1.1. There it was pointed out
that if the boundedness of Vbg is not assumed, it is possible to find a counterexample to the
problem posed in Problem 1.2, namely one can find an unbounded background potential
Vbg and a compactly supported non-degenerate ν such that all the resulting operators Hω

have empty essential spectrum, and hence it is impossible for the spectrum to contain
an interval. In fact, the underlying principle is both simple and purely deterministic:

Proposition A.1. Suppose Vbg : Z → R is given by Vbg(n) = n, n ∈ Z, and Vb : Z → R

is bounded. Then the essential spectrum of the Schrödinger operator H in �2(Z) with
potential Vbg + Vb is empty.

Proof. Consider the transfer matrices

�n =
(

E − n − Vb(n) −1
1 0

)
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and the cone in R2 given by

K = {v̄ = (v1, v2) | |v1| > |v2|} .

Set M := ‖Vb‖∞ and fix a bounded open interval I ⊂ R. Then for any E ∈ I , all
sufficiently large n, for any v̄ ∈ K we have

|(E − n − Vb(n))v1 − v2| ≥ |n − E − M | · |v1| − |v2|
≥ |n − E − M | · |v1| − |v1|
≥ (n − E − M − 1)|v1| > |v1|,

Thus, since

�n v̄ =
[
(E − n − Vb(n))v1 − v2

v1

]

,

�n sends the cone K to itself. Moreover, �n expands the vectors in K . Indeed,

|(E − n − Vb(n))v1 − v2| + |v1| ≥ (n − E − M)|v1|
>

1

2
(n − E − M)(|v1| + |v2|).

It follows that, for sufficiently large N (with a largeness condition that depends on M
and I ), the restriction of H to the half line [N ,+∞) with a Dirichlet boundary condition
at N has no spectrum on the open interval I , as the solution obeying the boundary
condition is not a generalized eigenfunction for any E ∈ I .3

This in turn shows that the restriction of the operator H to the half-line [0,+∞) (with
any self-adjoint boundary condition at zero) has no essential spectrum on the interval
I .4

Similar arguments show that the half-line operator obtained by restriction of H to
(−∞, 0] (again with any self-adjoint boundary condition at zero) has no essential spec-
trum on the interval I .
Combining the two statements, it then follows that H itself has no essential spec-

trum on the interval I . Since the choice of the bounded open interval I was arbitrary,
Proposition A.1 follows. ��
Remark A.1. As was pointed out by one of the referees, there is another way of proving
this proposition, by appealing to Weyl’s theorem about the stability of the essential
spectrum under relatively compact perturbations. This argument is more general and
conceptual than the hands-on argument given above. We thank the referee for pointing
this out.

3 Here we used one of the well-known aspects of Shnol’s theorem: the spectrum is given by the closure of
the set of energies for which there exists a non-trivial polynomially bounded solution satisfying the boundary
condition. Since we are dealing with an unbounded potential, let us mention that Shnol’s theorem holds in this
setting as well [26].

4 This also follows quickly from known results: first, the variation of the boundary condition at zero falls
within rank-one perturbation theory [43] and invariance of the essential spectrum is clear; second, the change
of the left endpoint of the half-line can be investigated via the standard coefficient stripping technique [44]
and invariance of the essential spectrum is then again clear; third, the variation of the potential on the finite
inserted piece leaves the essential spectrum invariant due to Weyl’s theorem.
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Appendix B: The Almost Sure (Essential) Spectrum

In this section we discuss non-randomness aspects of spectra that are well known in the
ergodic setting. However, since we are interested in non-stationary random potentials in
this paper,weneed extensions of these results. Itwill turn out thatKolmogorov’s zero-one
law can serve as a substitute, leading to the non-randomness of the essential spectrum.
This will be explained in Subsection B.2 below. In Subsection B.3 we then derive an
extension of Kotani’s support theorem from the ergodic setting to the non-stationary
case. Along the way we also explain why under suitable additional assumptions, one
does have a non-random spectrum, as formulated in Theorem 1.1 in the Introduction.
Before presenting the proofs of these results in Subsections B.2 and B.3 we recall a
useful characterization of the essential spectrum of a deterministic Schrödinger operator
in terms of transfer matrix behavior in Subsection B.1, as this tool will be used in those
proofs.

B.1. A characterization of the essential spectrum. The following characterization of the
essential spectrum in terms of transfer matrices can be extracted from the denseness of
generalized eigenvalues (energies for which there are polynomially bounded solutions
of the Schrödinger equation) and the classical Weyl criterion; see [24, Proposition B.2].

Proposition B.1. Let V : Z → R be a bounded potential of the discrete Schrödinger
operator H acting on �2(Z) via

[Hu](n) = u(n + 1) + u(n − 1) + V (n)u(n). (B.1)

Then energy E ∈ R belongs to the essential spectrum of the operator H if and only if
there exists K > 0 such that for any N ∈ N there is a sequence {m j } j∈N, m j ∈ Z, with
|m j −m j ′ | > 2N if j 
= j ′, and unit vectors ū j , |ū j | = 1, such that |T[m j ,m j+i],E ū j | ≤ K
for all |i | ≤ N and all j ∈ N, where T[m,m+i],E is the product of transfer matrices given
by

T[m,m+i],E =
⎧
⎨

⎩

�m+i−1,E . . . �m,E , if i > 0;
Id, if i = 0;
�−1

m+i,E . . . �−1
m−1,E , if i < 0,

and �n,E =
(

E − V (n) −1
1 0

)

.

B.2. Existence of the almost sure (Essential) spectrum. Recall that Theorem 1.1 asserts
the existence of a non-random spectrumunder the assumption that the background poten-
tial is generated by continuous sampling along the orbit of a minimal homeomorphism.

Proof of Theorem 1.1. Denote by G : (supp ν)Z → (supp ν)Z the left shift on the space
of sequences ω ∈ (supp ν)Z, and consider the map

T × G : X × (supp ν)Z → X × (supp ν)Z.

We have the following statement:
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Lemma B.1. For every x ∈ X and νZ-almost every ω, the (T × G)-orbit of (x, ω) is
dense in X × (supp ν)Z.

Proof. Fix any small ε > 0, and anypoint (y, ω′) ∈ X×(supp ν)Z.Due to theminimality
of T : X → X , there exists a sequence m j ∈ N, m j → ∞ as j → ∞, such that
distX (T m j (x), y) < ε. For any j ∈ N, the probability of the event

{

|ω̃m j+i − ω′
m j+i | < ε for any |i | <

1

ε
, where (T × G)m j (x, ω) = (T m j (x), ω̃)

}

is bounded away from zero, and if |m j − m j ′ | > 2
ε
, then those events are independent.

Hence with probability one infinitely many of them must happen. Since ε > 0 could be
chosen arbitrarily small, Lemma B.1 follows. ��
Since for any two potentials defined by initial conditions that have dense orbits, the

spectra of the corresponding operators coincide, Theorem 1.1 follows. ��
In cases where the background potential is not of the form considered in Theorem
1.1, we have the following substitute result. We are grateful to Victor Kleptsyn for
communicating it to us.

Theorem B.1. Suppose {νn}n∈Z is a family of probability distributions on R with uni-
formly bounded supports. Let V : Z → R be a random potential chosen (independently
at each site) with respect to the measure μ = ∏

n∈Z νn. Then there exists a (non-random)
compact set � ⊂ R such that μ-almost surely, the essential spectrum of the discrete
Schrödinger operator with potential V is equal to �.

Proof. Notice that Proposition B.1 implies that for a given point E0 ∈ R, the event “the
energy E0 belongs to the essential spectrum of the Schrödinger operator with the random
potential V ” is a “tail event”, and hence due to Kolmogorov’s zero-one law must have
probability either zero or one. Similarly, for any given closed interval I , the event “I has
non-empty intersection with the essential spectrum” is a “tail event”, and has probability
either zero or one. Since there is a countable base of the topology of R consisting
of intervals, and a countable intersection of tail events is a tail event, Theorem B.1
follows. ��

B.3. Monotonicity: the support theorem. Here we formulate and prove a generalization
of Kotani’s support theorem, originally proved in the continuum ergodic setting in [35]:

Theorem B.2. Let ν1 and ν2 be two probability distributions onRwith bounded support.
Let Vbg : Z → R be a bounded background potential. Denote by �1 the almost sure
essential spectrum of the discrete Schrödinger operator given by the random potential
Vbg +VAM

ω , where VAM
ω is a random sequence generated with respect to the distribution

ν1 at each site. Define �2 similarly, using the distribution ν2. If supp ν1 ⊆ supp ν2, then
�1 ⊆ �2.

Proof. Suppose that E0 ∈ �1. Then, due to Proposition B.1 there exists K > 0 such
that for any N ∈ N, there are a sequence {m j } j∈N, m j ∈ Z, with |m j − m j ′ | > 2N if
j 
= j ′, unit vectors ū j , |ū j | = 1, and (2N +1)-tuples {t1−N , j , . . . , t10, j , . . . , t1N , j } of real
numbers, t1i, j ∈ supp ν1, such that |T[m j ,m j+i],E ū j | ≤ K for all |i | ≤ N and all j ∈ N,
where T[m j ,m j+i] are the products of transfer matrices

�m j+i,E0 =
(

E0 − (Vbg(m j + i) + t1i, j ) −1
1 0

)

, |i | ≤ N .
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By continuity it follows that there exists εN > 0 such that for any 2N + 1-tuple
{t̃−N , j , . . . , t̃0, j , . . . , t̃N , j } with |t1i, j − t̃i, j | < εN we have |T̃[m j ,m j+i],E ū j | ≤ 2K ,

where T̃[m j ,m j+i] are the products of transfer matrices

�̃m j+i,E0 =
(

E0 − (Vbg(m j + i) + t̃i, j ) −1
1 0

)

, |i | ≤ N .

Since supp ν1 ⊆ supp ν2, this implies that with positive (and, by compactness argu-
ments, uniformly in j ∈ N bounded away from zero) probability, a random sequence
generated by i.i.d. random variables distributed with respect to ν2 will coincide (up to
an error not greater than εN > 0) with the (2N + 1)-tuple {t1−N , j , . . . , t10, j , . . . , t1N , j }
over the interval of indices [m j − N , m j +N ]. Due to the second Borel-Cantelli Lemma,
if the sum of probabilities of a sequence of independent events is infinite, with prob-
ability one infinitely many of those events happens. Therefore, another application of
Proposition B.1 implies that �1 ⊆ �2. ��
Proof of Theorem 1.2. Since in the ergodic case the almost sure spectrum coincides with
the almost sure essential spectrum, Theorem 1.2 follows from Theorem B.2. ��

Appendix C: Generalized Ground States

C.1. The d eterministic setting. Let us consider a Schrödinger operator

[Hψ](n) = ψ(n + 1) + ψ(n − 1) + V (n)ψ(n) (C.1)

in �2(Z) with a bounded potential V : Z → R. Thus, H is a bounded self-adjoint
operator and its spectrum σ(H) is a compact subset of R. We refer to

Emax := max σ(H) (C.2)

as the ground state energy. Traditionally, one considers−�+V and refers to the bottom
of the spectrum as the ground state energy. Since it is customary to drop the minus
sign when considering discrete Schrödinger operators, one then switches focus from the
bottom to the top of the spectrum.
Our goal is to discuss the ground state. In informal terms, this is “the smallest” solution
of the difference equation

u(n + 1) + u(n − 1) + V (n)u(n) = Eu(n) (C.3)

for E = Emax. In the traditional setting, when considering atomic models −� + V with
V having a non-trivial negative part and |V (x)| → 0 as |x | → ∞, the bottom of the
spectrum (usually) is a discrete eigenvalue and one is often able to show that it is simple.
A normalized associated eigenfunction, which could typically be shown to be strictly
positive, was then referred to as the ground state. In our general setting, there may not
be a square-summable eigenfunction, and hence we will need a more general concept to
identify a ground state.
Let us recall the famous definition of subordinacy due to Gilbert and Pearson [23].
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Definition. A solution u of (C.3) is called subordinate at +∞ if it does not vanish
identically and we have

lim
N→∞

∑N
n=1 |u(n)|2

∑N
n=1 |ũ(n)|2 = 0

for every solution ũ of (C.3) that is linearly independent from u (i.e., ũ is not a multiple
of u).

Remark C.1. (a) Subordinacy at −∞ is defined analogously.
(b) By the constancy of theWronskian (or the equivalent fact that the transfermatrices are

unimodular), we cannot have two linearly independent square-summable solutions.
Thus, every solution that is square-summable at +∞ is subordinate at +∞, and hence
subordinacy generalizes square-summability.

(c) If there is a solution of (C.3) that is subordinate at ±∞, then it is unique up to a
multiplicative constant. In this sense one can say that it is “the smallest solution.”

(d) We will eventually be interested in dynamically defined potentials, where the associ-
ated Schrödinger cocycle at energy Emax is reducible to a constant parabolic matrix.
Thus, for each element of the hull, there will then be a unique (up to a constant mul-
tiple) solution u±

bdd that is bounded at ±∞, while each linearly independent solution
grows linearly. It is easy to check that in this scenario, u±

bdd is subordinate at ±∞.

Theorem C.1. Suppose that E = Emax and u± is a solution of (C.3) that is subordinate
at ±∞. Then, up to a multiplicative constant, we have u±(n) > 0 for every n ∈ Z.

Proof. We only consider the + case, as the proof for the− case is completely analogous.
Let us consider the ratios

d(n) = u+(n)

u+(n − 1)
.

As u+ is subordinate, u+ does not vanish identically and hence cannot have two consec-
utive zeros. Thus, while it can happen that u+(n −1) = 0, we then must have u+(n) 
= 0,
and we can unambiguously set d(n) := ∞ in this case. In all other cases, d(n) is a finite
(complex) number.
In fact, we have d(n) ∈ R∪ {∞} for every n ∈ Z. To see this, assume this fails. Then

a conjugate solution ū+ is linearly independent from u+, solves (C.3) as well (because
E is real), and is subordinate at +∞ as well (for obvious reasons); a contradiction.
Note next that the claim of the theorem is equivalent to

d(n) ∈ (0,∞) for every n ∈ Z.

Moreover, if d(n) = ∞ for some n ∈ Z, then d(n − 1) = 0. Thus, the failure of the
claim of the theorem is equivalent to

∃k ∈ Z : d(k) ∈ (−∞, 0]. (C.4)

Assume that (C.4) holds. We consider the restriction H+
k of H to �2({k, k +1, k +2, . . .})

with Dirichlet boundary condition. We consider the Weyl-Titchmarsh function

m+
k (z) := 〈δk, (H+

k − z)−1δk〉 =
∫

dμ+
k (E)

E − z
, (C.5)
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whereμ+
k is the spectral measure corresponding to the pair (H+

k , δk) and z ∈ C\σ(H+
k ).

It follows from general results (see, e.g., [15]) that we can also write

m+
k (z) = − u+

z (k)

u+
z (k − 1)

, (C.6)

where u+
z is subordinate at +∞ and solves (C.3) with E = z.

By the min-max principle, we have that σ(H+
k ) ⊂ (−∞, Emax] and hence μ+

k gives
no weight to (Emax,∞). It therefore follows from (C.5) that

z ∈ (Emax,∞) ⇒ m+
k (z) < 0. (C.7)

Moreover, it also follows from (C.5) that

z ∈ (Emax,∞) ⇒ (m+
k )′(z) =

∫
dμ+

k (E)

(E − z)2
> 0. (C.8)

Obviously, (C.7) and (C.8) show that the following limit exists:

m+
k (Emax) = lim

z↓Emax
m+

k (z) ∈ [−∞, 0). (C.9)

On the other hand, the relation (C.6) then extends to z = Emax by subordinacy theory
(see, e.g., [15]), and we obtain

m+
k (Emax) = −d(k) ∈ [0,∞). (C.10)

Since (C.9) and (C.10) are incompatible, it follows that (C.4) is impossible, and the proof
is finished. ��
It is of interest to find sufficient conditions for the assumption of Theorem C.1. Let

us discuss the presence of a subordinate solution on the right half line at the top of the
spectrum. The case of the left half line is of course similar. In applications we will need
the coincidence of the energy, that is, the top of the spectrum will have to be the same
for the whole line, the left half line, and the right half line. This will be the case, for
example, in the Anderson model.
So, we consider an operator H in �2(N), N = {1, 2, 3, . . .}, acting as (1.1) together

with a Dirichlet boundary condition at the origin,

ψ(0) = 0. (C.11)

(Note that in the proof above, this operator would have been denoted by H+
1 .)

We have the following result.

Proposition C.1. Consider the setting just described and define the ground state energy
Emax as in (C.2). Then the difference equation (C.3) admits a subordinate solution at
∞ for E = Emax.

Proof. Denote the spectral measure of H and δ1 by μ. Thus, the associated Weyl-
Titchmarsh function m : C+ → C+ is given by

m(z) := 〈δ1, (H − z)−1δ1〉 =
∫

dμ(E)

E − z
. (C.12)

Obviously, the right-hand side makes sense for every z 
∈ suppμ = σ(H), and we will
make use of this fact.
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It follows from general results (see, e.g., [15]) that we can also write

m(z) = −u+
z (1)

u+
z (0)

, (C.13)

where u+
z is subordinate at +∞ and solves (C.3) with E = z. The existence of such a

solution for every z 
∈ suppμ = σ(H) is clear (simply apply (H − z)−1 to δ1, obtain a
solution away from one and modify around one to turn it into a genuine solution).
By the same reasoning as in the previous proof we again have the negativity statement

z ∈ (Emax,∞) ⇒ m(z) < 0 (C.14)

and the monotonicity statement

z ∈ (Emax,∞) ⇒ m′(z) =
∫

dμ(E)

(E − z)2
> 0, (C.15)

which combined imply the limiting statement

m(Emax) := lim
ε↓0 m(Emax + ε) ∈ [−∞, 0). (C.16)

Observe that we have

lim
ε↓0 m(Emax + iε) = lim

ε↓0 m(Emax + ε), (C.17)

that is, we claim that the limit on the left-hand side exists and equals the limit on
the right-hand side. To see this, one can separate the two cases m(Emax) = −∞ and
m(Emax) ∈ (−∞, 0) and use monotone convergence in the first case and dominated
convergence in the second case to verify existence of the limit on the left-hand side, as
well as equality with m(Emax).
Thus, (C.16) and (C.17) yield

lim
ε↓0 m(Emax + iε) = m(Emax) ∈ [−∞, 0),

which in turn implies the desired statement via subordinacy theory; compare [15,28]. ��
Remark C.2. An alternative approach is presented in [48, Section 2.3]. The idea is to
first show that for E ≥ Emax, every solution of (C.3) can change sign at most once, and
to then consider the Dirichlet solution, which has a zero (and hence a sign change) at n0,
normalize it, and send n0 to infinity. This recovers a positive solution u+(·, E), which
can be shown to be minimal among all positive solutions in a suitable sense (namely, it
has values 1 and φ+(E) at the points 0 and 1, and a solution u(·, E) with values 1 and
φ(E) at the points 0 and 1 will be positive if and only if φ(E) ≥ φ+(E)). Moreover, it
turns out to be strongly (i.e., no need for an average) subordinate:

lim
n→∞

u+(n, E)

u(n, E)
= 0.

A similar treatment can be performed near−∞, and hence one obtains positive solutions
u±(·, E) that may or may not be linearly dependent, but which are minimal on their
respective half line. This leads to the two cases where u± are linearly dependent (called
critical) or not (called subcritical).
Conversely, it can be shown that the presence of a positive solution at energy E

implies that σ(H) ⊂ (−∞, E], so that combining the two statements, one finds that
σ(H) ⊂ (−∞, E] if and only if there is a positive solution at E .
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C.2. The dynamically defined setting. Let us take Remark C.1.(d) further and deduce
some consequences of TheoremC.1 in the case of dynamically defined potentials. Before
stating them, let us describe the framework. Suppose (�, T ) is a topological dynamical
system given by a homeomorphism T : � → � of a compact metric space. Fix an
ergodic Borel probability measure μ and a continuous sampling function f : � → R.
We obtain a family of potentials {Vω}ω∈� given by

Vω(n) = f (T nω), ω ∈ �, n ∈ Z,

and a family of Schrödinger operators {Hω}ω∈� in �2(Z), acting via

[Hωψ](n) = ψ(n + 1) + ψ(n − 1) + Vω(n)ψ(n), ω ∈ �, n ∈ Z.

It is a fundamental result (see, e.g., [15]) that there exists a compact set � ⊂ R such
that σ(Hω) = � for μ-almost every ω ∈ �. Moreover, in case T is minimal (i.e., all of
its orbits are dense), then we even have σ(Hω) = � for every ω ∈ � (and the choice of
the ergodic measure plays no role). Let us set

Emax := max�.

The difference equation associated with Hω,

u(n + 1) + u(n − 1) + Vω(n)u(n) = Eu(n), (C.18)

can be recast in matrix-vector form as
(

u(n + 1)
u(n)

)

=
(

E − Vω(n) −1
1 0

) (
u(n)

u(n − 1)

)

.

Iterating this, one sees that the resulting matrix product is generated by considering the
second component of the iterates of the following skew-product

(T, AE ) : � × R
2 → � × R

2, (ω, v) �→ (T ω, AE (ω)v),

where

AE : � → SL(2,R), ω �→
(

E − f (ω) −1
1 0

)

.

For n ∈ Z we define An
E : � → SL(2,R) by (T, AE )n = (T n, An

E ) and then note that
this is precisely the matrix product that sends (u(0), u(−1))t to (u(n), u(n − 1))t for
solutions of (C.18).

Corollary C.1. Suppose there are c ∈ R and a continuous map W : � → SL(2,R)

such that

W (T ω)−1AEmax(ω)W (ω) = A∗ :=
(
1 c
0 1

)

. (C.19)

Then c 
= 0, and there are a compact cone C in the open first quadrant of R2 and a
continuous section b : � → C \ {0} so that

(i) b is projectively invariant under the dynamics: [b(T ω)] = [AEmax(ω)b(ω)], where
[·] : R2 \ {0} → RP

1 denotes the canonical projection,
(ii) for every ω ∈ �, the sequence (An

Emax
(ω)b(ω))n∈Z is bounded.
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Proof. Recall that the discussion preceding Proposition C.1 points out the relevance of
the coincidence of the top of the spectrum for the line and half line operators. Let us
explain that this will always hold in the dynamically defined situation.
We use the natural notation Hω, H+

ω, H−
ω for the operators in question. First of all, it is

well known and not hard to see (cf., e.g., [15]) that the essential spectra coincide almost
surely, that is,

σess(Hω) = σess(H+
ω) = σess(H−

ω ) for μ − almost every ω ∈ �. (C.20)

Secondly, the spectrum of the whole-line operator is purely essential, that is,

σ(Hω) = σess(Hω) for μ − almost every ω ∈ �. (C.21)

Finally, the min-max theorem implies as before that

max σ(H±
ω ) ≤ max σ(Hω) for every ω ∈ �. (C.22)

Combining (C.20)–(C.22), we find that

max σ(H±
ω ) = max σ(Hω) for μ − almost every ω ∈ �. (C.23)

In cases where the spectrum is ω-independent, this identity then trivially extends to all
ω’s.
It follows from Proposition C.1 and (C.23) that whenever we have a conjugacy of the

form (C.19) with a continuous map W : � → SL(2,R) and some c ∈ R, then we must
have c 
= 0.
Now let us set

b̃(ω) := W (ω)

(
1
0

)

=
(

W11(ω)

W21(ω)

)

.

The conjugacy (C.19) shows that b̃ has property (i). Since

An∗
(
1
0

)

is bounded as n ranges over Z, the conjugacy (C.19) also shows that

An
Emax

(ω)b̃(ω)

is bounded as n ranges overZ. Thus, b̃ has property (ii) as well. Moreover, it takes values
in R

2 \ {0}. It remains to show that it can be modified so that (the two properties are
preserved and) it takes values in a compact cone in the open first quadrant.
As discussed above, (An

Emax
(ω)b̃(ω))n∈Z corresponds to a solution uω of (C.18) with

E = Emax, which must then also be bounded. Similarly, since (An∗v)n∈Z is linearly
growing in both directions (i.e., for n → ∞ and for n → −∞) for any v that is linearly
independent from (1, 0)t , we see that all solutions of this difference equation that are
linearly independent from uω must be linearly growing in both directions.
It follows that the solution uω is subordinate at both +∞ and −∞. By Theorem C.1 it

is therefore strictly positive up to a multiplicative constant. This means that for a suitable
const 
= 0, b := const · b̃ takes values in the open first quadrant. By compactness of �

and continuity of b, we can find a compact cone C in the open first quadrant such that
b : � → C \ {0}, completing the proof. ��
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