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Abstract—This paper presents a holistic approach to saliency-
guided visual attention modeling (SVAM) for use by autonomous
underwater robots. Our proposed model, named SVAM-Net,
integrates deep visual features at various scales and semantics
for effective salient object detection (SOD) in natural underwater
images. The SVAM-Net architecture is configured in a unique way
to jointly accommodate bottom-up and top-down learning within
two separate branches of the network while sharing the same
encoding layers. We design dedicated spatial attention modules
(SAMs) along these learning pathways to exploit the coarse-
level and fine-level semantic features for SOD at four stages
of abstractions. The bottom-up branch performs a rough yet
reasonably accurate saliency estimation at a fast rate, whereas
the deeper top-down branch incorporates a residual refinement
module (RRM) that provides fine-grained localization of the
salient objects. Extensive performance evaluation of SVAM-Net
on benchmark datasets clearly demonstrates its effectiveness for
underwater SOD. We also validate its generalization performance
by several ocean trials’ data that include test images of diverse
underwater scenes and waterbodies, and also images with unseen
natural objects. Moreover, we analyze its computational feasibil-
ity for robotic deployments and demonstrate its utility in several
important use cases of visual attention modeling.

I. INTRODUCTION

Salient object detection (SOD) aims at modeling human
visual attention behavior to highlight the most important and
distinct objects in a scene. It is a well-studied problem in the
domains of robotics and computer vision [8, 27, 39] for its
usefulness in identifying regions of interest (Rol) in an image
for fast and effective visual perception. The SOD capability
is essential for visually-guided robots because they need to
make critical navigational and operational decisions based on
the relative importance of various objects in their field-of-
view (FOV). The autonomous underwater vehicles (AUVs),
in particular, rely heavily on visual saliency estimation for
tasks such as exploration and surveying [13, 30, 26], ship-hull
inspection [27], event detection [12], place recognition [43],
target localization [67], and more.

In the pioneering work on SOD, Itti ef al. [23] used local
feature contrast in image regions to infer visual saliency.
Numerous methods have been subsequently proposed [29, 10]
that utilize local point-based features and also global contex-
tual information as reference for saliency estimation. In recent
years, the state-of-the-art (SOTA) approaches have used pow-
erful deep visual models [62] to imitate human visual informa-
tion processing through top-down or bottom-up computational
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Fig. 1: The proposed SVAM-Net model identifies salient objects
and interesting image regions to facilitate effective visual attention
modeling by autonomous underwater robots. It also generates abstract
saliency maps (shown in green intensity channel and red object
contours) from an early bottom-up SAM which can be used for fast
processing on single-board devices.

pipelines. The bottom-up models learn to gradually infer high-
level semantically rich features [61]; hence the shallow layers’
structural knowledge drives their multi-scale saliency learning.
Conversely, the the top-down approaches progressively inte-
grate high-level semantic knowledge with low-level features
for learning coarse-to-fine saliency estimation [39]. Moreover,
the contemporary models have introduced techniques to learn
boundary refinement [46, 58], pyramid feature attention [62],
and contextual awareness [39], which significantly boost the
SOD performance on benchmark datasets.

However, the applicability of such powerful learning-based
SOD models in real-time underwater robotic vision has been
rather limited. The underlying challenges and practicalities
are twofold. First, the visual content of underwater imagery
is uniquely diverse due to domain-specific object categories,
background waterbody patterns, and a host of optical dis-
tortion artifacts [3, 22]; hence, the SOTA models trained



on terrestrial data are not transferable off-the-shelf. A lack
of large-scale annotated underwater datasets aggravates the
problem; the existing datasets and relevant methodologies are
tied to specific applications such as coral reef classification
and coverage estimation [6, 4], object detection [47], and
foreground segmentation [68]. Consequently, these do not pro-
vide a comprehensive data representation for effective learning
of underwater SOD. Secondly, learning a generalizable SOD
function demands the extrapolation of multi-scale hierarchical
features by high-capacity deep network models. This results
in a heavy computational load and makes real-time inference
impossible, particularly on single-board robotic platforms.

To this end, traditional approaches based on various feature
contrast evaluation techniques [13, 67] are often practical
choices for saliency estimation by visually-guided underwa-
ter robots. These techniques encode low-level image-based
features (e.g., color, texture, object shapes or contours) into
super-pixel descriptors [32, 24] to subsequently infer saliency
by quantifying their relative distinctness on a global scale.
Such bottom-up approaches are computationally light and are
useful as pre-processing steps for faster visual search [32, 27]
and exploration tasks [13, 43]. However, they do not provide
a standalone generalizable solution for SOD in underwater
imagery. A few recently proposed approaches attempt to ad-
dress this issue by learning more generalizable SOD solutions
from large collection of annotated underwater data [19, 50].
These approaches and other SOTA deep visual models have
reported inspiring results for underwater SOD and relevant
problems [24, 21]. Nevertheless, their utility and performance
margins for real-time underwater robotic applications have not
been explored in-depth in the literature.

In this paper, we formulate a robust and efficient solution
for saliency-guided visual attention modeling (SVAM) by
harnessing the power of both bottom-up and top-down learning
in a novel encoder-decoder model named SVAM-Net. We
design two spatial attention modules (SAMs) named SAMP
and SAM' to effectively exploit the coarse-level and fine-level
semantic features along the bottom-up and top-down learning
pathways, respectively. SAM™ utilizes the semantically rich
low-dimensional features extracted by the encoder to per-
form an abstract yet reasonably accurate saliency estimation.
Concurrently, SAMY combines the multi-scale hierarchical
features of the encoder to progressively decode the information
for robust SOD. A residual refinement module (RRM) further
sharpens the initial SAM' predictions to provide fine-grained
localization of the salient objects. To balance the high degree
of refined gradient flows from the later SVAM-Net layers,
we deploy an auxiliary SAM named SAM?*"* that guides the
spatial activations of early encoding layers and ensures smooth
end-to-end learning.

In addition to sketching the conceptual design, we present
a holistic training pipeline of SVAM-Net and its variants. The
end-to-end learning is supervised by six loss functions which
are selectively applied at the final stages of SAM*X, SAM™,
SAMY, and RRM. These functions evaluate information loss
and boundary localization errors in the respective SVAM-Net

predictions and collectively ensure effective SOD learning.
In our evaluation, we analyze SVAM-Net’s performance in
standard quantitative and qualitative terms on three benchmark
datasets named UFO-120 [21], MUED [25], and SUIM [19].
We also conduct performance evaluation on USOD, which we
prepare as a new challenging test set for underwater SOD.
Without data-specific tuning or task-specific model adapta-
tion, SVAM-Net outperforms other existing solutions on these
benchmark datasets; more importantly, it exhibits considerably
better generalization performance on random unseen test cases
of natural underwater scenes.

Lastly, we present several design choices of SVAM-Net,
analyze their computational aspects, and discuss the corre-
sponding use cases. The end-to-end SVAM-Net model offers
over 20 frames per second (FPS) inference rate on a single
GPU. Moreover, the decoupled SAM™ branch offers signif-
icantly faster rates, e.g., over 86 FPS on a GPU and over
21 FPS on single-board computers. As illustrated in Fig. 1,
robust saliency estimates of SVAM-Net at such speeds are
ideal for fast visual attention modeling in robotic deployments.
We further demonstrate its usability benefits for important
applications such as object detection, image enhancement, and
image super-resolution by visually-guided underwater robots.
The SVAM-Net model, USOD dataset, and relevant resources
are released at http://irvlab.cs.umn.edu/visual-
attention-modeling/svam.

II. BACKGROUND & RELATED WORK
A. Salient Object Detection (SOD)

SOD is a successor to the human fixation prediction (FP)
problem [23] that aims to identify fixation points that human
viewers would focus on at first glance. While FP originates
from research in cognition and psychology [31, 59], SOD is
more of a visual perception problem explored by the computer
vision and robotics community [8, 27, 39]. The history of SOD
dates back to the work of Liu et al. [40] and Achanta et al. [2],
which make use of multi-scale contrast, center-surround his-
togram, and frequency-domain cues to (learn to) infer saliency
in image space. Other traditional SOD models rely on various
low-level saliency cues such as point-based features [12], local
and global contrast [10, 29], background prior [64], etc. Please
refer to [7] for a more comprehensive overview of non-deep
learning-based SOD models.

Recently, deep convolutional neural network (CNN)-based
models have set new SOTA for SOD [8, 60]. Li et al. [35]
and Zhao et al. [65] use sequential CNNs to extract multi-scale
hierarchical features to infer saliency on global and local con-
texts. Recurrent fully convolutional networks (FCNs) [57, 5]
are also used to progressively refine saliency estimates. In par-
ticular, Wang et al. [59] use multi-stage convolutional LSTMs
for saliency estimation guided by fixation maps. Later in [61],
they explore the benefits of integrating bottom-up and top-
down recurrent modules for co-operative SOD learning. Since
the feed-forward computational pipelines lack a feedback strat-
egy [36, 33], recurrent modules offer more learning capacity
via self-correction. However, they are prone to the vanishing



gradient problem and also require meticulous design choices
in their feedback loops [61]. To this end, top-down models
with UNet-like architectures [39, 38] provide more consistent
learning behavior. These models typically use a powerful
backbone network (e.g., VGG [53], ResNet [15]) to extract a
hierarchical pyramid of features, then perform a coarse-to-fine
feature distillation via mirrored skip-connections. Subsequent
research introduces the notions of short connections [16] and
guided super-pixel filtering [17] to learn to infer compact and
uniform saliency maps.

B. SOD and SVAM by Underwater Robots

The most essential capability of visually-guided AUVs is to
identify interesting and relevant image regions to make effec-
tive operational decisions. The existing systems and solutions
for visual saliency estimation can be categorically discussed
from the perspectives of model adaptation [30, 19], high-level
robot tasks [13, 48], and feature evaluation pipeline [24, 43].
Since we already discussed the particulars of bottom-up and
top-down computational pipelines, our following discussion is
schematized based on the model and task perspectives.

Visual saliency estimation approaches can be termed as
either model-based or model-free, depending on whether the
robot models any prior knowledge of the target salient objects
and features. The model-based techniques are particularly
beneficial for fast visual search [30, 26], enhanced object
detection [67, 50], and monitoring applications [44]. For
instance, Maldonado-Ramirez et al. [43] use ad hoc visual
descriptors learned by a convolutional autoencoder to identify
salient landmarks for fast place recognition. Moreover, Kor-
eitem et al. [30] use a bank of pre-specified image patches
(containing interesting objects or relevant scenes) to learn
a similarity operator that guides the robot’s visual search
in an unconstrained setting. Such similarity operators are
essentially spatial saliency predictors which assign a degree
of relevance to the visual scene based on the prior model-
driven knowledge of what may constitute as salient, e.g., coral
reefs [4], companion divers [67], wrecks [19], fish [47], etc.

On the other hand, model-free approaches are more feasible
for autonomous exploratory applications [14, 49]. The early
approaches date back to the work of Edgington et al. [12]
that uses binary morphology filters to extract salient features
for automated event detection. Subsequent approaches adopt
various feature contrast evaluation techniques that encode
low-level image-based features (e.g., color, luminance, tex-
ture, object shapes) into super-pixel descriptors [42, 32, 55].
These low-dimensional representations are then exploited by
heuristics or learning-based models to infer global saliency.
For instance, Girdhar ef al. [13] formulate an online topic-
modeling scheme that encodes visible features into a low-
dimensional semantic descriptor, then adopt a probabilistic
approach to compute a surprise score for the current observa-
tion based on the presence of high-level patterns in the scene.
Moreover, Kim et al. [27] introduce an online bag-of-words
scheme to measure intra- and inter-image saliency estimation
for robust key-frame selection in SLAM-based navigation.

Wang et al. [55] encode multi-scale image features into a
topographical descriptor, then apply Bhattacharyya measure
to extract salient Rols by segmenting out the background.
These bottom-up approaches are effective in pre-processing
raw visual data to identify point-based or region-based salient
features; however, they do not provide a generalizable object-
level solution for underwater SOD.

Nevertheless, several contemporary research [9, 24, 68, 37]
report inspiring results for object-level saliency estimation
and foreground segmentation in underwater imagery. Chen et
al. [9] use a level set-based formulation that exploits various
low-level features for underwater SOD. Moreover, Jian et
al. [24] perform principal components analysis (PCA) in
quaternionic space to compute pattern distinctness and lo-
cal contrast to infer directional saliency. These methods are
also model-free and adopt a bottom-up feature evaluation
pipeline. In contrast, Islam et al. [21] incorporates multi-scale
hierarchical features extracted by a top-down deep residual
model to identify salient foreground pixels for global con-
trast enhancement. In this paper, we formulate a generalized
solution for underwater SOD and demonstrate its utility for
SVAM by visually-guided underwater robots. It combines the
benefits of bottom-up and top-town feature evaluation in a
compact end-to-end pipeline, provides SOTA performance,
and ensures computational efficiency for robotic deployments
in both search-based and exploration-based applications.

III. MODEL & TRAINING PIPELINE
A. SVAM-Net Architecture

As illustrated in Fig. 2, the major components of our SVAM-
Net model are: the backbone encoder network, the top-down
SAM (SAMY), the residual refinement module (RRM), the
bottom-up SAM (SAM™), and the auxiliary SAM (SAM®"%).
These components are tied to an end-to-end architecture for a
supervised SOD learning.

1) Backbone Encoder Network: We use the first five se-
quential blocks of a standard VGG-16 network [53] as the
backbone encoder in our model. Each of these blocks con-
sist of two or three convolutional (Conv) layers for feature
extraction, which are then followed by a pooling (Pool)
layer for spatial down-sampling. For an input dimension of
256 x 256 x 3, the composite encoder blocks e; — e5 learn
128 x 128 x 64, 64 x 64 x 128, 32 x 32x 256, 16 x 16 x 512, and
8 x 8 x 512 feature-maps, respectively. These multi-scale deep
visual features are jointly exploited by the attention modules
of SVAM-Net for effective learning.

2) Top-Down SAM (SAM'): Unlike the existing U-Net-
based architectures, we adopt a partial top-down decoder
ds — do that allows skip-connections from mirrored encoding
layers. We consider the mirrored conjugate pairs as eq4 ~ ds,
e ~ dy, ea ~ ds, and e; ~ dsz. Such asymmetric
pairing facilitates the use of a standalone de-convolutional
(DeConv) layer following dg rather than using another com-
posite decoder block, which we have found to be redundant
(during ablation experiments). The composite blocks ds — d2



- € N Conv
L N
Ll - 5121 - g cmes N B ReLU
| o LN L1 BN
""""""""""" 3 | i [ Pool
T ; f | L\ DeConv
256x 256 1 256: 64x64 T e ‘ | i AR B
N X 4 1
. S/ J & Add
Bottom-up SAM: SAMPY . @ Concat
- ‘ . ——— Sigmoid
o™
i
= i
512: 64x64
H O «\ -
1128: 256x256
256x256 1 i
i |
Input . 256:128x128 ¢ .. ) '
s Auxiliary SAM: SAM®* 3 1 256x256
e ‘ = 192 128x128 128: 256x256 7
" 4 1 e " -
X 236 % 256 x 3 it 1/ Top-down SAM: SAMd Residual Refinement Module: RRM

Fig. 2: The detailed architecture of SVAM-Net is shown. The input image is passed over to the sequential encoding blocks {e1 — es} for
multi-scale convolutional feature extraction. Then, SAM™ gradually up-samples these hierarchical features and fuses them with mirrored skip-
connections along the top-down pathway {ds — dz} to subsequently generate an intermediate output Y*4; the RRM refines this intermediate
representation and produces the final SOD output Y*%". Moreover, SAM™ exploits the features of e4 and es to generate an abstract SOD
prediction Y% along the bottom-up pathway; additionally, SAM®* performs an auxiliary refinement on the ez and ez features that facilitates
a smooth end-to-end SOD learning. Implementation of this training pipeline is here: https://github.com/xahidbuffon/SVAM-Net.

decode 16 x 16 x 1024, 32 x 32 x 768, 64 x 64 x 384, and
128 x 128 x 192 feature-maps, respectively. Following da and
the standalone DeConv layer, an additional Conv layer learns
256 x 256 x 128 feature-maps to be the final output of SAM“ as
Std  — SAM"“(e; : e5). These feature-maps are passed
along two branches (see Fig. 2); on the shallow branch, a
Sigmoid layer is applied to generate an intermediate SOD
prediction Y*¢, while the other deeper branch incorporates

residual layers for subsequent refinement.

3) Residual Refinement Module (RRM): We further design
a residual module to effectively refine the top-down coarse
saliency predictions by learning the desired residuals as

_ Std rrm

tdr
S coarse + Sresidual .

refined
Such refinement modules [46, 58] are designed to address
the loss of regional probabilities and boundary localization
in intermediate SOD predictions. While the existing method-
ologies use iterative recurrent modules or additional residual
encoder-decoder networks [46], we deploy only two sequential
residual blocks and a Conv layer for the refinement. Each
residual block consists of a Conv layer followed by batch
normalization (BN) [18] and a rectified linear unit (ReLU) ac-
tivation [45]. The entire RRM operates on a feature dimension
of 256 x 256 x 128; following refinement, a Sigmoid layer
squashes the feature-maps to generate a single-channel output
Y*" which is the final SOD prediction of SVAM-Net.

4) Bottom-Up SAM (SAM™): A high degree of super-
vision at the final layers of RRM and SAMY forces the
backbone encoding layers to learn effective multi-scale fea-
tures. In SAM™, we exploit these low-resolution yet se-
mantically rich features for efficient bottom-up SOD learn-

ing. Specifically, we combine the feature-maps of dimen-
sion 16 x 16 x 512 from e4 (Pool4) and e5 (Conv53),
and subsequently learn the bottom-up spatial attention as
Sb* — SAM™(e4.Pool4, e5.Conv53). On the combined
input feature-maps, SAM™ incorporates 4 x bilinear interpola-
tion (BI) followed by two Conv layers with ReLU activation
to learn 64 x 64 x 256 feature-maps. Subsequently, another BT
layer performs 4 x spatial up-sampling to generate S“; lastly,
a Sigmoid layer is applied to generate the single-channel
output Y%

5) Auxiliary SAM (SAM*): We excluded the features of
early encoding layers for bottom-up SOD learning in SAM™
for two reasons: i) they lack important semantic details de-
spite their higher resolutions [66, 63], and %) it is counter-
intuitive to our goal of achieving fast bottom-up inference.
Nevertheless, we adopt a separate attention module that refines
the features of e; (Conv22) and eg (Conv33) as S* =
SAM*(eq.Conv22, eg.Conv33). Here, a Conv layer with
ReLU activation is applied separately on these inputs, followed
by a 2x or 4x BI layer (see Fig. 2). Their combined output
features are passed to a Conv layer to subsequently generate
Se** of dimension 256 x 256 x 128. The sole purpose of this
module is to backpropagate additional refined gradients via
supervised loss applied to the Sigmoid output Y ***. This
auxiliary refinement facilitates smooth feature learning while
adding no computational overhead in the bottom-up inference
through SAM™ (as we discard SAM®* after training).

B. Learning Objectives and Training

SOD is a pixel-wise binary classification problem that refers
to the task of identifying all salient pixels in a given image.



We formulate the problem as learning a function f : X — Y,
where X is the input image domain and Y is the target
saliency map, ie., saliency probability for each pixel. As
illustrated in Fig. 2, SVAM-Net generates saliency maps from
four output layers, namely Y %% = g(S%u*) YPu — 5(S0%),
Y = o(S,, ), and Y = (St ) where o is the
Sigmoid function. Hence, the learning pipeline of SVAM-
Net is expressed as f: X — Yous ybu ytd ytdr

We adopt six loss components to collectively evaluate the
information loss and boundary localization error for the super-
vised training of SVAM-Net. To quantify the information loss,
we use the standard binary cross-entropy (BCE) function [11]
that measures the disparity between predicted saliency map Yy
and ground truth Y as

Lpop(Y,Y)=E[=Y,log¥, — (1 —Y,)log(1 —Y})]. (1)

We also use the analogous weighted cross-entropy loss func-
tion Ly cp(Y,Y), which is widely adopted in SOD literature
to handle the imbalance problem of the number of salient
pixels [59, 66]. While Ly g provides general guidance for
accurate saliency estimation, we use the 2D Laplace operator
to further ensure robust boundary localization of salient ob-
jects. Specifically, we utilize the 2D Laplacian kernel K qpiqce
to evaluate the divergence of image gradients [66] in the
predicted saliency map and respective ground truth as

AY = |tanh(conv(§7, KLaplace))|, and (2)
AY = |tanh(conv(Y, KLaplace))|. (3)

Then, we measure the boundary localization error as
Lprr(Y,Y) = Lwer(AY,AY). )

We deploy a two-step training process for SVAM-Net to
ensure robust and effective SOD learning. First, the backbone
encoder and SAM are pre-trained holistically with combined
terrestrial (DUTS [56]) and underwater data (SUIM [19],
UFQO-120 [21]). The DUTS training set (DUTS-TR) has 10553
terrestrial images, whereas the SUIM and UFO-120 datasets
contain a total of 3025 underwater images for training and val-
idation. This large collection of diverse training instances facil-
itates a comprehensive learning of a generic SOD function. We
supervise the training by applying Lpr = Lpcr(Y?,Y) loss
at the sole output layer of SAM'. The SGD optimizer [28]
is used for the iterative learning with an initial rate of le 2
and 0.9 momentum, which is decayed exponentially by a drop
rate of 0.5 after every 8 epochs; other hyper-parameters are
listed in Table L

Subsequently, the pre-trained weights are exported into the
SVAM-Net model for its end-to-end training on underwater
imagery. The loss components applied at the output layers of
SAM™, SAM™, SAMY, and SAM' are

aux

we = Lpop(Y',Y), )
L¥e = ALwep(Y?,Y) + MLpre(Y™,Y), (©6)
LY e =M Lwer(YEY) + XLprp (YY), and  (7)
Lp = Leop(Y',Y). (®)

TABLE I: The two-step training process of SVAM-Net and corre-
sponding learning parameters [b: batch size; e: number of epochs;
Nirain: size of the training data; fo,:: global optimizer; 7,: initial
learning rate; m: momentum; 7: decay drop rate].

Backbone Pre-training End-to-end Training

Pipeline {e1.5 — SAMY} Entire SVAM-Net
Objective Lpr = Lpop(YtY) Lpog (see Eq. 9)
Data DUTS + SUIM + UFO-120 | SUIM + UFO-120

bOe / Ntrain
fOPf(novmv T)

490 / 13578
SGD(1e2,0.9,0.5)

450 /3025
Adam(3e™%,0.5, x)

We formulate the combined objective function as:

LE28 = Mauz L%+ Mpu L5% 5+ Ma L+ Mar Lo 5. (9)

Here, Ag symbols are scaling factors that represent the
contributions of respective loss components; their values are
empirically tuned as hyper-parameters. In our evaluation, the
selected values of Ay, Ao, Aquz> Mows Aid, and Aigr are 0.7,
0.3, 0.5, 1.0, 2.0, and 4.0, respectively. As shown in Table I,
we use the Adam optimizer [28] for the global optimization of
Lgsg with a learning rate of 3e~* and a momentum of 0.5.

C. SVAM-Net Inference

Once the end-to-end training is completed, we decouple a
bottom-up and a top-down branch of SVAM-Net for fast infer-
ence. As illustrated in Fig. 3, the {e;.5 — SAM'Y — RRM}
branch is the default SVAM-Net top-down pipeline that gener-
ates fine-grained saliency maps; here, we discard the SAM***
and SAM™ modules to avoid unnecessary computation. On the
other hand, we exploit the shallow bottom-up branch, i.e., the
{e1.5 — SAM™]} pipeline to generate rough yet reasonably
accurate saliency maps at a significantly faster rate. Here,
we discard SAM®* and both the top-down modules (SAM™
and RRM); we denote this computationally light pipeline as
SVAM-Net"igh,

Top-down | SAMY

SVAM-Net

Bottom-up
SVAM-Nettisht

put S

Epu}ié
Fig. 3: The decoupled pipelines for bottom-up and top-down infer-
ence: SVAM-Net"#" and SVAM-Net (default), respectively.

IV. EXPERIMENTAL EVALUATION
A. Implementation Details and Ablation Studies

As mentioned in §III-B, SVAM-Net training is supervised
by paired data ({X},{Y}) to learn a pixel-wise predictive
function f : X — Yeur ybu ytd ytdr  TepsorFlow
and Keras libraries [1] are used to implement its network
architecture and optimization pipelines (Eq. 1-9). A Linux
machine with two NVIDIA™ GTX 1080 graphics cards is
used for its backbone pre-training and end-to-end training with
the learning parameters provided in Table I.



(a) Spatial saliency 1earmng over e = 100 epochs of backbone pre-
training; outputs of Y are shown after 5, 30, 60, and 90 epochs.

(b) Snapshots of SVAM-Net output after 40 epochs of subsequent
end-to-end training; notice the spatial attention of early encoding
layers (in Y *“*) and the gradual progressmn and refinement by the
deeper layers (through Y°* — Y*¢ — y*d)

mcﬂﬂ

{u) (iii)
(c) Results of ablation experiments (for the same input 1mages)
showing contributions of various attention modules and loss func-
tions in the SOD learning: (¢) without Lgre (A = 0, Ay = 1),
(i1) without SAM™™ and SAM™ (Aguz = Apw = 0), (i44) without
SAM" and RRM (A\¢g = Atar = 0), (iv) without RRM (Atgr = 0),
and (v) without backbone pre-training.

Fig. 4: Demonstrations of progressive learning behavior of SVAM-
Net and effectiveness of its learning components.

We demonstrate the progression of SOD learning by SVAM-
Net and visualize the contributions of its learning components
in Fig. 4. The first stage of learning is guided by super-
vised pre-training with over 13.5K instances including both
terrestrial and underwater images. This large-scale training
facilitates effective feature learning in the backbone encoding
layers and by SAM'Y. As Fig. 4a shows, the {e;.5 — SAM"}
pipeline learns spatial attention with a reasonable precision
within 90 epochs. We found that it is crucial to not over-train
the backbone for ensuring a smooth and effective end-to-end
learning with the integration of SAM*"™, SAM"™, and RRM.
As illustrated in Fig. 4b, the subsequent end-to-end training
on underwater imagery enables more accurate and fine-grained
saliency estimation by SVAM-Net.

Moreover, we conduct a series of ablation experiments
to visually inspect the effects of various loss functions and
attention modules in the learning. As Fig. 4c demonstrates,
the boundary awareness (enforced by Lp;p) and bottom-
up attention modules (SAM** and SAM™) are essential to
achieve precise localization and sharp contours of the salient
objects. It also shows that important details are missed when

we incorporate only bottom-up learning, i.e., without SAM"
and subsequent delicate refinements by RRM. Besides, the
backbone pre-training step is important to ensure generaliz-
ability in the SOD learning and as an effective way to combat
the lack of large-scale annotated underwater datasets.

B. Evaluation Data Preparation and Metrics

For performance evaluation of SVAM-Net and other existing
SOD methods, we use four widely-used metrics [8, 46, 58]: F-
measure (Fg), S-measure (S,,), Mean absolute error (MAE),
and Precision-recall (PR) curves. We conduct the evaluation on
the test sets of three publicly available datasets: SUIM [19],
UFO-120 [21], and MUED [25]. In addition, we prepare a
challenging test set named USOD to evaluate underwater SOD
methods. It contains 300 natural underwater images which
we exhaustively compiled to ensure diversity in the objects
categories, water-body, optical distortions, and aspect ratio of
the salient objects. More detailed explanations of the data
preparation processes and evaluation metrics are provided in
the supplementary materials.

C. SOD Performance Evaluation

1) Quantitative and Qualitative Analysis: For performance
comparison, we consider the following six methods that are
widely used for underwater SOD and/or saliency estimation:
(?) SOD by Quaternionic Distance-based Weber Descriptor
(QDWD) [24], (i7) saliency estimation by the Segmentation of
Underwater IMagery Network (SUIM-Net) [19], (¢4¢) saliency
prediction by the Deep Simultaneous Enhancement and Super-
Resolution (Deep SESR) model [21], (zv) SOD by a Level
Set-guided Method (LSM) [9], (v) Saliency Segmentation by
evaluating Region Contrast (SSRC) [37], and (vz) SOD by
Saliency-based Adaptive Object Extraction (SAOE) [55]. We
also include the performance margins of four SOTA SOD mod-
els: () Boundary-Aware Saliency Network (BASNet) [46], (i)
Pyramid Attentive and salient edGE-aware Network (PAGE-
Net) [62], (i12) Attentive Saliency Network (ASNet) [59],
and (iv) Cascaded Partial Decoder (CPD) [63]. We use their
publicly released weights (pre-trained on terrestrial imagery)
and further train them on combined SUIM and UFO-120 data
by following the same setup as SVAM-Net (see Table I).

As the results in the first part of Table II suggest, SVAM-Net
outperforms all the underwater SOD models in comparison
with significant margins. Although QDWD and SUIM-Net
perform reasonably well on particular datasets (e.g., SUIM,
and MUED, respectively), their Fj7*, S,., and MAE scores
are much lower; in fact, their scores are comparable to and
often lower than those of SVAM-Net“¢", The LSM, Deep
SESR, SSRC, and SAOE models offer even lower scores
than SVAM-Net"2", The respective comparisons of PR curves
shown in Fig. 5 and Fig. 6 further validate the superior per-
formance of SVAM-Net and SVAM-Net"¢" by an area-under-
the-curve (AUC)-based analysis. Moreover, Fig. 7 demon-
strates that SVAM-Net-generated saliency maps are accurate
with precisely segmented boundary pixels in general. Although
not as fine-grained, SVAM-Net"€" also generates reasonably



TABLE II: Quantitative performance comparison of SVAM-Net and SVAM-Net"#" with existing SOD solutions and SOTA methods for both

underwater (first six) and terrestrial (last four) domains are shown. All scores of maximum F-measure (Fg“””

), S-measure (S,,), and mean

absolute error (M AE) are evaluated in [0, 1]; top two scores (column-wise) are indicated by red (best) and blue (second best) colors.

SUIM [19] UFO-120 [21] MUED [25] USOD

Method Fg“” Sim MAE Fg“” Sim MAE Fg“” Sm MAE Fg“” Sm MAE

M M ) M M & M M &) M M €3]
SAQE [55] 0.2698  0.3965 0.4015 | 0.4011 0.4420 0.3752 | 0.2978 0.3045 0.3849 0.2520 0.2418 0.4678
SSRC [37] 0.3015 0.4226 0.3028 | 0.3836 0.4534 0.4125 | 0.4040 0.3946 0.2295 0.2143 0.2846  0.3872
Deep SESR [21] 0.3838 0.4769 0.2619 | 0.4631 0.5146 0.3437 | 0.3895 0.3565 0.2118 0.3914  0.4868 0.3030
LSM [9] 0.5443 0.5873  0.1504 | 0.6908 0.6770 0.1396 | 0.4174 0.4025 0.1934 0.6775 0.6768 0.1186
SUIM-Net [19] 0.8413 0.8296 0.0787 | 0.6628 0.6790 0.1427 | 0.5686 0.5070  0.1227 0.6818 0.6754 0.1386
QDWD [24] 0.7328  0.6978 0.1129 | 0.7074 0.7044 0.1368 | 0.6248 0.5975 0.0771 0.7750 0.7245 0.0989
SVAM-Netlight 0.8254 0.8356 0.0805 | 0.8428 0.8613 0.0663 | 0.8492 0.8588 0.0184 0.8703 0.8723 0.0619
SVAM-Net 0.8830 0.8607 0.0593 | 0.8919 0.8808 0.0475 | 0.9013 0.8692 0.0137 0.9162  0.8832  0.0450
BASNet [46] 0.7212 0.6873 0.1142 | 0.7609 0.7302 0.1108 | 0.8556 0.8820 0.0145 0.8425 0.7919 0.0745
PAGE-Net [62] 0.7481 0.7207 0.1028 | 0.7518 0.7522 0.1062 | 0.6849 0.7136  0.0442 0.8430 0.8017 0.0713
ASNet [59] 0.7344 0.6740 0.1168 | 0.7540 0.7272 0.1153 | 0.6413 0.7476 0.0370 0.8310 0.7732  0.0798
CPD [63] 0.6679 0.6254 0.1387 | 0.6947 0.6880 0.3752 | 0.7624 0.7311 0.0330 0.7877 0.7436  0.0917
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Fig. 5: Comparisons of PR curves on three benchmark datasets are shown; to maintain clarity, we consider the top ten SOD models based

on the results shown in Table II.

UsoD
1.04
—————— = m=mmoTe—a
09 4\ RN
- NN RN
0.8 —— SVAM-Net \\\\ >
--- BASNet 3
goA7 — QDWD S|
B 9| === SVAM-Net_light <
206 = <L
9 CPD So
~
& 054, ——- SUIM_Net NN
0a] T M == AN
| — &
| === ASNet R N
03] —— PAGE-Net ~=3
—-—~- Deep_SESR
0.24 f f f : : |
0.55 060 065 070 075 080 085 090 095 100
Recall

Fig. 6: Comparison of PR curves on USOD dataset is shown for the
top ten SOD models based on the results shown in Table II.

well-localized saliency maps that are still more accurate and
consistent compared to the existing models. These results
corroborate our earlier discussion on the challenges and lack
of advancements of underwater SOD literature .

For a comprehensive validation of SVAM-Net, we com-
pare the performance margins of SOTA SOD models trained
through the same learning pipeline. As shown in Fig. 7, the
saliency maps of BASNet, PAGE-Net, ASNet, and CPD are

mostly accurate and often comparable to SVAM-Net-generated
maps. The quantitative results of Table II and Fig. 5-6 also
confirm their competitive performance over all datasets. Given
the substantial learning capacities of these models, one may
exhaustively find a better choice of hyper-parameters that
further improves their baseline performances. Nevertheless,
unlike these standard models, SVAM-Net incorporates a con-
siderably shallow computational pipeline and offers an even
lighter bottom-up sub-network (SVAM-Net"#") that ensures
fast inference on single-board devices. Next, we demonstrate
SVAM-Net’s generalization performance and discuss its utility
for underwater robotic deployments.

V. OPERATIONAL FEASIBILITY & USE CASES

A. Single-board Deployments

As Table III shows, SVAM-Net offers an end-to-end run-
time of 49.82 milliseconds (ms) per-frame, i.e., 20.07 frames-
per-second (FPS) on a single NVIDIA™ GTX 1080 GPU.
Moreover, SVAM-Net"#" operates at a much faster rate of
11.60 ms per-frame (86.15 FPS). These inference rates surpass
the reported speeds of SOTA SOD models [60, 8] and are
adequate for GPU-based use in real-time applications. More
importantly, SVAM-Net"€" runs at 21.77 FPS rate on a single-
board computer named NVIDIA™ Jetson AGX Xavier with an
on-board memory requirement of only 65 MB. These compu-
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Fig. 7: A few qualitative comparisons of saliency maps generated by the top ten SOD models (based on the results of Table II). From the
top: first four images belong to the test sets of SUIM [19] and UFO-120 [21], the next one to MUED [25], whereas the last three images

belong to the proposed USOD dataset.

tational aspects make SVAM-Netle" ideally suited for single-
board robotic deployments, and justify our design intuition of
decoupling the bottom-up pipeline {e;.5 — SAM®} from the
SVAM-Net architecture (see $III-C).

B. Practical Use Cases

In the last two sections, we discussed the practicalities
involved in designing a generalized underwater SOD model
and identified several drawbacks of existing solutions such
as QDWD, SUIM-Net, LSM, and Deep SESR. Specifically,
we showed that their predicted saliency maps lack important
details, exhibit improperly segmented object boundaries, and
incur plenty of false-positive pixels (see §IV-C and Fig. 7).
Although such sparse detection of salient pixels can be useful
in specific higher-level tasks (e.g., contrast enhancement [21],
rough foreground extraction [37]), these models are not as
effective for general-purpose SOD. It is evident from our
experimental results that the proposed SVAM-Net model over-
comes these limitations and offers a robust SOD solution for
underwater imagery. For underwater robot vision, in particular,
SVAM-Nethight can facilitate faster processing in a host of
visual perception tasks. As seen in Fig. 8, we demonstrate
its effectiveness for two such important use cases.

TABLE III: Run-time comparison for SVAM-Net and SVAM-Net™'¢"
on a GTX 1080 GPU and on a single-board AGX Xavier device.

SVAM-Net SVAM-Netlizght
GTX 1080 49.82 ms (20.07 FPS) 11.60 ms (86.15 FPS)
AGX Xavier 222.2 ms (4.50 FPS) 45.93 ms (21.77 FPS)

1) Salient Rol Enhancement: AUVs and ROVs operating
in noisy visual conditions frequently use various image en-
hancement models to restore the perceptual image qualities for
improved visual perception [54, 51]. However, these models
typically have a low-resolution input reception, e.g., 224 x 224,
256 x 256, or 320 x 240. Hence, despite the robustness of
SOTA underwater image enhancement models [22, 34], their
applicability to high-resolution robotic visual data is limited.
For instance, the fastest available model, FUnIE-GAN [22],
has an input resolution of 256 x 256, and it takes 20 ms
processing time to generate 256 x 256 outputs (on AGX
Xavier). As a result, it eventually requires 250 ms to enhance
and combine all patches of a 1080 x 768 input image, which
is too slow to be useful in near real-time applications.

An effective alternative is to adopt a salient Rol enhance-
ment mechanism to intelligently enhance useful image regions
only. As shown in Fig. 8a, SVAM-Net"¢"_generated saliency
maps are used to pool salient image Rols, which are then
reshaped to convenient image patches for subsequent enhance-
ment. Although this process requires an additional 46 ms of
processing time (by SVAM-Netlie") it is still considerably
faster than enhancing the entire image. As demonstrated in
Fig. 8a, we can save over 45% processing time even when the
salient Rol occupies more than half the input image.

2) Effective Image Super-Resolution: Single image super-
resolution (SISR) [20, 41] and simultaneous enhancement
and super-resolution (SESR) [21] techniques enable visually-
guided robots to zoom into interesting image regions for
detailed visual perception. Since performing SISR/SESR on
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(a) Benefits of salient Rol enhancement are shown for two high-resolution input images. On the left: (i) SVAM-Net"#!'_generated saliency
maps are used for Rol pooling, (i) the salient Rols are reshaped based on their area, and then (4¢¢) FUnIE-GAN [22] is applied on all
256 x 256 patches; the total processing time is 88 ms for a 512 x 256 Rol (top image) and 131 ms for a 512 X 512 Rol (bottom image).
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(b) Utility of SVAM-Net“#" for effective image super-resolution is illustrated by two examples. As shown on the left, Deep SESR [21]
on the salient image Rol is potentially more useful for detailed perception rather than SESR on the entire image. Moreover, as seen on
the right, SVAM-Net"#"_generated saliency maps can also be used to determine the scale for super-resolution; here, we use 2x and 4x
SRDRM [20] on two salient Rols based on their respective resolutions.

Fig. 8: Demonstrations for two important use cases of fast SOD by SVAM-Net"#": salient Rol enhancement and image super-resolution.

The saliency maps are shown as green intensity values; all evaluations are performed on a single-board NVIDIA™ GTX Xavier device.

the entire input image is not computationally feasible, the
challenge here is to determine which image regions are
salient. As shown in Fig. 8b, SVAM-Net“#" can be used
to find the salient image Rols for effective SISR/SESR.
Moreover, the super-resolution scale (e.g., 2x, 3%, or 4x)
can be readily determined based on the shape/pixel-area of
a salient Rol. Hence, a class-agnostic SOD module is of
paramount importance to gain the operational benefits of
image super-resolution, especially in vision-based tasks such
as tracking/following fast-moving targets [67, 52] and survey-
ing distant coral reefs [44]. For its computational efficiency
and robustness, SVAM-Net“8" is an ideal choice to be used
alongside a SISR/SESR module in practical applications.

3) Fast Visual Search and Attention Modeling: In §11-B, we
discussed various saliency-guided approaches for fast visual
search [30, 26] and spatial attention modeling [14]. Robust
identification of salient pixels is the most essential first step
in these approaches irrespective of the high-level application-
specific tasks, e.g., enhanced object detection [67, 50, 47],
place recognition [43], coral reef monitoring [44], autonomous
exploration [14, 49], etc. SVAM-Netlg* offers a general-
purpose solution to this, while ensuring fast inference rates
on single-board devices. As shown in Fig. 9, SVAM-Net!sht

reliably detects humans, robots, wrecks/ruins, instruments, and
other salient objects in a scene. Additionally, it accurately
discards all background (waterbody) pixels and focuses on
salient foreground pixels only. Such precise segmentation
of salient image regions enables fast and effective spatial
attention modeling, which is key to the operational success
of visually-guided underwater robots.

VI. CONCLUDING REMARKS

“Where to look” is a challenging and open problem in
underwater robot vision. An essential capability of visually-
guided AUVs is to identify interesting and salient objects in
the scene to accurately make important operational decisions.
In this paper, we present a novel deep visual model named
SVAM-Net, which combines the power of bottom-up and top-
down SOD learning in a holistic encoder-decoder architecture.
We design dedicated spatial attention modules to effectively
exploit the coarse-level and fine-level semantic features along
the two learning pathways. In particular, we configure the
bottom-up pipeline to extract semantically rich hierarchical
features from early encoding layers, which facilitates an
abstract yet accurate saliency prediction at a fast rate; we
denote this decoupled bottom-up pipeline as SVAM-Net-ig",
On the other hand, we design a residual refinement module that
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Fig. 9: SVAM-Net“#"'_generated saliency maps and respective object contours are shown for a variety of snapshots taken during human-robot
cooperative experiments and oceanic explorations. Further experimental results demonstrating its generalization performance are provided in
the supplementary material; a video demonstration can be seen here: https://youtu.be/SxJcsoQw7KI.

ensures fine-grained saliency estimation through the deeper
top-down pipeline.

In the implementation, we incorporate comprehensive end-
to-end supervision of SVAM-Net by large-scale diverse train-
ing data consisting of both terrestrial and underwater imagery.
Subsequently, we validate the effectiveness of its learning
components and various loss functions by extensive ablation
experiments. In addition to using existing datasets, we release
a new challenging test set named USOD for the benchmark
evaluation of SVAM-Net and other underwater SOD models.
By a series of qualitative and quantitative analyses, we show
that SVAM-Net provides SOTA performance for SOD on
underwater imagery, exhibits significantly better generalization
performance on challenging test cases than existing solutions,
and achieves fast end-to-end inference on single-board devices.
Moreover, we demonstrate that a delicate balance between ro-
bust performance and computational efficiency makes SVAM-
NetHh suitable for real-time use by visually-guided under-
water robots. In the near future, we plan to optimize the end-
to-end SVAM-Net architecture further to achieve a faster run-
time. The subsequent pursuit will be to analyze its feasibility
in online learning pipelines for task-specific model adaptation.

APPENDIX A
DATASET AND CODE REPOSITORY POINTERS

e The SUIM [19], UFO-120 [21], EUVP [22], and USR-
248 [20] datasets: http://irvlab.cs.umn.edu/
resources/

o The UIEB dataset [34]: https://1li-
chongyi.github.io/proj_benchmark.html

e Other underwater datasets: https://github.com/
xahidbuffon/underwater_datasets

« BASNet [46] (PyTorch): https://github.com/
NathanUA/BASNet
o PAGE-Net [62] (Keras): https://github.com/

wenguanwang/PAGE-Net

e ASNet [59] (TensorFlow): https://github.com/
wenguanwang/ASNet

« CPD [63] (PyTorch):
wuzhe71/CPD

e SOD evaluation (Python): https://github.com/
xahidbuffon/SOD-Evaluation—-Tool-Python

https://github.com/
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