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Abstract—We consider the problem of estimating unknown
transmittance 6 of a target bathed in thermal background light.
As quantum estimation theory yields the fundamental limits, we
employ the lossy thermal-noise bosonic channel model, which
describes sensor-target interaction quantum mechanically in
many practical active-illumination systems (e.g., using emissions
at optical, microwave, or radio frequencies). We prove that
quantum illumination using two-mode squeezed vacuum (TMSV)
states asymptotically achieves minimal quantum Cramér-Rao
bound (CRB) over all quantum states (not necessarily Gaussian)
in the limit of low transmitted power. We characterize the optimal
receiver structure for TMSYV input, and show its advantage over
other receivers using both analysis and Monte Carlo simulation.

I. INTRODUCTION

A precise measurement of power transmittance is a fun-
damental task in engineering. It translates to measuring both
target reflectance in active sensing systems, such as RADAR
and LIDAR, and signal distortion from attenuation in commu-
nications systems. Transmittance is also critical to quantum-
system design. It determines the precision of quantum methods
for phase estimation [2], [3], the point-to-point quantum-
communication capacity [4], and whether a quantum channel
preserves the entanglement [5].

The importance of measuring transmittance led to the de-
velopment of classical signal processing methods covering
many practical scenarios [6], [7]. However, the fundamental
precision limits for all sensing tasks as well as the approaches
to achieve these limits are governed by quantum information
theory [8]-[11]. As we briefly discuss in Section II-C, this is
because quantum information methods optimize the underly-
ing physical measurement process that generates the data for
the estimator, as well as the estimator itself. Indeed, quantum-
enhanced sensing systems can significantly outperform those
limited by classical methodology [12], [13].

Consider active sensing of target reflectance, using optical,
microwave, or radio-frequency emissions in the presence of
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background Gaussian noise. This task is modeled quantum
mechanically by the measurement of power transmittance of a
lossy thermal-noise bosonic channel. Despite the progress in
quantum transmittance sensing [14]-[20], outlined briefly in
Section II-D, a design of a sensor transceiver that attains the
quantum limit in the presence of environmental thermal noise,
has been elusive. In fact, the authors of [18], upon establishing
the fundamental lower bound on the mean squared error
(MSE) of quantum transmittance estimation, question whether
a thermal-noise scenario even exists where this bound is sat-
urated. Here, we answer this question affirmatively: the lower
bound is achievable for probes with low transmitted power.
Furthermore, we characterize the corresponding transceiver
and provide analysis, and simulations supporting its near-term
physical implementation.

We begin by describing in Section II our notation and the
lossy thermal-noise bosonic-channel model. We then cover the
basics of quantum estimation theory. This allows us to in-
troduce the quantum perspective on the transmittance-sensing
problem and to consider the use of quantum illumination
(QD [18], [21]-[26], which, in general, improves precision
by using entanglement between the transmitted probe and
a reference state retained in the transceiver. In Section III
we prove that probes constructed from two-mode squeezed
vacuum (TMSV) states can achieve the ultimate bound in
the limit of low transmitted power. As was done previously
for quantum-enhanced target detection [18], [21]-[24], [26],
our transmitter generates n TMSV states, and probes the
target’s transmittance with one mode of each TMSV state,
while retaining the other mode as a reference. In Section IV,
we characterize a matching quantum receiver, that measures
the n returned probes and corresponding entangled reference
signals, and applies maximum likelihood estimation (MLE)
on the resulting classical measurements. In the limit of low
transmitted power and large n this transceiver achieves the
fundamental lower bound on MSE from [18]. Although they
are not classical, the components used in our receiver are
well-known to the optics community: a two-mode squeezer
followed by a photon-number-resolving (PNR) measurement.
However, despite this convenience, our receiver’s existence is
limited to certain ranges of system parameters: transmittance,
signal power, and thermal noise power. Thus, in Section V,
we compare its theoretical limits to those of other well-known
receivers, and show significant advantage derived from using
TMSYV input and our receiver.

The MSE of our sensing system converges to the quantum
lower bound as the number of probes n — oo. However,
practical sensing is limited to a finite number of probes:
n < oo. This motivates evaluating the speed of convergence
to the limit. Further complicating the analysis is the depen-
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dence of our receiver’s structure on the parameter of interest,
transmittance. This is common in quantum estimation, and
is addressed using the two-stage method from [11, Ch. 6.4],
[27], [28]. Unfortunately, this complicates the analysis. In
Section VI we use Monte Carlo simulation to study the
performance of transmittance sensing using our sensor, and
two other receivers, when the number of probes is finite. We
show that the MSEs for these systems converge rapidly to
their corresponding quantum limits, even when the two-stage
method is used.

The transceiver derived here is optimal in the Ilow-
transmitted-power regime. This corresponds to previous QI
results, which demonstrated quantum advantage in this regime
[18], [21]-[23], [25], [26]. Nevertheless, this has significant
practical applications to sensors operating under total transmit-
ted power constraints. These can be imposed by, e.g., covert-
ness/low probability of detection (LPD) [29]-[36], battery size,
or the need to limit exposure of a biological sample to light.
Although technically challenging, an experimental validation
of our design is feasible in the near term, as the required
squeezing and PNR measurement have been demonstrated. We
conclude with a discussion of future work in Section VII.

Note: The fundamental limits of transmittance estimation
using TMSV in Section III and the preliminary comparison
to other systems in Section V were presented at the 2021
International Symposium on Information Theory (ISIT 2021)
and published in its proceedings [1]. Receiver design and
simulations in Sections IV and VI are new, while Section V
is significantly expanded from [1].

II. PREREQUISITES
A. Notation

As is customary in quantum information theory, we indicate
operators with hats, e.g., ¢ and p. Conjugate transpose and
trace of G are indicated by a and Tr {a}. Density operators,
which describe quantum states, are denoted using Greek
letters, e.g., p and . We employ ket |) and bra (z| = |z)'
notation for pure quantum states. A particularly useful pure
state is a Fock, or photon number, state |n) which represents
exactly n photons. We employ caret to indicate classical
estimators that input measured data and output an estimate,
e.g., 0 is an estimator for . We denote mean quantities with
an overbar, e.g., n often indicates mean photon number.

B. Channel Model

A classical linear channel relates the complex-valued input
and output amplitude mode functions a and b by b = vOa+z,
where 6 is power transmittance and z is additive noise. Using
an independent Gaussian random variable to represent noise,
z, yields an additive white Gaussian noise (AWGN) channel,
and simplifies estimation of transmittance 6 [6], [7]. However,
optical, microwave, and radio-frequency (RF) light used for
communications and sensing is fundamentally an electromag-
netic wave described quantum mechanically by a boson field.
Noises of quantum-mechanical origin limit the performance
of advanced high-sensitivity photodetection systems [37]-[39].
Therefore, achieving the ultimate limits of estimation generally
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requires tools from quantum-information processing [8]-[11]
and quantum optics [40]-[42].

Formally, a single-mode lossy thermal-noise bosonic chan-
nel &g nT,6 L)p in Fig. 2 describes quantum mechanically the
transmission of a single (spatio-temporal-polarization) mode
of the electromagnetic field at a given transmission wavelength
(such as optical, microwave, RF) over linear loss and additive
Gaussian noise (such as noise stemming from blackbody radi-
ation). A beamsplitter with transmittance # models power loss.
In contrast to the classical linear model, here the input-output
relationship b = v/0a 4 /T — f¢ between the bosonic modal
annihilation operators of the single-mode channel requires the
environment mode é to preserve the unitarity by ensuring that
commutator [l;, IA)T} = I, where I is the identity operator. Ex-
cess noise is modeled by mode ¢é being in a zero-mean thermal
state 75, where 7 is the mean photon number per mode
injected by the environment. Thermal state is represented in
Fock (photon number) basis as 7, = > peo ¢ (k;7or) [k) (k
where the Bose-Einstein probability mass function

ﬁk
(14 n)k+1

is a variant of a geometric distribution. In this paper, we are
interested in estimating unknown transmittance 6. Before we
state our problem formally in Section II-D, we review the
concepts from quantum estimation theory that we require.

q(k;n) = (D

Thermal
background 7y

Returned
probe

Input
probe

Fig. 1. Single-mode thermal-noise lossy bosonic channel £("T-9) modeled
by a beamsplitter with transmittance 6. The sensor injects a probe in one of
the input ports, while an environment injects a thermal state 77 with mean
photon number nT in the other input port. The sensor has access to one of
the output ports while the other output is absorbed by the environment. a, €,
b, and ¢ label the corresponding input/output modal annihilation operators.

C. Introduction to Quantum Estimation

Suppose a quantum state &(6) physically encodes infor-
mation about an unknown parameter 6 (transmittance in this
paper). We are interested in estimating 6 from &(6). A physical
device that extracts information about 8 from 6(8) is described

by a positive operator-valued measure (POVM) {f}} that
satisfies the non-negativity and completeness conditions:

Vo : T, >0, Zfz:i 2)

where I is the identity operator. For example, an ideal
photon-number-resolving (PNR) measurement is described by
{|z) (x|}, where |z) is the Fock (photon number) state. Classi-
cal statistics of an output of a device characterized by POVM
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{fw} are described by a random variable X with probability

mass function px (z;6) = Tr {fz&(e)} [8, Ch. III].

An estimator 9(3:), is a function of the observation z,
which is an instance of X. We desire an unbiased 0(z), i.e.,
Ex [0(X)] = 6o, that minimizes the mean square error (MSE)

. - 2
Vi, (0) = Ex [(0(X) — 65)°],
0 and Ex[f(X)] is the expected value of f(X). The classical
Cramér-Rao bound (CRB) lower bounds the MSE:

} 1
Voo (0) = (X’

where 6 is the true value of

3)

where Zy(X) = Ex [(8long(X;9)/80)2
Fisher information (FI) associated with 8 for random variable
X. By additivity of classical FI, for a sequence of n inde-
pendent and identically distributed (i.i.d.) random variables
{Xk}pe1, Zo ({Xk}i_,) = nZy (X;). Estimators that achieve
the classical CRB in (3) with equality are called efficient.
For observations described by an i.i.d. sequence of random
variables {X}};_,, maximum likelihood estimator (MLE) is
asymptotically unbiased and efficient as n — oo, up to mild
regularity conditions [6], [7].

However, classical estimation theory implicitly assumes that
the measurement device (described by POVM m}) is fixed.
Quantum methodology enriches estimation theory by allowing
analysis and optimization of {fm [8, Ch. VIII]. The quantum
CRB lower bounds the classical CRB since it assumes an
optimal measurement:

] is the classical

1
T (5(0))’

=Tr {Ag&(ﬁ)} is the quantum FI associated

Vo, (0) > 4)

where Jp (6(0))

with 6 for state 5(6). Ay is the symmetric logarithm derivative
(SLD) operator that is Hermitian but not necessarily positive.
It is defined implicitly by [8, Ch. VIIL.4(b)]:
270) _ 2 (R5(0) +50)As) )
Analogous to classical FI, by the additivity of quantum FI,
for a tensor product of n states 6%"(6), Jy (6%™(0)) =
nJy (6(6)). We call a combination of a quantum measurement
and a classical estimator on the corresponding output quantum
efficient, if it achieves the quantum CRB in (4) with equality.
Consider an eigendecomposition of SLD Ay =
YoxA2(0) [A2(0)) (Az(0)], where {|X;(f))} is a set of
orthonormal pure eigen-states of Ay and {\,(0)} are
the corresponding eigenvalues. For a tensor-product state
5®7(0), a tensor-product measurement {|A,(0)) (A,(0)|}*"
constructed from eigendecomposition of SLD Ay and followed
by an MLE on the corresponding classical i.i.d. random output
sequence {Xk}Z:1 is asymptotically unbiased and quantum
efficient. Thus, unlike in optimal decoders for general
classical-quantum channels [43], a complicated joint-
detection measurement that entangles the output of n probes
is unnecessary: {|A\;(0)) (\.(0)|} is applied separately to
each of n states 6(#). However, it is important to note that
there is an infinite number of eigendecompositions of Ay, and
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that their mathematical expressions are typically unavailable
in closed form. Even when they are found, translating these
expressions to physical devices can be extremely challenging.

Furthermore, the structure of a quantum CRB-achieving
measurement {|\;(6)) (Az(0)|} often depends on the param-
eter of interest #. This seeming paradox of needing to know
0 to build a device for its measurement is addressed by the
following two-stage approach [11, Ch. 6.4], [27], [28]. First,
one obtains a rough pre-estimate 6y using n°, 8 € (3,1),
probes and a sub-optimal measurement that does not depend
in 6. Then, one employs 6, to construct {|Aa( (60)) (A\x(00) )|}
and refine 6 using the remaining n —n® probes. This achieves
quantum CRB asymptotically as n — oo, under conditions
outlined in [11, Ch. 6.4], [28].

We encourage the reader, interested in learning more about
the foundations of quantum sensing, to consult the classic
texts on quantum detection and estimation [8] and quantum
information theory [9], as well as more recent texts [10], [11]
covering these subjects in greater depth. We are now ready for
the formal treatment of quantum transmittance estimation.

Input pyngn Transmitted probe (S systems)

77 thermal

st photons per mode

(I systems)

Returned l
Output G7n pn < ProPe
P e (R systems)
9 —7 Chgnrg)el
: =1 g

Measurement

U

Fig. 2. Sensing of unknown transmittance 6. Sensor transmits n-mode signal
systems S of bipartite state pyn gn by using n times the single-mode thermal
noise lossy bosonic channe] £(T:0) described in Fig. 1, where mean thermal
photon number T = 1 6 Idler systems I are retamed as a reference for

the measurement of output state n gn (6), which yields the estimator On.

D. Quantum Transmittance Estimation

Fig. 2 depicts our system setup. Sensor’s goal is to esti-
mate unknown power transmittance 6. It prepares a bipartite
quantum state pr»g» which occupies n signal systems S and
n idler systems [I. Signal systems S interrogate the target
over n available modes of channel €gi g~ Idler systems [
are retained losslessly and noiselessly as a reference. The

_ n
output state Grnpn(0) = SSL’%) [prngn| carries

information about transmittance 6 in the returned systems
R, where 7 is the identity channel. As described in Section
II-C, we seek an unbiased estimator én on a measurement
of G7n () that minimizes the mean squared error Vp, (6,,).
Early work focused on the transmittance sensing in a pure-loss
bosonic channel é’gﬂ p» With i = 0 [14]-[16]. Notably, the
author of [16] proved that Fock (photon number) states are
optimal for transmittance sensing in this environment.
Unfortunately, the pure-loss bosonic channel model has
limited applications, due to the omnipresence of thermal noise
in practical scenarios. Quantum illumination (QI) improves
detection and estimation in thermal noise using entanglement
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between S and I. The quantum CRB for joint estimation of
unknown 6 and nT using Gaussian subset of quantum states
[44] was derived in [17]. Although the two-mode squeezed
vacuum (TMSV) state was proved an optimal Gaussian state in
[17], the sensor was allowed to estimate 6 from just the thermal
background — called “shadow effect” in [19]. QI literature [18],
[21]-[23], [25], [26] addresses arguably more practical settings
where the thermal background cannot aid the estimation. The
“shadow effect” is removed by setting:

AT = — (6)

where np is the mean number of thermal background photons
per mode that corrupt the sensor’s probes. When the back-
ground light does not help the estimation of 8, quantum CRB is
quantitatively different from results in [17]", and the quantum
FI is upper-bounded by [18, Eq. (21)]:

NS tot

Jo (61mprn(0)) < To.ub (s tot) = m7

)

where 7ig 1ot = Z;L:l fig,; is the total mean photon number
transmitted over n modes, and the individual mode mean
photon numbers fig; may be unequal. However, [18] leaves
open the structure of p;»gn that saturates (7), and the design
of the corresponding quantum-CRB-achieving measurement.

Excited by the gap identified in [18] and using the pre-
scription for nT in (6), we analyze transmittance sensing
with the TMSV states. In the next section, we find that the
quantum FI of TMSV states saturates the ultimate bound
in (7) as per-mode transmitted photon number ng — 0.
In Section V, we report that, at ng > 0, the quantum FI
of TMSV states significantly exceeds the FI of other well-
known transmittance estimation schemes. This motivates the
derivation of the quantum-CRB-achieving receiver structure
for TMSV probes in Section 1V, and the numerical analysis
of the convergence of its MSE to the optimal in Section VL.

Following the conference presentation [1] of our prelimi-
nary results, [19] investigated transmittance sensing with and
without noise aiding the estimation. Notably, [19] proved that
TMSYV maximized the quantum FI within the class of Gaussian
quantum states [44] with and without the “shadow effect.”
While the treatment of quantum FI in [19] is comprehensive,
the receiver structures that achieve it are not considered.
Even more recently, [20] presented an experimental study of
estimating multiple transmittance parameters in Xanadu’s X8
integrated-photonic-quantum computer [45]. Unfortunately,
the limitations of Xanadu’s platform limit the study in [20]
to photon-number-resolving (PNR) measurements of TMSV
states. The same authors follow up by analyzing the limits of
transmittance sensing using coherent and Fock states in the
presence of detector dark counts [46], and report results that
are qualitatively similar to those in Section V.

Reparameterizing [17, Eqs. (B8a)-(B8d)] to & = e~ shows that, even in
the absence of probes (ng = 0), quantum FI associated with € is positive
due to the thermal background.
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III. TMSYV 1S OPTIMAL FOR TRANSMITTANCE SENSING

The TMSYV state is represented in the Fock (photon number)
basis as follows:

1) 1s = Z Va(kins) k) k) g, ®)
k=0

where ¢ (k;n) is defined in (1). TMSV is a zero-displacement
pure Gaussian state, which among all two-mode-Gaussian
states with mean photon number ng is maximally entangled
[44]. It is critical in quantum-information processing. Gener-
ating TMSV is a well-known (bordering on routine) process
in quantum optics. We show that TMSV becomes optimal
for transmittance estimation in thermal noise as transmitted
photon number per mode ng decays to zero:

Theorem 1. The following limit holds for the quantum Fisher
information Jy (6ngn(0)):

5 n n 0
li SO0 @) n ©)
g —0 fig O(ng +1—0)
when n TMSV probes described by tensor-product state
Prngn = |1) (1/)|;®§ are used and Gynpn(0) is the quantum

state describing the returned probes and retained references.

We first note that the lossy thermal-noise bosonic channel

Eg’i’% acts independently on each transmitted mode. There-
fore, for input tensor product of TMSV states [1) (1)]5e,

the output state G7n = () = 655 (0) is a tensor product of
nT,0

states 67g(0) = (II ® ES_>R> (1Y) (¢|;¢]- By the additivity
of the quantum FI for tensor product states, Jy (Gnpgn(0)) =
nJy (6rr(0)). In Appendix I we employ the method from
[47], [48] to derive the quantum FI

Jommsv (ns) = Ty (61r(0))
B ng (g + 1+ (1 — 0)ng + nipng) (10)
0+ 1—0)(ng +1+ns(2np +1—0))

associated with the quantum state 6;r(6f) that describes the
returned probe and retained reference when a single TMSV
probe is used. Multiplying (10) by %‘—S and taking the limit in
(9) yields the proof.?

Theorem 1 proves that TMSV is optimal over all low-
input-power states, including the non-Gaussian ones. Although
it has been shown to be an optimal Gaussian state for all
values of 6, np, and nig [19], characterization of a general
quantum input state that maximizes quantum FI associated
with 6 is an open problem. That being said, as mentioned
in Section I, the low transmitted-photon-number per mode
regime is important for the design of sensors operating under
the total power constraints. Thus, we characterize and analyze
a receiver structure that achieves asymptotically the quantum
CRB for TMSV.

2Qur expression for the quantum FI of TMSV in (10) is exact, unlike
[25, Eq. (6)] and [18, Eq. (23)]. In fact, all of the quantum FI expressions
in [25] are approximations at 0, = 0, where 0, = V0 is the amplitude
transmittance, and [18, Eq. (23)] is [25, Eq. (6)] reparametrized from 6, to
6. Reparametrizing (10) to 6, and setting 8, = 0 yields [25, Eq. (6)]. That a
crude approximation with a zero-order Taylor series term yields such a close
result is striking.
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IV. TRANSMITTANCE ESTIMATION USING TMSV PROBES

A. Optimal Receiver Structure

We determine the eigendecomposition of the symmetric
logarithmic derivative (SLD) operator Ag defined in (5) for
the quantum state 67z(0) describing the returned probe and
retained reference. Since 67(6) is Gaussian, Agisa degree-2
polynomial of creation and annihilation operators ay, ar, &},
and &JI’% [49, Sec. III]. Thus, there are infinitely-many unitary
transformations Uy that represent the application of a finite
sequence of squeezing, displacement, phase rotation, and beam
splitter operators, that diagonalize Ay.

In Appendix II, we adapt the approach from [14] to
show that Ag = ¢, 5(w) (d;&; + dE&RS St (w) + col, where

S(w) = exp(wapa; — wd}%d}) is a two-mode squeez-
ing operator, I is the identity operator, and ¢y, c¢; are
scalars. Unitary S(w) diagonalizes Ag in the two-mode Fock
(photon number) basis {|km)} = {|k2®|m>;[, k,m =
0,1,... since this is an eigenbasis for a;a; + apar. Thus,
{S'(w) |[km) 1 k,m =0,1,.. } is an eigendecomposition of

Ag. Hence, a receiver for TMSV transmitter that achieves
the quantum Cramér-Rao bound (CRB) asymptotically is a
two-mode squeezer followed by the photon-number-resolving
(PNR) measurements of each output mode. Fig. 3 depicts
transmittance sensing using TMSV and this receiver. For-
mally, it is the positive operator-valued measurement (POVM)
M = {|skm) (Skm|}, where |sgm) = S(w) [km). POVM M
followed by the maximum likelihood estimation (MLE) of 6
from the classical outcome of PNR measurements achieves
the quantum CRB as n — oo. The squeezing parameter is
w = A — (, where ¢ and A are functions of 6, ng, and ng
defined in (56) and (123), respectively. We emphasize that,
although our measurement is convenient, in that it can be
physically implemented using well-known optical elements
(squeezer and PNR receivers), it is only one of the infinitely-
many measurements that achieve the quantum CRB asymptot-
ically.

TMSV |¢>}®; Transmitted probe (S systems)

nr thermal
photons per mode

Reference
(I systems)

Returned ¢/
Output &%L — probe
(R systems)
. Channel
0 =7 enrd
S—R

T

Fig. 3. Sensing the unknown transmittance 6 using n two-mode squeezed
vacuum (TMSV) states [t)) ;. When [1)) ;¢ is transmitted, a bipartite output
state 67 occupies a retained idler system I and a corresponding returned
probe system R. The receiver achieves the quantum CRB by applying a
two-mode squeezer (TMS) separately to each of the n output states 1R,
followed by independent photon-number-resolving (PNR) measurement of
each output mode. Maximum likelihood estimator (MLE) is applied to_the
resulting classical output to obtain the estimate 6,,. As in Fig. 2, np = {‘TBG.
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B. Remarks and Caveats

The structure of our receiver is remarkable in that it achieves
the quantum CRB using well-known optical components:

« Optical elements implementing a two-mode squeezer
required for the receiver have been demonstrated in the
laboratory [50].

e Our Monte Carlo simulation described in Section VI
shows that, at a moderate amount of thermal noise
(np ~ 1 photons per mode), and with a low transmitted
photon number (g ~ 0.01), nine photons is the sufficient
resolution for PNR measurements. Such measurements,
while technically complex, have been demonstrated [51].

However, two caveats are in order:

1) Value of w depends on 6: As mentioned in Section
II-C, the dependence of the structure of a quantum CRB-
achieving measurement on the parameter of interest is a
common occurrence in quantum estimation theory. In our
Monte Carlo simulation detailed in Section VI we employ
the two-stage approach [11, Ch. 6.4], [27], [28] described in
Section II-C with coherent transceiver from Section V-A used
to construct a rough pre-estimate, 90.

Fig. 4. Satisfaction of the condition in (11) for the existence of the receiver
employing two-mode squeezing, followed by photon counting at various
values of system parameters 0, ng, and ng. Red shading denotes the regions
where (11) is not satisfied and white the regions where (11) is satisfied.

2) Existence of w depends on 0, g, and np: The eigenbasis
of the SLD Ay in the form {S(w) k) - k,m:O,l,...}
requires the scalars A\, F’, Ty, T to be real (see Appendix
II-D). Thus, per (117)-(121), we must have:

(C+ D)? < 4E?, (11)
where C, D, and F are defined in (102)-(104). As Fig. 4
illustrates, (11) does not hold for a certain range of system
parameters: 0, ng, and ng. Therefore, another, likely more

E Xplore. Restrictions apply.
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complicated, receiver structure is necessary to realize the full
quantum advantage that the TMSV states yield.’?

Notwithstanding these caveats, the range of operating pa-
rameters where our proposed receiver exists, corresponds to
the low transmitted photon number regime (ng < 1) which
has significant practical applications, (e.g., in covert/low prob-
ability of detection (LPD) [29]-[36], battery-constrained, or
light-sensitive-sample scenarios). It is also the regime where
TMSV states are quantum optimal. Nevertheless, we ana-
lyze and compare alternative transmittance-sensing approaches
next.

V. COMPARISON WITH ALTERNATIVE
TRANSMITTANCE-SENSING METHODS: FUNDAMENTAL
LIMITS

We compare the classical and quantum Fisher information
(FI) associated with transmittance 6 for several well-known
receivers with the quantum FI for TMSV state derived in
Section IIT and the ultimate upper bound (7) from [18].

A. Coherent Transceiver

Single-mode coherent state |«) with complex-valued ampli-
tude o € C is an eigenstate of the annihilation operator 4 and
a quantum-mechanical description of laser light. There are two
types of coherent measurement: an optical homodyne receiver
implements a measurement that uses the eigendecomposition
of either p = a—a' o qg = ’“fZT quadrature operators and
yields a single Gaussian random variable, while a heterodyne
receiver implements measurement that uses the eigendecom-
positions of both p and ¢ and outputs a pair of independent
Gaussian random variables. A coherent transceiver employs
both coherent states and a receiver, and is called “classical” in
the literature. The quantum FI associated with transmittance 6
for a coherent state |c) ¢ probe is [18, Eq. (23)]:

goml )= __Ns
I (€82 10) {ols]) = gammrry
where the transmitted mean photon number 7ig = |a|?. Use

of a homodyne receiver as depicted in Fig. 5 achieves the
corresponding quantum CRB.

Jo,con (7ig) (12)

B. TMSV and Optical Parametric Amplifier (OPA) Receiver

Let’s use the TMSV probes as in Section III, but apply an
optical parametric amplifier (OPA) to the output state 57 (0)
instead of a two-mode squeezer, and discard one of the OPA
outputs. The remaining output of the OPA is then in a zero-
mean thermal state with average photon number [23, Sec. AJ:

norpa = Gig + (G — 1)(ng + 1 + fng)
+2/G(G — 1)fng(ns + 1),

where the OPA gain G > 1. PNR measurement then outputs
a random photon count K, distributed geometrically with
mass function qx (k; nopa) from (1). The OPA receiver was

(13)

3In Appendix II we adapt the approach in [14], where the authors derive
a quantum CRB-achieving receiver for transmittance sensing when n = 0.
That receiver similarly does not exist for certain ranges of ng and 6.
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T

Fig. 5. Sensing the unknown transmittance 6 using n coherent states |c) ¢ and
a homodyne receiver. The output state 6 r is called a displaced thermal state.
A Gaussian random variable describes the output of homodyne measurement
[44], [52, Ch. 7.3.2]. A maximum likelihood estimator (MLE) that uses the
homodyne receiver’s output and the value of « as a classical reference achieves
the quantum CRB for c}%" as n — 0o, and is derived in Section VI-Al.

proposed for target detection with quantum illumination [23],
[24], however, it can also be used to estimate transmittance 6,
as depicted in Fig. 6. Classical FI associated with 6 in K is:

2
(<G_ 1) + /G(G—l)Zs(ns+1)>

nopa(nopa + 1)

Jo,opa (Rg) = max

(14)

For fixed g > 0, the constrained maximization over gain G is
challenging analytically. Hence, we use numerical approaches
to plot classical FI for an OPA receiver in Fig. 9. The
dependence of optimal G on # can be addressed using the
two-stage estimation approach described in Section IV-B; we
employ it in the Monte Carlo simulation described in Section
VI. Furthermore, when ng is small, we have:

Joopalis) | _ o G
ng s =0 G>1 9(7_1]3 + 1)(G(1 + T_IB) — ﬁB)
(15)
1
- T (16)

where (15) is maximized when G — 1. This shows that the
TMSV+OPA combination can perform close to the limit in (7)
in the low-transmitted-power low-transmittance regime.

TMSV |¢>§9§~ Transmitted probe (S systems)

Reference np thermal
(I systems) photons per mode
Returned l
Output &}@Ig — probe
R systems
(B ) o Channel
0= gnrd
S—R

T

Fig. 6. Sensing the unknown transmittance 6 using n two-mode squeezed
vacuum (TMSV) states |) g and an optical parametric amplifier (OPA)
receiver. Per [23], one of the outputs of the OPA is discarded, resulting in the
other being in a thermal state. A maximum likelihood estimator (MLE) that
uses the output of the photon-number-resolving (PNR) measurement achieves
the classical CRB asymptotically as n — oo, and is derived in Section VI-A2.
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C. Fock States

It is well-known that Fock state |m) is optimal for trans-
mittance sensing in a vacuum (ﬁB = 0), achieving quantum

Fl Jp ( 00 [Im) (m] ]) sy [15]. Here we show
that this breaks down in thermal noise. The output state
Ur(0,m) = gi’R [[m) (m|g] is diagonal in the Fock basis,
making PNR measurement in the sensor as depicted in Fig. 7
optimal. The mass function for random variable K describing
the photon count is derived in [52, Sec. 7.3.1]. Transformation

of [52, Eq. (7.37)] using [53, 9.131.1] yields:
(kim) = <m + k) (g +1—0)" "0k

k (ﬁB 1>m+k+1
n| PR (0, 7ip) (17)
X ;
2471 *(T)’L k) ;2\0,NB ’
where 2(0,7ig) = 7(9 ne)(metl) and

a,b ab ala+1)b(b+1) ,
F iz =14+ — _ -
e B + cZ+ clc+1)2!
(18)
is the hypergeometric series. The quantum FI associated with
0 is:

j@,Fock(|m>) =

2ng(0m + nig + 1)
(A +1-0)82
2ng (2(0m + np + Omaig) + ng + 1)
B (np + 1 — 0)202
nEm(m —1)

TR

19)

N (m+k\ K*nd (g + 1 — 0)mkgk—4
Z( k ) (m+ k)%2(ng + 1)mtk-1
SE-1)-(-1)
—(m+k-1) 2(0,78)
—k,—k
—(m+k)’

o Fy

2F1 (9 rLB)

(20)

The ratio of the hypergeometric series in (20) makes both
the analysis and numerical evaluation of the quantum FI
Jo.Fock (|m)) for large m challenging. Furthermore, on-demand
generation of Fock states |m) for arbitrary m presents techni-
cal challenges that appear insurmountable in the near term.
However, such sources exist for single photons [54]-[56].
Setting m = 1 in (17) yields

pr(k;1) = (p(Ag + 1) + 0(k — 7g)) Ak L (ag + 1)~ *++2),

2L
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7
The corresponding quantum FI is
— (k —np)*ng (g + 1)~ **2)
1)) = 22
Tk ([1)) ;;) (in(an + D+ 0k —ng)) 2

We note that, for ng > 0, (22) is well approximated by the
first three terms of the sum. The contribution from terms cor-
responding to k > 2 decreases rapidly due to the exponential
decay of npy (g + 1)~ (2 with increasing k.

Transmitted probe (S systems)

Fock state |m) ¢

Classical | : nr thermal

photons per mode
referencc_a_ mi
Returned ‘
; probe
PNR
' 4 (R systems) l Channel
: " A0
: 6 =1 Es5R
6,, <{MLE

U

Fig. 7. Sensing the unknown transmittance 6 using m-photon Fock state
|m) g. Photon-number-resolving (PNR) measurement is optimal. We can
employ a maximum likelihood estimator (MLE) that uses the output of the
PNR measurement and the value of m as a classical reference.

D. TMSV and Heralded PNR Measurement

TMSYV states and PNR measurement can be used for prob-
abilistic generation of Fock states. Detection of m photons on
the idler mode heralds |m) 4 state on the signal mode. Thus,
we consider transmittance sensing with TMSV using two PNR
measurements: one for the idler mode, and the other for the
returned signal port. This is depicted in Fig. 8. The classical
FI of this system is

Jo ter (7s) = Enr [Jo,Foek (| M))]

where the output photon number M mass function is in (1).

(23)

Transmitted probe (S systems)

TMSV [4)58

Reference 7T thermal
(I systems) photons per mode
PRR Returned ‘
be
PNR ?;%Os;stems) l Changel
g =7 e
6,, <{MLE o

Fig. 8. Sensing the unknown transmittance € using n two-mode squeezed
vacuum (TMSV) states |1) ; 5. The photon-number-resolving (PNR) measure-
ment of the idler mode heralds the photon number of the transmitted Fock
state probe. This is used by a maximum likelihood estimator (MLE) along
with the output of the PNR measurement of the returned probe to achieve the
classical CRB asymptotically as n — oo.

E. Comparison

We ensure a fair comparison of the fundamental limits
for various transmittance-sensing methods by analyzing their
Fisher information attained per photon per (transmitted) mode.
That is, photon Fisher information efficiency (PFIE) j (ng) =

E Xplore. Restrictions apply.
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%ZLS) is our figure of merit, where Jy (7ig) is classical or

quantum FI attainable with nng input mean signal photons per

mode. The ultimate upper bound for PFIE is derived from (7):
ub (7 1

Jo, E(ns) S ' (24)
ng (g +1—10)

The PFIE for TMSV source uses the quantum FI in (10):

Jub (ﬁS)

Jo,msv (7ig)
ns
B ng + 1+ (1 — 0)ng + npns
O(mp+1-0)(ng+1+ns(2ag +1—0))
(25)
The PFIE for coherent and TMSV+OPA transceivers use
classical FI expressions (12) and (14), respectively:

Jo,con (Tis) 1

Jrmsv () =

JCon (Tg) = s = 20(nn £1) (26)
Jopa (ig) = LLO%A (7s)
ns

2
<(G )i + /W>

Asnora (lopa + 1)

= max
27

The PFIE for Fock state and TMSV+Heralded PNR measure-
ment use quantum and classical FI expressions in (19) and
(23), respectively:

o ([my) = Lereek (1)) o8)
m —
e (1) = Totex (5), (29)
ns

We evaluate (24)-(29) and plot the results versus thermal-
noise mean photon number ng in Fig. 9. While 3,1, (72g) and
Joon (i) are constant relative to transmitted mean photon
number 7ig, JTmsv (fis), Jopa (fig), and JHer (ig) are not.
Thus, we include plots for various values of ng. We set § = 0.5
and note that, for other values 6, the plots are qualitatively
similar. In plotting jopa (72s) we maximize (27) over G > 1
numerically. We include the plot of jpocx (jm)) for single-
photon Fock state |1) and a thirty-photon Fock state |30) on
all plots. The challenges associated with computing the hy-
pergeometric series o Fy [57] precluded evaluating jpock (|m))
for m > 30. When evaluating jp.r (7ig), we had to truncate
the sum in the expectation in (23) at m = 30. This accurately
approximates Jyer (i) only up to fig & 4. Thus, we did not
evaluate Juer (7s)].—10 and Jher (7s)|n5—100-

It is evident from Fig. 9 that PFIE of the TMSV input
combined with optimal measurement exceeds that of other
receivers we consider. While Fock state transmitters’ per-
formance rapidly decays with noise, they outperform the
TMSV+OPA transceiver when signal-to-noise ratio (SNR)
is high. Indeed, the TMSV+OPA transceiver performs very
poorly when the transmitted mean photon number is high.

On the other hand, the high PFIE of single-photon Fock
state |1) in low noise shows the promise of using the on-
demand single-photon sources and PNR measurement for
transmittance sensing. Furthermore, since the first three terms
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of the summation in (22) approximate Jp (/5(6,1)) well for
np < 1, a measurement that distinguishes zero, one, or more
photons suffices for accurate estimation of 6 for these systems.
Such measurement is less complex than the full PNR one.

We also note that TMSV+heralded PNR performs as well
as the single-photon Fock state source in low-noise set-
ting. In fact, our calculations suggest that, for ng < 1,
TMSV+heralded PNR measurement matches PFIE of a single-
photon Fock state source while using a less-complex single-
photon detector (SPD) that distinguishes zero or more than
zero photons instead of a PNR measurement.

Nevertheless, many practical scenarios demand low-
transmitted-power operation. Even for moderate noise power,
this results in low SNR. Transmittance sensors that employ
TMSV+receiver derived in Section IV and TMSV+OPA re-
ceiver behave well in this setting. Thus, next we use Monte
Carlo simulation to evaluate these sensors and to compare their
performance to a simpler one based of a coherent transceiver.

VI. COMPARISON WITH ALTERNATIVE
TRANSMITTANCE-SENSING METHODS: SIMULATIONS

Maximum likelihood estimators (MLEs) have a number of
desirable properties, the first and foremost being the avail-
ability of “turn-the-crank” implementation in most practical
settings. Furthermore, MLEs are usually asymptotically con-
sistent and efficient, as the number of observations n — oo [6],
[7]. Here we employ MLEs to estimate transmittance 6 from
the outputs of coherent homodyne transceiver, TMSV+OPA
receiver, and TMSV+receiver derived in Section IV, analyzing
their convergence to CRB for increasing n.

A. Construction of MLEs

1) Coherent Homodyne Transceiver: Consider a transmit-
tance sensing scheme described in Section V-A that uses a
tensor product \a)?" of n coherent states |a) g with a = /iig
as probes and a homodyne receiver. The corresponding output
is a sequence of n independent and identically distributed
(i.i.d.) Gaussian random variables {Xj},_,, each with mean
\/0ng and variance fig + 1. The MLE for 6 is:

n 2
. 1 (1
Ocon(n) = s (n Z%) ;
where x; is an observed instance of Xj.

2) TMSV Input and OPA Receiver: Now consider a scheme
from Section V-B that uses a tensor product prngn =
1) (1|58 of m TMSV states defined in (8) as probes and
an OPA receiver. The corresponding output is a sequence of
n i.i.d. geometric random variables {Y},_,, each with mass
function gy (y;nopa) defined in (1), where the fippa is in
(13). The MLE for @ is:

g(G*—=1)—1—mnp

(30)

éOPA(n) = (G* — 1)27_18
_ 2\/G*(1 +y+np — G*ng)(1l + ng)
(G* — l)ﬁs
G*(G* + 2np — G*ig + (G* — 1)ng)
+ (G —1)%ns » BD
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Fig. 9. Photon Fisher information efficiency vs. thermal-noise mean number of photons per mode np for various transmittance estimation methods and values
of transmitted mean number of photons per mode fzg. We set § = 0.5, results for other values of 0 are qualitatively similar.
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where §j = L 377"y, is the mean of the observed instances
of Y}, and G* is the OPA gain that maximizes classical FI in
(14). Thus, G* minimizes the CRB for the receiver, and hence,
the asymptotic MSE of §opa (n). However, G* depends on the
parameter of interest, 6. Thus, we follow a two-stage approach
[11, Ch. 6.4], [27], [28]. First y/n probes are coherent states
from which we obtain a preliminary estimate éo = 9C0h (v/n),
using the homodyne receiver described above. We compute G
by maximizing (14) with 90 substituted for #. The remaining
n — y/n probes are TMSV states, with output processed by
the OPA receiver, with gain set to GG}, and the corresponding
MLE fopa (n — /) in (31), with G* set to G5,

3) TMSV Input and Receiver Derived in Section IV: Finally,
we use a tensor product prngn |4) <1/J\}®g7 of n TMSV
states defined in (8) as probes, but we employ the receiver
derived in Section IV, that uses the two-mode squeezer S(w),
followed by the PNR measurement of each mode. As noted
in Section IV-B, the squeezing parameter w depends on the
parameter of interest §. We follow a two-stage approach as in
the OPA-based scheme, with an identical first stage that uses
a coherent homodyne transceiver. We calculate the squeezing
parameter wo using the preliminary estimate 6 that employs
the first y/n probes. The remaining n — /n probes are TMSV
states, with each output state 67z(). These are processed by
S (wo) followed by a two-mode PNR measurement. Thus, the
corresponding output is a sequence of n i.i.d. pairs of random
variables {(Zo, Z1,k)},_,» each with mass function:

D20.2, (20, 21) = (2021] ST (w0) 61R(0)S (wo) |2021)  (32)

=SS ftst S o + O l0m)| 33

s=0 t=0
where, in Appendix III, we derive

(st| S (wo +¢) [km)
= (—70)° v s!t!k!ml(s(s —k,t —m)

Um ‘TO| ) k m+2u—1
X 34
uzu s—k+u) 'U'(kfu)!(mfu)! 34
with w; = max(k — 5,0), uy, = min(k,m), 79 =
Twote] , the Kronecker delta

function §(x,y) = {1 if z = y;0if x # y}, and ¢ and rg
defined in (56) and (62), respectively. Another form of (34) is
in [58, Eq. (22)]. Since we multiply by d(s — k,t — m), (34)
is not zero only if s — k = ¢ — m. Thus, (33) simplifies to:

E Tst!

s=0

2
5t|5 (wo +C) |z021)|

Dzo.2: (%0, 21) (35)
where ¢ = s — k + m. As there is no known closed-form
solution for MLE, we construct it using numerical optimization
of (35) recast as a likelihood function for 6.

B. Results

While it is well-known that MLE is asymptotically consis-
tent and efficient, as number of observations n — oo [6],
[7], numerical approaches are needed for its finite-sample
performance analysis at fixed n < oco. Furthermore, although
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the two-stage approach [11, Ch. 6.4], [27], [28] is consistent
and quantum efficient as n — oo, the convergence conditions
in [11, Ch. 6.4], [28] are onerous to prove mathematically for
many estimators (including ours) and, to our knowledge, its
finite sample analysis is missing from the literature.

Thus, we compare the simulated MSEs for the MLEs
developed in Section VI-A to their corresponding CRBs.
Our settings for ng = 0.01, ag = 1, and § = 0.5 are
chosen because 1) they allow the simulations to complete in
reasonable time while ensuring the existence of the receiver
derived in Section IV; and, 2) ng < np models transmittance
sensing in a low-SNR environment. The MSE is inversely
proportional to the number of probes n: MSEy = 2. For ng,
np, and 0 fixed, the scaling factor ¢y = nx MSEj is a function
of n, however, the asymptotic efficiency of MLE suggests that
for estlmators described in Section VI-A, lim,, ., ¢y = 79,
where 79 is a single-observation CRB.* We are interested in
the speed of cy’s convergence to jig as n increases, and the
penalty (if any) of the two-stage approach.

250 : .
Cy,Coh
Cp,OPA
«
o 200 - €9,0pPA
Cy
% 0, TMSV
< || Cy, TMSV
2
E 150 -
D [ s P el
o
S
g
=100 F
20
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1 1 1
10° 10" 102 108 104

n (number of modes)

Fig. 10. Scaling factor cg = n X MSEy vs. the number of probes n used to
estimate 6. We set ng = 0.01, ag = 1, and 6 = 0.5. We evaluate cg at 96
logarithmically-spaced values for n € [1,65536]. The limitations of machine
precision, computational run-time, and memory precluded evaluation of cg
for n > 65536. Each data point is an average of 5 x 104 results from Monte
Carlo simulations. Approximate points when scaling factors converge to the
corresponding CRBs are marked with ®. The 95% confidence intervals are
negligibly small, and the fluctuations in the plots are due to machine-precision
limits rather than stochastic variations between experiments.

On the ordinate in Fig. 10 we plot the scaling factors
€h,Cohs Co,0PA, and cg Tmsy for the MLEs that use the output of
a coherent homodyne transceiver, TMSV+OPA receiver, and
TMSV-+receiver derived in Section IV, respectively. We also
plot the scaling factors ¢ opy and cj pygy for the correspond-
ing receivers, constructed with knowledge of §. While such

4As n — 0o, MLE fyrg(n) for 6 is usually asymptotically efficient:
GMLE( ) converges in probability to the true value 0. It is also typically
asymptotically efficient as follows: v/n (éMLE (n) — 90) converges in law to
a zero-mean Gaussian random variable with variance equal to CRB for a single
observation [6], [7]. However, proving lim,_oc cg = £ mathematically
requires showing uniform integrability, which is challenging for MLEs (see,
e.g., remarks following Proposition IV.D.2 in [59, Sec. IV.D]).
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receivers cannot physically exist, this enables us to isolate the
impact of the two-stage method on the convergence of the
scaling factor.

H 1 wo-stage
Fig. 10 shows that cytmsy converges to St Cuosaze g

Jo,msv (Ns)

approximately n = 3000 modes, cg,opa converges to %
at approximately n = 5000 modes, and ¢y con converges to
Toonlng) & approximately n = 8000 modes. The penalty
from the use of the two-stage method is €iyo-stage = 0.05, and
appears to decay with n. We note that o 75) is negligibly

close to the ultimate lower bound —L—.
TJo ,ub(1g)

C. Towards Experimental Validation

Our results support the feasibility of near-future experi-
mental validation of quantum-enhanced transmittance sens-
ing. Idler-mode storage and synchronization are technical
challenges that are similar to those the previous quantum
illumination experiments overcame, e.g., [24]. For ng = 0.01,
ng = 1, and § = 0.5, the required squeezing parameter in
the receiver, that we derived in Section 1V, is w ~ 0.1428.
This corresponds to the squeezing factor 10log;, e ~ 1.24
dB. Fig. 11 further explores the squeezing factor for our
receiver. We note that w is a very-slowly-increasing function
of thermal noise photon number per mode np.> Hence, we
set ng = 1. We show that, unless transmittance 6 is very
small, for low transmitted mean photon number per mode 7ig
(which is the regime where our sensor is optimal), substantially
less than 10 dB of squeezing is needed — a figure that has
been demonstrated at 1550 nm “telecom” wavelength [50].
Fig. 11 also illustrates how the existence of w depends on the
parameters 6, ng, and nip: when ng = 0.1 and ng = 1, the
condition in (11) is not satisfied for § < 0.2882. However, (11)
is satisfied for # > 0.0385 and 6 > 0.0040 when ng = 0.01
and ng = 0.001, respectively. Thus, at low transmitted power,
our sensor can estimate almost the entire range of 6.

In our simulations, we approximate the ideal PNR by
one that resolves up to 9 photons, which captures > 99%
of the probability mass in (32). Such resolution has been
demonstrated at 1550 nm using superconducting transition-
edge sensors (TES) [51]. Fig. 10 shows convergence to optimal
MSE requiring measurement of < 10° probes. The output
of a continuous-wave (cw) spontaneous parametric down-
conversion (SPDC) source of entangled photons typically has
an optical bandwidth of W ~ 1 THz [60]. The quantum
description of a T-second cw SPDC output is a tensor product
of n =~ WT two-mode squeezed vacuum (TMSV) states.
Due to the high modes-per-second output of the SPDC,
the duration of an experimental run will be governed by
the electronic bandwidth of the detector, which for TES is
dominated by its dead, or, reset time. The count rate of
the TES reported in [51] is ~ 20 X 10% counts/s, which is
far slower than commercially-available (non-photon-number-
resolving) superconducting nanowire single-photon detectors
(e.g., [61]). However, even the TES rate allows a less-than-a-
second duration for each experimental run that we simulated.

SNumerical experiments suggest that w grows sub-logarithmically with 7ip.

i . ©2022 IEEE. Personal_use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.o
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Fig. 11. Squeezing factor 10 log;, €2 vs. transmittance @ for various values
of transmitted mean photon number per mode 7ig. Thermal noise mean photon
number per mode ng = 1, results for other values are very similar, as w grows
very slowly with np. The squeezing factor is shown only over the regions
of 6 where the condition (11) holds and a solution for w exists. These are
0.2882 < 0 < 1 for ng = 0.1, 0.0385 < 6 < 1 for ng = 0.01, and
0.0040 < 6 < 1 for ng = 0.001. The squeezing factor required when
ng = 0.01, ng = 1, and 8 = 0.5 (Section VI-B settings) is marked with ®.

VII. CONCLUSION

We showed that the TMSV state asymptotically minimizes
the quantum CRB for transmittance estimation in thermal
noise and low-transmitted-power regime over all states (not
necessarily Gaussian). We derived a quantum CRB-achieving
receiver structure for TMSV source: a two-mode squeezer
followed by the PNR measurement. Although our design is
restricted to a certain range of parameters, the range corre-
sponds to the low transmitted photon number regime where
TMSYV source achieves the ultimate quantum FI bound in (7).
Nevertheless, alternate receiver structures for TMSV input that
are not restricted to this range of parameters should be ex-
plored. The structure of our receiver depends on the parameter
of interest, as is typical in quantum-enhanced sensing. This
necessitates a two-stage estimation approach [11, Ch. 6.4],
[27], [28], however, our simulations suggest that its impact on
the MSE is negligible.

In our work, we assume thermal channel noise, availability
of perfect PNR measurement, error-free idler mode storage,
and its perfect synchronization with the returned probe mode.
These are also standard assumptions in theoretical investi-
gations of quantum-enhanced sensing (e.g., [17]-[19], [21]-
[23], [25], [26]). Strict enforcement of these assumptions in
a controlled laboratory environment allowed the experimental
demonstration of quantum advantage for target detection [24].
Our simulation results in Section VI suggest a high likelihood
of success for a similar experimental validation of quantum
advantage in transmittance sensing, with small transmitted
photon number (ng ~ 0.01), and relatively large thermal noise
photon number (7 ~ 1). However, our future work will
focus on extending both our analytic and numeric framework
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to account for the limitations of practical systems. This will
allow exploration of trade-offs between their complexity and
performance and hasten the integration of quantum-enhanced
sensing protocols into practical systems.

APPENDIX |
PROOF OF THEOREM 1

The proof of Theorem 1 was presented at the International
Symposium on Information Theory (ISIT) 2021 and included
in its proceedings [1].

As explained in Sectlon II, for input tensor product of
TMSV states |1) (1|54, the output is a tensor-product state
Grpn(0) = 657(0) and quantum FI Ty (67npn(0)) =
nJy (61r(0)). Since the TMSV state and the bosonic channel
are Gaussian, the output state 67z(6) is also Gaussian. This
allows the use of the symplectic formalism [44]. We use
the ¢gpp form for representing and evolving the covarlance

matrices of Gaussian states in phase-space, where § = “‘\;‘21
and p = 2=2'
b= v -

state’s covariance matrix 1s:

U1 U9 0 0

Z U2 U1 0 0 (36)
PIS — 0 0 uy — Uy ’
0 0 —U2 Uq

where u; = ng + 2 and uy = \/7ig(is + 1). The action of
the lossy thermal-noise bosonic channel £g "T’ T g on the signal
mode does not displace the state and results in the covariance
matrix of the output:

Soin(0) = XD X1 +Y (37)
Wi Wi2 0 0
_ Wiy  Wag 0 0 7 (38)
0 0 w1 —Wi2
0 0 —wi2 w2

where Y = diag (O,ﬁB + % — g,O,ﬁB + % — g) X =
diag (1, V0,1, \/@), AT is a transpose of A, and

1
w1 = Ng + 3 (39
wap = Nip + Ong + ok (40)
wie = \/0ng(ng + 1). 41

We now derive the quantum FI using the method in [47],
[48]. First, the Uhlmann fidelity between zero-displacement
Gaussian states p; and po with covariance matrices 1 and
Yo is [47]:

1
JVE+ VA= (T VA -

, (42)

F(p1,p2) =
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where the symplectic invariants are:
A = det (21 + 22) > 1 (43)
I
I = 16det <921922 - 44“) > A (44)
A = 16det <§]1 + ;Q) det (22 + ‘;Q> >0 (45)
0 I
Q= 2x2 22 is the symplectic matrix, I, is
—Izxo  O2xo

the m x m identity matrix, and j = y/—1 is the imaginary
unit. The quantum FI is calculated using (42) as follows:

82]-"(613(9),&13(0+59)) (46)
053 59=0

where (46) is derived in [48]. Evaluating (46) yields (10).

Jo (61r(0)) = —4

APPENDIX II
DERIVATION OF A QUANTUM CRB-ACHIEVING RECEIVER

We obtain a quantum CRB-achieving receiver for trans-
mittance by adapting the approach from [14]. We derive
S(w) km) : k m_o,1,...} of Ag
in three steps: 1) we find an orthonormal basis {|{gm)},
k,m =0,1,... for the output state 657z (0); 2) we use {|Ykm)}
to write Ag as a linear combination of creation and annihilation
operators aj, ag, Ez}, and Ez}2 of the return and idler modes;
and, 3) we recognize that the resulting linear combination is
produced by an action of a two-mode squeezing operator S (w)
on a number operator, yielding an expression for w.

an elgendecomposmn

A. Orthonormal Basis for the Output State 61r(0)

_ Squeezing the two modes of 67r(0) yields 69p(0) =
S(¢)61r(0)ST(¢) with the covariance matrix:

So0,0) = Z501n0)2 " @7)
will wiiQ 0 0
w?z wSz Od Od 7 (48)
0 0 w{;  —wiy
0 0 —w‘lig w(212
where
cosh(¢) sinh(¢) 0 0
sinh(¢) cosh(¢) 0 0
- 0 0 cosh(¢)  —sinh(¢)
0 0 —sinh(¢)  cosh(¢)
49)
wd), = w1y cosh?(¢) + wag sinh?(¢) + w1 sinh(2¢), (50)
wly = wao cosh?(¢) + wyy sinh?(¢) + w1 sinh(2¢), (51)
wlly = wio cosh(2¢) + (w11 + waz) cosh(¢) sinh(¢).  (52)
A value of ¢ such that
wiy =0 (53)

makes 6¢5(0) a thermal state that is diagonal in the Fock
basis. Note that in (52), wy1 > 0, wee > 0, wya > 0 and
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cosh(¢) > 0. Thus, sinh(¢) < 0. Solution of (53) for ¢ under
these constraints satisfies:

l+np+ns+0ns 1
h(¢) = - = 54
cosh(() \/ N T
1+mn n on 1
sinh(¢) = —\/ + 1B ;\/”; tons _ S=v 69
This yields, in turn,
1+ ng + ng + Ong 1
= 1 —
¢ =log <\/ a t3
1+n ng + 6n 1
B thg+ns+ong 1 , (56)
2v/a 2
where
a=n%+ (1+ns(l—0))*+2np(1+ns +0ng). (57
The covariance matrix of 6 (6) can be expressed as
Ni+3 0 0 0
0 Na+3 0 0
Y5a,0) = 0 0 N, -1 0 ’
1+ 2
0 0 0 N+ 3
(58)

where the mean thermal photon numbers in each mode are:
a1

1
Ni=uwi =5 =5 (Vatnis—1-ns(l1-0) (59
1 1
NQ:ng_5 = 5(\f—nB—lJrﬁs(l—a)). (60)
Hence, using two-mode Fock basis, we have:
GiR(0) =D rem [km) (km], (61)
km
where, using the definition of ¢(k,n) from (1),
NFN
m=qlk, N Ny) = L2 .
Tk q( ) 1)q(m’ 2) (1+ Nl)k+1(1 4 Nz)erl
(62)

Therefore, the output state 67z (6) is diagonal in the two-mode
squeezed Fock basis {|t)gm)}. k,m =0,1,...

61r(8) =51 (Q)67R()S(C) = Y Thom [Ynm) Wrm|, (63)

km

where |¢pgm) = ST(¢) |km) defines an orthonormal basis.

B. Actions of Modal Creation and Annihilation Operators on
Output State

Since the squeezing parameter ( is real, we have [42,
Eq. (5.39)]

S(OdRST(C) = pagp + 1/&},

S(Q)akS'(C) = paf, + vr,

where p and v are defined in (54) and (55), respectively.
These facts, the diagonalization of the output state 67z(6) in

(64)
(65)
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(63), and the photon-number raising and lowering properties
of creation and annihilation operators allow us to derive the
following six expressions for use in Appendix II-C:

(Vrem| QdR&IR(‘g)dTR [¥st)
= (km| 5(0)2arST(Q) Y rur lul) (ul] S(Q)alST(C) Ist)
ul

= (km| 2(pag +va}) > rolul) (ull (pal + var) |st)

ul

= (km| 2(pdg +va}) Y v lul) (ul] (u/r+1]s + 1,t)
ul
+urvt—1|s,t—1))

= (km|2(pagr + V&})(/,LTSJFLt\/T +1|s+1,t)
+urs 1Vt —1]s, t —1))

= (km|2(par + VCAL;)(/,LTS+17,5&TR +vrs_1ag) |st)

(Vrm] &erng&IR(e) |[¥st)
= (km| S(Q)akST(Q)S(QarS™(¢) D rur |ul) (ultosr)

ul

= (km| (paf, + var)(pag + vaj)ry |st)

(Vrm| G1R(0)akar [1sr)
= (k| Y ru [Yur) (ul] S(Q)ak,ST(€)S(C)arST(€) Ist)

ul
= (km| rhm (paly, + var)(uag + val) |st)
(Y| 205,611 (0)aR [Par)
= (km| $(0)2a5S1 ()Y vt |ul) (ul] S(Q)arST(Q) |st)

(66)

(67)

(68)

ul

= (km| 2(paly + var) > rulul) (ull (pag + val) |st)
ul

= (km| 2(pafy + var) » rarlul) (ull (uk|s —1,1)
ul

+uvVt+1|s,t+1))

= (km| 2(uat, + var) (ure—1Vk|s — 1,t)
+urs Vi +1|s,t+ 1))
= (km|2(pay + var) (prer oar + vre ) |st)
(Viem| &Rd};&IR(Q) |¥st)
= (km| S(Q)arST(Q)S(Q)ak ST ()Y rur [ul) (Yurltost)
ul

(69)

= (km| (pag + val)(ual + var)rs |st) (70)

(k| 618 (0)ardk [1a)
= (k| Y Tt [Pu) (ul] S(Q)arST($)S(C)a%ST(C) |st)

ul

= (km| rpm (pag + vah) (pal, + vas) |st) (71)

C. Characterization of SLD Ay

First, we use (5) to relate the kmst-th term of the SLD
operator Ag in the basis {[¢k)} to the corresponding term
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of the derivative LR(Q):
do 1 R .
(] 18O 1 3 (i) 612(8) Ao [at)
+5 <¢km|/\90m( ) Wst)  (72)
Thm 1+ Ts
= u (W Ro[st) . (73)
Thus, the SLD operator is expressed as follows:
) dUIR(9)
Ay = Z ka\ + |1/)st> [Vrm) (Wstl - (74)

kmst

The probe state evolving in a thermal bath is characterized
by the Lindblad Master equation [62, Ch. 4]:

dorr(0) _ v
a2

where the superoperator £ r|[-] is defined as follows:

[(ﬁBH)ﬁR[a]mBﬁR[aT] G1r(0), (75

Lr[a)61r(0) = 2ar61r(0)dYy, — akhardrr(0)

—61r(0)akar (76)
EAR[&T]&[R(Q) = 2&;2(}11{(0) aR — GJRCL;_EO']R(Q)
— 61r(0)agal,. (77)

The dissipation rate ~y satisfies exp (f%t) = /6, which, in
turn, implies:
@ _ 1
g ~6’
Employing the chain rule in (75) using (78), and substituting
the result into (74) yields:

(78)

dérr(9) dt

N 2
AG = Z <7/]km| d:_ 9 |7pst> |wkm> <’lpst|

(Vim| Lr[a61R(0) [¥st)

Thm + Tst

(79)

kmst

ng +1
_ G‘F)Z

kmst
+

(Vrm| Lr[aT1617(0) [Ysr)
kmst

Tkm + Tst

k) (Pst

|wkm> <wst|
(30)

We analyze the two summations in (80) separately. First,

(k| Lr[a)51R(0) [hsr)
Tkm + Tst
_ (k| 20061 0(0)a; [10sr)
Tkm T Tst
 (Wml| aharSrR(0) [1se)
Tkm + Tst
_ (Wkm| 61r(0)aLar [Vs)
Tkm + Tst
_ (km| 2(uag + V&J})(ursﬂ,td}z +vrgy_1ar) |st)
Tkm + Tst
— (km| (pal, + var)(pag + val) |st)

1) platag |st)

81

(82)

2
= (km| (Tsﬂt _
Tkm + Tst

© 2022 IEEE. Personal_use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee. or%Eubllcanons/rl hts/index.html for more information.
Authorized licensed use limited to: The University of Arizona. Downloaded on December 27,2022 at 03:56:26 UTC from |

14
L 2rsq1 1 Atat
+< m| m — l/uaIaR|5t>
2rg 1 ..
+ (km)| <7‘k7j-7"1t - 1) pvagar |st)
2rg 1 o
+ <km| <’]"k7—:—7"1t — 1) yza}a[ |St>
2027,
g BTt 2 (st (83)
Tkm + Tst

where p an v are defined in (54) and (55), respectively, (82)
is derived using (66)-(71) in Appendix II-B, and (83) is due
to the commutation relation [a,a] = I (with I denoting the
identity operator), and rearrangement of terms. Observe that
the first, fourth, and fifth terms in (83) are not zero only when
{k = s,m = t}, while the second and third terms are not zero
when {k =s+1,m=t+1}and {k=s—1,m=1t—-1},
respectively. Since

27541t 1
_TsTt —1=— 84
Tkm + Tst k=s,m=t 1+ N1 ( )
2Ts+1,t _ Ny — Ny —1
Tkm"i_rst k=s+1,m=t+1 2N1N2+N1+N2+1
(85)
2rg -1 _ Ny —N; -1
Tkm + Tst k=s—1,m=t—1 2N1Ny + N1+ Ny + 1
(86)
2rs 41 1
—Tedol 1=, 87)
Tkm + Tst k=s,m=t Ny

with N7 and N, defined in (59) and (60), respectively, we
have:

(Vim| Lr[a)G1R(0) [¥s)

k% — () (st
= ST K1S(¢), (88
where
A leNgfl AT AT A A
K = ( )
1 <2N1N2+N1+N2+1>V'u arap + aray
2
_ Hlapin | V2o 21 2) [ (89
TN, +N2a1a1+<u T V> . (89)

Now, the kmst-th term in the second summation in (80) is:

(rm| LrlaT)61r(6) [$s1)
Tkm + Tst
_ {km| 238 71R(0)ar 1)
Tkm + Tst
 {trm] arahorr(0) [Ys)
Thm + Tst
 {rml &IR(H)&R&E [Vst)
Thm + Tst
_ (km| 2(,11&} +var)(urs—1,4ar + 1/7”57t+1d§) |st)
Thm + Tst
— (km| (pag + va})(pal, + var) |st)

1) platag |st)

(90)

on
27"3 1,t

= (km| <_ = —
Tkm + Tst
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27/'5—1 t A A

k — 1 t

+ (km)| <7“km+7“st >z/ua1aRs )
2rg 141 o

2rg ¢
+ (km| <f+1 —
Tkm +rst

2V2’1"5+1t 2>
+ | — - km|st) ,
(Tkmmt 2 ) (o] st)

where p an v are defined in (54) and (55), respectively, (91)
is derived using (66)-(71) in Appendix II-B, and (92) is due
to the commutation relation [a,a'] = I, and rearrangement
of terms. Observe that the first, fourth, and fifth terms in (92)
are not zero only when {k = s, m = t}, while the second and
third terms are not zero when {k = s — 1,m =t — 1} and
{k=s+1,m =t+ 1}, respectively. Since

1) vialay |st)

92)

2’/‘8_1 t 1
_— —1=— (93)
Tkm + Tst k=s,m=t N
2rg_ 14 L Ny —N; -1
Tkm + Tst k=s—1,m=t—1 N 2N1N2 + N1 + N2 +1
%94)
27"s,t+1 1= Ny — Ny -1
Tkm"”rst k=s+1,m=t+1 2N1N2—|—N1—|—N2—|—1
(95)
27 141 1
—_— —1l=——, 96
Tkm + Tst k=s,m=t 1+ Ny (56)
we have:
.| Lr[at)o1R(0) |2,
Z <1/1k | R[ L_IR( )W}St> W}km> <¢st‘
Emst Tkm Tst
= ST (O K25(¢), (97
where
N No— Ny —1 At at LA
Ky = (
2 (2N1N2 TN, + N+ 1) K “1“R+“R‘”>
251 & 2
p-agar vV At A o Ny 27
N 1+N2a1a1+ 1+ Ny ,u)
(93)
Combining (88) and (97) yields:
~ 1 A ~ A
Ap = ZSHOKS(Q), (99)
where
K = (g + 1)K, + ipK, (100)
= Calag + Dabta; + E(alal, + agas) + FI, (101)
and real scalars
C = /ﬁLNl (102)
Ni(1+ Ny)
ng + 1+ Ny
D=1——-= 103
v <N2(1+N2)> (109
Nl — N2 — 2?77,]3 —1
E = 104
“”(2N1N2+N1+N2+1> (104

Ny — g g+ 1+ No
F=p? (2= B) 2 (B 12 105
K <1+N1) "( 1+ N, ) (105)
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with u, v, N1, and N5 defined in (54), (55), (59), and (60),
respectively.

D. FEigenbasis of the SLD Ag

Application of a two-mode squeezing operator S (/\ej 9*) to

a photon number operator d}d 7 results in:

S (Ae?®) aharST (Ae?®)

= 5 (Ae?®) al, 8T (M) § (AP ) apST (Ae?®)

= (kal, + e ay) (rag + Ee/al)

= w2alag + kE(e/Pagar + e alal) + 2aral, (106)
where k = cosh A and £ = sinh A. Similarly,

S (Ae?%) alarSt (re?)

= rk2atar + kE(e P arag + % alal) + Eagak. (107)

Thus, provided scalars A\, F', Ty, Ty exist, we can write:
K = F'I + SO\ (Tvalag + Tealar)ST(\) (108)
= F'I 4 (Tyk€ + Tor€)(apar + ahal) + Ti€% + Toe?
+ (Tyk? + ToeDalar + (T16% + Tor?)abar,  (109)
where (109) is from substituting (106) and (107) in (108) and

rearranging terms. Note that it is necessary that 6, = 0, which
means that scalars A\, F’, Ty, T> must be real and satisfy:

C =Tik% + Ty&? (110)

D =T,&% + Tyk? (111)
inh 2\

E= (T + Tk = (L + )=, (112)

F=F 4+ T+ T (113)

where scalars C', D, E, and F are given in (102)-(105). Now,

C—D=T (k¥ -+ T - K% =T — T, (114)

C+ D =T (k> + &)+ To(6* + K%)= (T} + Ty) cosh 2,
(115)

Furthermore,

(C' + D)? — 4E% = (T} + T»)?(cosh? 2\ — sinh? 2)\)

= (Th + Tz)*. (116)
Using (114)-(116), we obtain:
1
T1:§(\/(C—|—D)2—4E2+C—D) 117)
1
ngg(\/(C+D)2—4E2—O+D) (118)
cosh 2\ = C+D (119)
(C + D)2 — 4E2
sinh 2\ = 20 (120)
(C+ D)2 —4E?
F' = F — (Ty + Ty) sinh?(\). (121)
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Finally, we can show that
ApST(Q)S(A) [km)

= 25U QRSOSSN [km)

= 2SHQIF + SO (Tiahan + Toalan) SO)T]S(N) k)
1
=3
where

(F' + Ty k + Toym) ST(C)S(N) |[km) , (122)

1 2FE +|C + D|
A= —log
2 (C+ D)% —4F?

(123)

Thus, S(w) [km), w = A—( is an eigenvector of the SLD Ag.

APPENDIX III
FOCK-BASIS REPRESENTATION OF TWO-MODE SQUEEZER

To derive thg: representation in (34) of the two-mode squeez-
ing operator S(w;) in the two-mode Fock (photon number)
basis {|km) : k,m =0,1,...}, note that [63, Eq. (1.233)]:

S(wr) = em*1Rarteiands (124)
L U Aptn=aiar—t rianar (125)
where I denotes identity operator, and
T = |:—1| tanh |wy | (126)
1
vy = cosh |wy]. 127)
Now,
S(wy) [km)
—abag—atar—I 5.4
N L P e ) (128)
_ e_Tldj?&;Vl—a;aR—a}a,—f
o T .
X Z ( 11“) (agar)* |km) (129)
u=0 ’
min(k,m) L\
—_ 677'1&;%[1} V;&quR*@;@I*I (7_1 )
= u!
klm!
min(k,m) A\
_ Z efrld;diy—k—m-&-Qu—l (Tl)
= ! u!
klm!
min(m,n)
Z i (_Tl)l (AT AT)Z —k—m+42u—1
- il RYI
u=0 (=0
()" klm!
k— — 132
Tl (k —u)!(m — u)! Ik —um—u) (132)
min(k,m)
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(k—u+ D (m—u+1)!
(k —u)!(m —u)!
klm!
"N\ k= w)(m — )
X|k—u+l,m—u+l), (133)

where (129) is the power series representation of the operator
exponential e™ @741 and (130) is from applying annihilation
operators Gra; u times on the two-mode Fock state |km).
The upper limit on the sum in (130) is because a|0) = 0.
Furthermore, (131) follows from the power series of exponen-
tial and Fock states being eigenstates of the photon number
operator a'a, (132) is the power series representation of the
operator exponential e~ Tk}, and (133) is from applying
creation operators u times. By orthonormality of the Fock
states, (st|S(wq) |km) is not zero only when

s=k—u+landt=m—u-+I. (134)

We eliminate the summation over [ in (133) by solving for [
in (134). Since (134) also implies that | —u =s—k =t —m,
rearranging the terms yields (34).
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