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Quadratic Constraints for Local Stability Analysis of Quadratic Systems

Shih-Chi Liao', Maziar S. Hemati2, and Peter Seiler!

Abstract— This paper proposes new quadratic constraints
(QCs) to bound a quadratic polynomial. Such QCs can be
used in dissipation ineqaulities to analyze the stability and
performance of nonlinear systems with quadratic vector fields.
The proposed QCs utilize the sign-indefiniteness of certain
classes of quadratic polynomials. These new QCs provide a
tight bound on the quadratic terms along specific directions.
This reduces the conservatism of the QC bounds as compared
to the QCs in previous work. Two numerical examples of local
stability analysis are provided to demonstrate the effectiveness
of the proposed QCs.

I. INTRODUCTION

Quadratic systems are an important class of nonlinear
dynamics. A generic nonlinear system can be approximated
by a quadratic system through a Taylor series expansion. This
improves the approximation compared to linearization [1].
Further, some systems are directly modeled by quadratic
dynamics: e.g., fluid flows governed by the incompressible
Navier-Stokes equations. These dynamics are quadratic, and
linear analysis is often insufficient due to significant nonlin-
ear effects [2]. Furthermore, quadratic systems can model
complex nonlinear behavior such as chaos [3] and limit
cycle oscillations [4]. Thus, approaches to analyze quadratic
systems can benefit scientific and engineering applications.

Dissipation inequalities can be used to analyze many
dynamical system properties, such as stability, reachabil-
ity, and robustness [5]. The analysis approach generally
involves searching for a valid storage function that certifies
the dissipativity. The certification can often be posed as
a convex optimization problem, such as a semi-definite
program (SDP). These convex optimization problems can
be solved efficiently, enabling system analysis and control
design algorithms [6].

Quadratic constraint (QC) is a modeling framework that
abstracts a nonlinearity as a quadratic inequality of the input
and output of the functions [7]. QCs allow one to analyze
nonlinear systems through dissipation inequalities [8] at the
expense of conservatism due to abstraction. For quadratic
polynomials, a few local QCs are proposed in the literature
in the context of region of attraction (ROA) analysis for
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fluid systems. QCs were derived in [9] and [10] to bound
a quadratic polynomial in a spherical local region. These
QCs were further generalized to an ellipsoidal local region
in [11]. Recently, [12] proposed QCs to capture the inter-
action of quadratic polynomials in a hyperrectangle. These
works pursued QC-based approaches over prevailing sum-
of-squares optimization techniques [13] in order to achieve
scalable algorithms for large-dimensional systems.

In this paper, we explore the function landscape of
quadratic polynomials and proposed new QCs to tighten the
description along the direction which the function equals to
zero. These QCs reduce the conservatism of QCs presented
in [11], and can also generalize the QCs proposed in [12]. Fi-
nally, the effectiveness of the proposed QCs are investigated
with two numerical example with ROA estimation problems.

II. PROBLEM FORMULATION

A. Quadratic Nonlinear System

2 . .
There are m = "—2*'” quadratic monomials that can be

constructed from x € R”. Let z : R™ — R™ denote the
function that constructs the vector of such monomials:

x% ToX3 ... :CQ]T, (1)

z(x) = [m% T1To 2

Note that any homogeneous quadratic function ¢ : R™ —
R is a linear combination of quadratic monomials. In other
words, if ¢(x) = 2" Qx for some matrix Q@ = QT € R"*"
then there exists b € R™ such that ¢(z) = b' 2(x). Note
that the matrix @) can be constructed from the Hessian of ¢:
Q = L1Vv24. Both forms for a quadratic function (expressed
as J:T2Qx or b' z(x)) will be used throughout the paper.

Consider a quadratic polynomial system of the form:

x(t) = Ax(t) + Bz(x(t)), (2)

where A € R™*"™ and B € R™ ™. The system can have
multiple equilibrium points in general but we focus on
ze = 0. We assume A is Hurwitz so that z. = 0 is locally
asymptotically stable. Other equilibrium points can be shifted
to the origin via a coordination transformation to get the
same form of quadratic system (2) as shown in [14].

The Lur’e decomposition [1] poses the system (2) as:

z(t) = Ax(t) + Bw(t)

w(t) = 2(x(t)).
The Lur’e decomposition separates the linear time-invariant
dynamics from the quadratic nonlinearity as shown in Fig. 1.

This decomposition enables one to analyze the quadratic
system using dissipation inequality with QCs [8].
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Fig. 1. Lur’e decomposition of quadratic system (2)

B. Existing Local Quadratic Constraints

The effect of the nonlinearity z(z) can be bounded in
a local region D C R™ using quadratic constraints (QCs).
These QCs take the following form:

] o

where M; € R(+m)x(n+m) and § = 1.... k. Note that the
subscript ¢ is an indexing number, since a nonlinearity can
satisfy multiple QCs. Throughout the paper, we consider a
local ellipsoidal region of the form D = &, = {z: 2" Ex <
a?}, where E = ET € R™" is a positive definite matrix
and o € R is a positive scalar.

We summarize two types of QCs that have been developed
in the literature. These form the foundation of our new QCs
presented in Section III. The QC in Lemma 1 below is stated
in [11] and generalizes results in [10].

Yw = z(z),x € D, 4)

Lemma 1 (Cauchy-Schwarz QC). Let the local ellipsoidal
region £, be given. A nonlinearity ¢(x) = x " Qx satisfies
the following local QC:

[Jx)r {aQ(QJg‘lQ) _OJ Lbé)] >0Ve €& (5)

The Cauchy-Schwarz QC (CSQC) is named as it involves
Cauchy-Schwarz in the bounding process. This QC (5) can
be re-written in the form shown in (4). Specifically, express
the quadratic nonlinearity in the form ¢(z) = b'w and
substitute [ 4(z) ] = [é bOT] [+ ] into (5). Lemma 1 provides a
constraint for an arbitrary quadratic function on an ellipsoid.
The next lemma provides a bound for products of quadratic
functions with special structure. It was originally proposed

in Section IV-A of [12].

Lemma 2. Let the local region &, and two quadratic
function ¢1(z) and ¢2(z) be given. If 1(z)p2(x) = 2z T},
with j # k, then the QC holds:

e 1T 2 a1 "
T a’(E~ )cc’ 00 JL
é1(x) - ?1(2) | >0V € &,, (6
Lzm} { o 01} Lzm} =0T ©
where (E~Y);; is the (i,1) entry of E7', ¢ = e; + ey, and
ej, e € R™ are standard basis vectors.

A similar variable substitution can be used to re-write (6)
in the form of (4). The QC in [12] was formulated using a
hyperrectangle for the local region. Lemma 2 is a variation
stated using an ellipsoid &£, for the local region. This causes
a slight difference in the coefficient matrix in the QC.

Section III-C will present a more general QC (with proof)
which includes Lemma 2.

C. Local Stability Condition with QC and Lyapunov Stability

The QCs (4) can be used to formulate a Lyapunov
condition for local stability analysis. Here, we illustrate the
approach with a condition to estimate the region of attraction
(ROA) for the system in (2). The ROA of an equilibrium
z. = 0 is defined as the set of initial conditions for which
the solution x(¢) of (2) asymptotically converges to the
equilibrium. The next theorem from [11] provides a matrix
inequality condition that gives a spherical ROA estimate of
the system (2).

Theorem 1. Let E = ET = 0 and o > 0 be given.
Moreover, assume the nonlinearity z(-) in the system (3)
satisfies a set of QCs (4). If 3P = PT € R™ " r > 0
and &1, ...&; € R such that:

ATP+PA PB] < —el 0
BTP 0 } +Z;€iMi = [ 0 O} (7a)

1 1
SEXP= I

&>0fori=1,... 0k,

(7b)
(7o)

then x. = 0 is a locally asymptotically stable equilibrium.
Moreover, {z : x"x < 1%} is a ROA estimate of system (2).

Proof. The proof relies on standard Lyapunov stability ar-
guments [1] combined with QCs [7]. A proof is given
in [11] and [10] but is briefly summarized here for com-
pleteness. Define the Lyapunov function V(z) := 2" Pu.
Inequality (7b) implies that V' is positive definite. Left/right
multiply (7a) by [#(t)" w(t)"] and its transpose to show:

d b x(t) T x(t) 2
FLCUIRD D Wi Rt Wi SR

This implies £V (z(t)) < —e||z(t)||3 for any z(t) € &,
since &; and the QCs are non-negative for any z(t) € &,.
The equilibrium x, = 0 is locally asymptotically stable by
Lyapunov stability theory [1].

Inequality (7b) implies that the level set {z : xT Pz < 1}
is contained in &,. Thus z(t) converges to z. for any initial
condition in the level set {x : 2T Px < 1}, i.e. the level-set is
contained in the region of attraction. Finally, inequality (7b)
implies that the spherical set {z : 272 < r2} is contained
in the level set {z: " Pz < 1}. [ ]

Note that Lyapunov stability condition can be viewed as a
special case of dissipation inequality. Similar conditions as
in Theorem 1 can be formulated for other system properties,
such as reachability, robustness, and performance.

D. Conservatism of Existing QCs

The QCs bound the effect of the nonlinearity in the local
region. This enables the estimate of the ROA of (2) (or other
system properties) via Lyapunov or dissipation inequality
conditions. However, if the QC bounds the nonlinearity too



“loosely” then the analysis condition will be conservative.
The remainder of this section provides an example to illus-
trate this issue. This motivates the construction of new QCs
in Section III.

Here, we present that the CSQC (5) fails to tightly bound
a quadratic function z ' Qx where @ is sign-indefinite. To
illustrate, consider the case ¢(z) = x122 in the local region
of a unit sphere (F = I and o = 1). The function ¢(z)
corresponds to the matrix @ = [ % %°]. The CSQC (5) on
¢(x) corresponds to the inequality:

0.25(z% + x3) > p(z)? Voo <1. (8)

Fig. 2 visualizes each side of the inequality (8). The land-
scape of the right-hand side (¢(x)?, green surface) has peaks
along the directions z; = +a5 and valleys along ¢(x) = 0
(r1 = 0 and 2 = 0). Note that the left side (0.25(x% + 23),
blue surface) provides a tight upper bound of the green
surface along the peaks. However, the blue surface provides
a loose bound along the valleys of the green surface.
These landscape properties (peaks and valleys) are an
inherent feature of a sign-indefinite quadratic function ¢(z),
as they have multiple directions for which ¢(z) = 0. Hence,
the loose bound of QCSC (5) does not depend on the shape
and the size of the ellipsoidal region &,. Furthermore, this
looseness will potentially lead to conservative analysis. The
next section proposes new QCs to reduce the conservatism.
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Fig. 2. Visualization of each side of the QC (8). The top subplot shows
the right-hand side (¢(x)?) and the left-hand side (0.25(x% + x3) in a unit
sphere. The lower subplot shows the two sides of QC on the boundary of
the unit sphere (x| = 1). The blue surface tightly bounds the green only
at the peaks, but provides a loose bound at the valleys.

III. LocAL QCS ON QUADRATIC NONLINEARITIES

New QCs are introduced in Section III-A and III-B to
reduce the conservatism of CSQC (5) by capturing the
landscape properties of sign-indefinite quadratic functions.
Specifically, QCs are presented for sign-indefinite quadratic
function z ' Qz with @ being rank-2 and rank-3. Further-
more, the method derived in Section III-A is applied to
generalize the QC (6) in Section III-C.

A. QCs on Rank-2 Sign-indefinite Quadratic Functions

The CSQC in (8) provides a bound for ¢(z) = 122 on

the unit sphere. Consider the following alternative bound:

22 > ¢(z)? Va'le <1 )
This is a valid QC since z? — ¢(x)? = (1 — 22)2? and
73 < 'z < 1. Fig. 3 illustrates that the left side of (9)
(22, red surface) provides an upper bound of the right side
(¢(x)?, green surface). Furthermore, this QC is specifically
tight along the direction 1 = 0. Similarly, the inequality

z2 > ¢(x)? Voele <1 (10)
is also a valid QC in the unit sphere. The left side of QC (10)
corresponds to a similar surface as the red surface with
90-degree rotation, i.e., it tightly bounds ¢(z)? along the
direction z5 = 0. Note that the two QCs (9) and (10) are
each tight on one valley of ¢(x)2. QCs (9) and (10) together
with the CSQC (8) tightly bound the peaks and valleys of
the quadratic function ¢(x) = zxs.

Here, we generalize the above QCs beyond quadratic
monomials ¢(z) = x5 to any quadratic function having a
similar function landscape. The following lemmas establish
the proposed constraints using the largest eigenvalue of @,
denoted as Ajqz (Q).

Lemma3. Let E=ET = 0,a >0, and matrix Q = Q" €
R™*™ be given. Assume Apaz(Q) > 0. Then:

@ Mnaz(Q) = max

T
X X
rE€E, Q ’

where Q = E_%QE_%. Furthermore, if Q = cc' for some
nonzero ¢ € R™, then A\par(Q) = c' E~te > 0.
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Fig. 3. Visualization of each side of the QC (9). The top subplot shows
the right-hand side (¢(x)?) and the left-hand side (m%) in on a unit sphere.
The lower sub}r)lot shows the two sides of the QC on the boundary of the
unit sphere (z ' = 1). The red surface tightly bounds the green along one
of the valleys, but provides a loose bound at the peaks and the other valley.



Proof. Define y = LBz and Q = E-2QE~7 so that the
constrained optimization problem becomes:

max o2y Qy.

yTy<1
Note that \,..(Q) > 0 implies /\maI(Q) > 0 (Theorem
4.5.8 [15]). Hence, the problem corresponds to finding the
largest eigenvalue of Q (Theorem 4.2.2 [15]). Furthermore,
if Q = cc' is an outer product of a vector ¢ € R™, then
Q is rank-1 and has an eigenvector £~ ¢ with associated
eigenvalue ¢" E~ ¢ > 0. [ ]

Lemmad. Let E = E' = 0,a > 0 and vectors c1,cy € R
be given. The quadratic function ¢(z) = =" Qx with Q =

1(c1cd + coc ) satisfies the following inequality:

Lﬁé)r [a2OW _OJ Mx)} >0 Veef, (D)

with W = (¢ E~1 !

c1)eacy or (cg E7teg)eiey .
Proof. Note that ¢(z) = (¢ z)(cq % )
equality holds for the case W @

¢(z)* =

Lemma 3 implies that (¢] )% = 2" (c1¢] )z < a?c] E7!

for any z € &,. Thus, (11) follows from this inequality
applied to (12). The case W = (cg E~'¢co)eic] is shown
similarly. ]

The following in-
Ley)eaey

ol W — (@®c] E7er — (¢f 2)°)(ea ). (12)

Utilizing the above lemmas, the next theorem provides
QCs for any quadratic function " Qz with @ having two
non-zero eigenvalues of opposite sign. In particular, consider
the case where () is rank 2 with one positive and one negative
eigenvalue. Specifically, let (A,,v,) and (A,,v,) be the
eigenpairs of () associated with the positive and negative

eigenvalues. Then @ can be written as (cicqg + coc] ) with

2
c1 = v/ ApVp + /| An|vpn and co = \/A,vp — /| An|vn. Note
that ¢; and cy are nonzero, linearly independent vectors.
These linear algebra facts are shown in Appendix I. The

theorem below provides QCs for matrices of this form.

Theorem 2 (Rank-2 Valley QC). Let c¢1,co € R™ be two
nonzero, linearly independent vectors. Define the quadratic
function ¢ : R" — R as ¢(z) = =" Qx where Q =
(c1cg +cac] ). There exists b € R™ such that ¢(x) = b w
Moreover, ¢ satisfies the following local QCs:

Tr o
T 8]0 e

with W = (cg E7'ca)eie]! or (¢ E7 er)eacy .

Proof. Note that ¢(x) = (c¢] x)(cq z) and hence it follows
from Lemma 4 that ¢(x)? < o%z"Waz for all x in &,.
Substitute ¢(x) = b w to obtain (13). [ |

13)

Note that the class of quadratic functions in Theorem 2 is
exactly the class with ) being rank 2 with one positive and
one negative eigenvalue (Appendix I). Theorem 2 provides
two additional QCs along with CSQC (5) that can capture
this class of quadratic nonlinearity well in the local region

Eu- Inequalities (9) and (10) are examples of Rank-2 Valley
QCs (13) with E=1T,a=1,and Q = [{}].

B. QCs on Rank-3 Sign-indefinite Quadratic Functions

The concept of Rank-2 Valley QCs (13) can be extended
to more general quadratic functions. Here, we consider a
quadratic function z'Qxz, where @ is rank 3 with two
positive and one negative eigenvalue. Specifically, let (\;, v;)
be the eigenparis of @Q for ¢ = 1,2,3 with A\;, Ao being
positive and A3 being negative. Then () can be written as

1(e1ed +eac] ) +esed, where ¢ = VAo + /| As|vg, co =
VA1v1 — v/|As3lvs and ¢3 = /Agvs. Note that ¢y, co are
nonzero, linearly independent vectors with cs orthogonal to
c1 and cy. These facts are shown in Appendix II. The next

theorem provides QCs for nonlinearity of this form.

Theorem 3 (Rank-3 Valley QC). Let c1, ca,c3 € R™ be three
nonzero, linearly independent vectors with cs orthogonal to
c1 and cy. Define the quadratic function qb R"™ —> R as
¢(z) = z" Qx where Q = (cicg + cac{) + cscg. There
exists b € R™ such that ¢(x ) = b w. Moreover, ¢ satisfies
the following local QCs:

21" (W +~eseq) 0
w 0 —bb"
with W = (¢] E=tey)cacq or (cg E7teg)eie] and v =
Amaz(E72(2Q — ¢3¢ )E™2).
Proof. Note that ¢(z) = (c¢{ z)(cg z) + (cg )%, Lemma 3
and 4 imply that the inequality below holds for all x € &,:
$(x)* = (e] 2)*(c3 2)* + (2(c] w)(e3 @) + (e5 2)*) (e5 2)°
= (c] 2)*(cg 2)* + (27 (2Q — e3¢5 )7) (5 2)°

<oz Wz + azfyxT03c;x Vo € &,.

} m >0vVr e, (14)

Substitute ¢(x) = b w and re-arrange the inequality into the
quadratic form to obtain (14) [ |

Note that the class of quadratic functions in Theorem 3
is exactly the class with @ being rank 3 with two positive
and one negative eigenvalue (Appendix II). The Rank-3
Valley QCs (14) tighten the characterization of this class
of quadratic function beside the CSQC (5). Furthermore,
@ can be alternatively written as 1 (cic] + cocf ) + 03c;,
where c1 = \/71)2 + 4/ |A3|U3, Co = \/71)2 \/ ‘A3|U3 and
c3 = v/A1v;. Hence, there exists four Rank-3 Valley QCs
for a nonlinearity with rank-3 sign-indefinite matrix Q.

If a quadratic function x T Qx, where Q has exactly one
positive eigenvalue and exactly two negative eigenvalues,
then the QCs (14) with Q = —Q are valid QCs with identical
proof. Also, Theorem 3 recovers Theorem 2 if we choose
c3 = 0 in (14) for the special case when () being rank 2.

C. QC on the Cross-product of Monomials

Section III-A and III-B consider QCs to bound the effect
of a single quadratic function. This section considers QCs to
bound the cross-product of two monomials. This generalizes
the QC (6) developed previously in [12]. The next lemma
provides an upper and lower bound on the cross-product.



Lemma S. Let w, and w, be quadratic monomials such that
the cross-product has the form wyw, = x?x ;) With j # k.
The following inequalities hold:

_m?(xj - xk)2 < 2wpwg < $22($C] + CC]C)Q.

J

hence 2wyw, < 27 (x; + x)?. Similarly, 2w,w, = =7 (25 +

z} — (v — x1)?) and hence 2wyw, > —z2(x; — x1)%. M

Proof. Note that 2z2x;x), = 22((z; + xx)? — 2 — 22) and
2

The next theorem utilizes the bounds (15) to provide
QCs on the cross-product of monomials with the method
developed in Section III-A.

Theorem 4 (Cross-Product QC). Let w, and wq be quadratic
monomials such that their cross-product has the form
WpWq = m%azjxk with j # k. Then the cross-product satisfies
the following four QCs:

Tr 2

T aW 0 T

[w} [ 0 iSPQ] [w} =0 Vet (162
W = (¢] E~'e;)dd" or (d" E7d)ese],  (16b)

where d = e; F ey, Spq = épé;r + éqé;, and e;,ej, e €
R", e,,¢e, € R™ are standard basis vectors.

Proof. Note that 2wy,w, < x?(x; + xx)®> by Lemma 5.
Furthermore, z2(z; + x5)? < ' (a?W)x for the case
d = e; + e forall z € & by Lemma 4 with ¢; = ¢;
and c3 = d. Substitute 2w,w, = wTSpqw and re-arrange
the inequality into the quadratic form to obtain (16a) with
—Spq. The case +5,, and d = e; — e; is shown similarly
with inequality —z7(z;—2%)? < 2w,w, from Lemma 5. W

The index ¢ can be arbitrary in Lemma 5 and Theorem 4,
including j or k. Note that the case ;7 = k is excluded, as
the relaxation (15) is not necessary. The corresponding QCs
for the case wyw, = 75 can be formed as:

Tr.2
T a*W 0 T
o] [ s o] 20 e

a7

with W = (e E~'e;)eje] or (ef E7lej)ee .

The above bounding procedure in Lemma 5 and Theo-
rem 4 can be extended to a cross-product of general quadratic
functions with similar structures. However, more specific
conditions and the resulting QCs require dedicated study for
the particular quadratic functions of interest.

IV. NUMERICAL EXAMPLES

The proposed QCs are illustrated via an ROA estimation
problem. The analysis algorithm is adopted from [11] with
simplification detailed in the following paragraph. Note that
the proposed QC can also be incorporated into any algo-
rithm utilizes QC, e.g. [12]. The intention of this section
is to compare the effectiveness of newly introduced QCs to
the existing QCs without involing advanced algorithms for
this particular analysis. Hence, comparison against the full
algorithms in [11] and [12] is not provided.

The largest ROA estimation is obtained by maximizing
r over P, r, & subject to constraints (7) in Theorem 1. This

Fig. 4.

Phase portrait and ROA analysis results for the 2-state system
in (18). The upper-right region shaded in red is an unstable region. The
two circles are the ROA estimates given by each QC set. Set 1 applies
CSQC (5), and Set 2 applies CSQC (5) and Rank-2 Valley QCs (13).

optimization problem is an SDP for given E and o and hence
the optimal r* can be solved efficiently. The largest r* is
computed over a grid of a with a given shape local region
E. In this paper, ' = I is fixed in all comparisons. The
results can be improved by iteratively updating E as in [11].

The existing CSQC (5) from literature [11] serves as
the baseline analysis. It is compared against results that
incorporate the proposed Rank-2 Valley QCs (13), Rank-3
Valley QCs (14), and Cross-Product QCs (16).

A 2-state system and a 3-state system are investi-
gated. Both examples were implemented in MATLAB with
CVX [16] and the SDP solver MOSEK [17]. The implemen-
tation is made available online*. Note that the effectiveness
of proposed work depends on the specific dynamics. For
example, the four-state shear flow problem discussed in [10],
[11], [12] is not included as the new QCs provide only small
improvement on this example.

A. 2-state Example
Consider the quadratic nonlinear system [14]:
d [z, —50 —16| |=z1 13.8
dt LJ - [ 13 —9] [:@ 55 ] 217 (19
The system has one stable equilibrium at the origin. By
simulating trajectories, the phase portrait (Fig. 4) indicates
the largest spherical ROA has a radius about 7* ~ 4.95 with
the unstable region at the upper-right.
The nonlinearity x;x2 in system (18) can be bounded
by both the CSQC (5) and Rank-2 Valley QCs (13). The
ROA estimation is performed with two sets of QCs. Set 1

applies CSQC (5) on the nonlinearity xjxo. Set 2 applies
both CSQC (5) and Rank-2 Valley QCs (13) on zixs.

“Source code is available at https://github.com/SCLiao47/
ValleyQC_ROA titled ValleyQC_ROA on GitHub.com.
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The QC analysis results are visualized in Fig. 4. Set 2
(r3 = 3.5224) gives a less conservative estimate than Set 1
(r] = 2.7355) by incorporating the Rank-2 Valley QCs (13).
The results illustrate the effectiveness of Rank-2 Valley
QCs (13) on the quadratic nonlinearity in (18).

B. 3-state Example
Consider the 3-state system & = Ax + Bw:

-1 -1 -1 01 000 1
A:[*1*6 71} B:{OO—GO— Oi|,
-1 -1 -13 00 0 0 2 -1 (19)
T
xr = [1'1 T2 I.}] 5 w = [a:% T1To T1T3 :132 T2T3 :1:3}

By numerically solving trajectories, the spherical ROA esti-
mate of the system has an upper bound r* ~ 2.4283, where
there exists an initial condition not converging to z. = 0. The
largest spherical ROA estimate has a radius smaller than 7.

The analysis is performed with different sets of QCs. The
CSQC (5) is applied to each monomial and b;-'—w for ¢ =
1,2, 3, where b;r is the ¢-th row vector of the matrix B. The
Rank-2 Valley QCs (13) are applied to each sign-indefinite
monomial w;, by w and b4 w. The Rank-3 Valley QCs (14)
are applied on b w. The Cross-Product QCs (16) are applied
on each pair of monomials satisfying the conditions.

TABLE I summarizes the setting of analysis and the results
for eight sets of QCs. Each of the Set 2, 3, and 4 gives a
less conservative result than Set 1. The results indicate that
each of the proposed QCs improved the analysis individually.
Furthermore, Set 5, 6, and 7 show that the analysis result
could be improved by including multiple proposed QC
into the analysis. Lastly, Set 5 and Set 8 give the least
conservative estimation among all sets. The two analysis
are the same up to the numerical tolerance of the solver.
While this might imply adding Cross-Product QCs does not
improve the analysis, this could be because of the specific
system (19) and stability condition used. Another system or
stability condition could have different results.

TABLE I
ROA ESTIMATION RESULTS 7* OF 3-STATE SYSTEM IN (19) BY QC SETS.

Set # | CSQC Rank-2 Rank-3  Cross-Product QC # r*

Set 1 v 9 0.7173
Set 2 v v 19 1.2041
Set 3 v v 13 0.8487
Set 4 v v 63 0.7900
Set 5 v v v 23 1.3365
Set 6 v v v 73 1.2468
Set 7 v v v 67 0.8846
Set 8 v v v v 77 1.3365

V. CONCLUSIONS

In this work, we proposed new quadratic constraints to
reduce conservatism in the analysis of quadratic systems
using dissipation inequalities. The proposed QCs exploit the
property of sign-indefinite quadratic polynomials to tighten
the bound along with the QC previously derived in [11].
The effectiveness of the proposed QCs is illustrated by
successfully enlarging ROA estimations in two numerical
examples. Future work includes applying the QCs to other

system analysis problems and investigating the computa-
tional scalability of the proposed method.

APPENDIX |
RANK 2 SIGN-INDEFINITE ()

This appendix shows that a matrix Q = Q' € R™*" is
rank 2 with one positive and one negative eigenvalue if and
only if exists nonzero linearly independent vectors ¢y, cg €
R™ such that Q = 1(c1cg + cacf ) with.

Let (\p, vp,) and ()\n, vy, ) be the eigenpairs of ) associated
with the positive and negative eigenvalues @ has the eigen-
decomposition Q) = )\pvpv + AnUno, . For any x € R", the
following is true:

2T Qu = (Vg a)? -

= (clTx)(CQTx) = clc;r + o0y )T

with ¢; = \/Evp—l— |An|vn and co = mvp — /| An|vn.
Note that v, v, is orthogonal to each other since they are
eigenvectors of the real symmetric matrix Q. Hence, ¢, co
are nonzero, linearly independent vectors as \p, A, # 0.
Conversely, let c1,co € R™ be any nonzero, linearly
independent vectors. Define [c1,c3] = UR be the QR
factorization, where U e R™*™ is an orthogonal matrix and
R € R™"*2, Define Q = (0102 +cac ). One can verify that
=[]
has a nonzero block with some a € R and b # 0. The
eigenvalues of () are “7”2“452 and (n — 2) repeated
eigenvalues at 0. Note that va? + 4b> > a. Hence, Q is
rank 2 with one positive and one negative eigenvalue.

(V[ Anlvy 2)?

1
§~’CT( T)

APPENDIX II
RANK 3 SIGN-INDEFINITE @)

This appendix shows that a matrix Q = QT € R"*"
is rank 3 with two positive and one negative eigenvalue
if and only if exists nonzero, linearly independent Vectors
c1,¢2,c3 € R such that Q = 3(cieg + cacl ) + czef with
c3 being orthogonal to ¢y, cs.

Let (\;,v;) be the eigenpairs of @ for i = 1,2, 3, where
A1, Ao are positive and A3 is negative. For any = € R", the
following is true from the eigendecomposition of Q:

2" Qz = (VM 2)* + (VAvs 2)* — (V] Xs[og 2)°.
Hence, @ can be written as %(cicy + cacf ) + cscd with
vectors ¢ = VA1 + /| As3]vs,c2 = VA — /| As|vs
and c3 = +/Ayvy. Note that ¢y, ¢y, c3 are nonzero, linearly
independent due to the eigenvectors of real symmetric matrix
@ being orthogonal. Also, c3 is orthogonal to ¢y, cs.

Conversely, let c1, co, c3 be nonzero, linearly independent
vectors with cs being orthogonal to cj,ca. Observe that
les]| > 0 is a positive eigenvalue of @ = i(cic] +
cac] ) +cscq with associated eigenvector cs. It follows from
Appendix I that the space spanned by (c1, c2) contains one
positive and one negative eigenvalue. Hence, () is rank 3
with two positive and one negative eigenvalue.
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