2106.03366v2 [cs.DS] 9 Oct 2022

.
.

arxiv

Spectral Independence via Stability and Applications to
Holant-Type Problems

Zongchen Chen* Kuikui Liuf Eric Vigodat

October 11, 2022

Abstract

This paper formalizes connections between stability of polynomials and convergence rates of
Markov Chain Monte Carlo (MCMC) algorithms. We prove that if a (multivariate) partition
function is nonzero in a region around a real point A then spectral independence holds at A.
As a consequence, for Holant-type problems (e.g., spin systems) on bounded-degree graphs, we
obtain optimal O(nlogn) mixing time bounds for the single-site update Markov chain known as
the Glauber dynamics. Our result significantly improves the running time guarantees obtained
via the polynomial interpolation method of Barvinok (2017), refined by Patel and Regts (2017).

There are a variety of applications of our results. In this paper, we focus on Holant-type
(i.e., edge-coloring) problems, including weighted edge covers and weighted even subgraphs. For
the weighted edge cover problem (and several natural generalizations) we obtain an O(nlogn)
sampling algorithm on bounded-degree graphs. The even subgraphs problem corresponds to the
high-temperature expansion of the ferromagnetic Ising model. We obtain an O(nlogn) sampling
algorithm for the ferromagnetic Ising model with a nonzero external field on bounded-degree
graphs, which improves upon the classical result of Jerrum and Sinclair (1993) for this class of
graphs. We obtain further applications to antiferromagnetic two-spin models on line graphs,
weighted graph homomorphisms, tensor networks, and more.
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1 Introduction

A fundamental problem in a variety of settings, such as the study of spin systems in statistical
physics or Bayesian inference in undirected graphical models, is the counting problem of estimating a
partition function or the sampling problem of generating a random sample from the associated Gibbs
distribution. The classical tool for approximate counting/sampling problems is the Markov Chain
Monte Carlo (MCMC) method. There are now several alternative algorithmic approaches, most
notably the correlation decay approach presented by Weitz [Wei06] and the polynomial interpolation
method presented by Barvinok [Barl6a] and refined by Patel and Regts [PR17].

Anari et al. [ALO20] presented a powerful new tool for analyzing MCMC methods known as
spectral independence. Spectral independence yields optimal mixing time bounds for the Glauber
dynamics (which updates a randomly chosen vertex in each step) [CLV21], and more generally yields
optimal mixing time bounds for any block dynamics and the Swendsen-Wang dynamics [BCCT21].

Spectral independence serves as an important technical bridge: for many results established
with different approaches, their proofs also imply spectral independence and as a consequence we
obtain much stronger running time guarantees. In particular, in [CLV20] it was shown that potential
function techniques used for analyzing correlation decay algorithms also imply spectral indepen-
dence; see also [CGSV21, FGYZ21]. Very recent works [BCC*21, Liu21] prove that path coupling
arguments for a broad class of chains, including any local chain, yields spectral independence.

In this paper we prove, in an almost black-box fashion, that methods for establishing large
zero-free regions needed for the polynomial interpolation method also yield spectral independence.
The polynomial interpolation method is a mathematically elegant approach which works in the
following manner. To approximate a partition function at a positive real value A, one needs to
prove there is a zero-free region around A in the complex plane which means that the partition
function has no roots in an open region (in the complex plane) containing the point A. This implies
that one can approximate the Taylor series of a simple transformation of the partition function
using a logarithmic number of terms, which yields a polynomial-time algorithm to approximate the
partition function at .

We prove that a zero-free region implies spectral independence. This immediately yields several
new rapid mixing results for MCMC methods. We also obtain significantly improved running times
in many instances. For a spin system on a graph with n vertices and constant maximum degree A,
the polynomial interpolation method [PR17] yields a running time of O(n®) where the constant C
depends on A and parameters of the model. In contrast, spectral independence implies an optimal
mixing time bound of O(nlogn) for the Glauber dynamics [CLV21] (and more generally optimal
mixing for the block dynamics [BCCT21]).

The study of zero-free regions has a long and rich history in the analysis of phase transitions
in statistical physics models. The well-known work of Lee and Yang [LY52] utilizes zeros of the
partition function to study phase transitions for the ferromagnetic Ising model; see Remark 10 for
a discussion of the Lee-Yang Theorem.

Before stating our results we formally define the Glauber dynamics, also known as the Gibbs
sampler. Let V be a finite set and let Q be a finite label /spin set. Consider a distribution u over QY
containing all labelings of elements in V. Note that this includes spin systems and Holant problems
as special cases: for spin systems p is the distribution over all spin assignments of vertices of the
underlying graph, and for Holant problems p is the distribution over all subsets of edges ({0,1}-
labelings of edges). A transition of the Glauber dynamics chooses a random element x € V, and
then resamples the label of x from the marginal distribution at z conditional on the configuration
outside x. The mixing time is the number of steps, from the worst initial state, which is guaranteed
to be close (in total variation distance) to the desired distribution .



1.1 Applications

We state here three sample applications of our techniques; further applications are stated later in
the paper.

For a graph G = (V, E), we say a vertex v is covered by a subset S C E of edges if v is incident
to at least one edge in S. The subset S C E is called an edge cover if all vertices are covered
by S. Note there is always a trivial edge cover by setting S = E. An FPRAS (fully polynomial
randomized approximation scheme) was presented for counting the number of edge covers for 3-
regular graphs [BR09]. In [LLL14] an FPTAS (deterministic analog of an FPRAS) for counting edge
covers was presented for all graphs using the correlation decay approach, and the running time was
O(m'*1°826p2) where m is the number of edges and n is the number of vertices. An FPRAS for all
graphs using MCMC was presented in [HLZ16].

The correlation decay algorithm of [LLL1.14] was extended to weighted (partial) edge covers (with
worse running time guarantees) in [LLZ14]. In the weighted version, each edge has a weight A > 0
and each vertex receives a penalty p € [0, 1] for being uncovered. Every subset S C FE is associated
with the weight w(S) = pl"(S)I\ISI where unc(S) denotes the set of vertices that are not covered
by S. The Gibbs distribution over all subsets of edges is given by u(S) o« w(S). Note, the case
A =1 and p = 0 corresponds to uniformly random exact edge covers.

Finally, an FPTAS using the polynomial interpolation algorithm was presented for graphs with
constant maximum degree [GLLZ21], see also [BCR20]. Using the zero-free results in [GLLZ21]
with our new technical contributions we immediately obtain an FPRAS using a simple MCMC
algorithm and with significantly faster running time guarantees.

Theorem 1 (Weighted Edge Covers). Let A > 3 be an integer and let X > 0, p € [0,1] be reals.
Then for any n-vertex graph G = (V, E) of mazimum degree A, the Glauber dynamics for sampling
random weighted edge covers of G with parameters A, p mizes in Cnlogn steps where C' = C(A, X, p)
s a constant independent of n.

One of the seminal results in the field of approximate counting is the work of Jerrum and
Sinclair [JS93] presenting an FPRAS for the partition function of the ferromagnetic Ising model
on any graph. The Ising model on a graph G = (V, E) is described by two parameters, the edge
activity Bising > 0 and the vertex activity Aing > 0. The Gibbs distribution of the Ising model
is over all {+,—} spin assignments to vertices. Every configuration o : V' — {+, —} has density
Hising (0) o< ﬁ;nsifg) )\Ilcsfi:g(ﬂl where m(o) denotes the number of monochromatic edges in o and o~ (+)
is the set of vertices assigned spin +. The model is ferromagnetic when Signg > 1, in which case
neighboring vertices are more likely to have the same spin.

The central task of the Jerrum-Sinclair algorithm is sampling from the Gibbs distribution for
the high-temperature expansion of the Ising model which is defined on all subsets of edges weighted
to prefer subgraphs with more even degree vertices. For a graph G = (V, E), an edge weight A > 0,
and a vertex penalty p € [0,1], the Gibbs distribution u for weighted (partial) even subgraphs is
defined on all subsets of edges; a subset S C E has weight w(S) = pl°4INSI where odd(S) is the
set of odd-degree vertices in the subgraph (V,.5), and u(S) oc w(S). The weighted even subgraphs
model is related to the ferromagnetic Ising model by Biging = % and Aging = %Z, for which one
can easily transform a subset of edges from p to a sample from pging [GJ09]. Note that if p = 0 then
w is the distribution over all weighted exact even subgraphs, corresponding to the ferromagnetic
Ising model without external fields (i.e., Arging = 1).

In [JS93], an MCMC algorithm is presented to sample weighted even subgraphs of an arbitrary
(unbounded-degree) graph in time O(m3poly(1/p)) where m is the number of edges. In another
direction, [LSS19] presents an FPTAS for approximating the partition function of the ferromagnetic



Ising model with nonzero fields on bounded-degree graphs, using Barvinok’s polynomial interpola-
tion method and the Lee-Yang theory. Asis common for this type of approach, the running time of
[LSS19] is n® for a constant C' depending on the maximum degree of the graph and the parameters
of the Ising model.

Here we use our results relating zero-free regions and spectral independence to obtain a faster
MCMC algorithm for bounded-degree graphs when p > 0.

Theorem 2 (Weighted Even Subgraphs). Let A > 3 be an integer and let X > 0, p € (0,1] be
reals. Then for any n-vertex graph G = (V, E) of maximum degree A, the Glauber dynamics for
sampling random weighted even subgraphs of G with parameters X\, p mizes in Cnlogn steps where
C =C(A, N\ p) is a constant independent of n.
In particular, this gives an approzimate sampling algorithm with running time O(n l;)g n) for
+p

the ferromagnetic Ising model with edge activity Bising = % and verter activity Aging = =5

Remark 3. In [JS93], the MCMC method can actually be used to obtain a sampler for p = 0
corresponding to weighted exact even subgraphs. This is achieved by taking p = 1/n and using
rejection sampling. Notice that the running time of [JS93] is polynomial in 1/p, and therefore
this gives a poly(n) time algorithm for sampling weighted exact even subgraphs and hence for the
ferromagnetic Ising model without fields. Unfortunately, Theorem 2 cannot be used to obtain a
sampler for p = 0, since our bound on the mixing time of the Glauber dynamics (the constant C'
from Theorem 2) depends exponentially on 1/p.

Finally, we simultaneously generalize [JS89, DHJM21, BCR20] to all antiferromagnetic two-
spin edge models, i.e., antiferromagnetic two-spin models on the class of line graphs. Again, in the
bounded-degree regime we obtain optimal mixing times. Before we state the result, let us define
the model more precisely. For a graph G = (V| F) and fixed parameters 5 > 0, v > 0, A > 0, the
Gibbs distribution of the corresponding two-spin edge model on G is given by

u(o) o fr@ymo@ e I vo e {0,117 (1)

where m;(o) denotes the number of pairs of edges e, f sharing a single endpoint such that o(e) =
o(f) =1, for each i = 0,1. We say the system is antiferromagnetic if 8y < 1 and ferromagnetic if
B~y > 1 (note that Sy = 1 corresponds to a trivial product measure). The case f =0 and v =1
recovers the monomer-dimer model for matchings weighted by A, and the case § = = recovers the
Ising model on the line graph of G.

Theorem 4 (Antiferromagnetic Two-Spin Edge Models). Let A > 3 be an integer and let § > 0,
v >0, A > 0 be reals such that 5y < 1. Then for any n-vertex graph G = (V, E) of mazimum
degree A, the Glauber dynamics for sampling from the antiferromagnetic two-spin edge model on G
with parameters 3,v, A\ mizes in Cnlogn steps where C' = C(A, B,7,\) is a constant independent
of n.

We present further applications of our methods in Sections 5 and 6.

1.2 Spectral Independence via Stability of the Partition Function

We need a few preliminary definitions before formally stating our technical results. Our results hold
for an arbitrary distribution on a discrete product space; this general setup contains spin systems
as a special case. Let V be a finite set and we refer to the elements in V' as vertices. For an integer
q > 2, the set of spins is @ = {0} U Q1 where Q1 = {1,...,¢ — 1} and we treat 0 as a special
spin. The state space is Q = QV, the collection of all spin assignments of vertices. Finally, let



w :  — R>g be a nonnegative weight function that is not always zero; i.e., w(o) > 0 for at least
one o € (.

Let A: V x Q1 — C be a vector of (complex) external fields; each A, ; represents the weight of
vertex v receiving spin k. Without loss of generality, we assume spin 0 has no external field (this
can be obtained by normalizing). Given w, the partition function is a multivariate polynomial of
A defined as:

Zw(A) =) w(@)A?, where X = J[ Avo.- (2)
oeN vEV: 0y, #0

If A is real and positive (i.e., every A, ; € Ry), then the Gibbs distribution p = pu,, x is given by:

(o) = 7oV Vo € Q. (3)

Note that Z,,(A) > 0 since w is not identically zero.

To establish spectral independence we need to consider the model with an arbitrary “pinning”
which is a fixed configuration on an arbitrary subset of vertices. We formally define pinnings and
the associated notions in Section 2.1, and introduce the relevant notation here.

A configuration o €  is said to be valid or feasible if w(o) > 0. For A C V, let Q) denote
the set of pinnings on A; this is the set of configurations on A which have a valid extension to the
remaining vertices V' \ A. For A C V and 7 € Qp, let V7 = V \ A denote the set of unpinned
vertices, let Z7 (A) be the multivariate conditional partition function under the pinning 7, and let
u” be the corresponding conditional distribution.

We can now define the notion of spectral independence. Let T = [J, 24 be the collection of
all pinnings. For 7 € T let P7 = {(v,k) € V. x Q : v € V7, k € Q7} be the collection of feasible
vertex-spin pairs under 7, where (2] represents the set of feasible spins at v conditioned on 7. The
following definition is taken from [CGSV21]; see also [ALO20, FGYZ21].

Definition 5 (Influence Matrix). Let 7 € T be an arbitrary pinning. For every (u,j), (v,k) € P7,
the (pairwise) influence of (u,j) on (v,k) under the pinning 7 is given by V¥ (u,j;v,k) = 0 for
u=v and

W (u, j;v,k) = ploy =k | oy = j,on =7) —ploy =k |op =7) for u #v.
The (pairwise) influence matrix W7 is a [P7| x [P7| matrix with entries given above.

All eigenvalues of the influence matrix W7, are real; see [ALO20, CGSV21, FGYZ21]. For a
square matrix M with real eigenvalues, let EigMax(M) denote the maximum eigenvalue of M.

Definition 6 (Spectral Independence). We say u is spectrally independent with constant 7 if for
every pinning 7 € T one has
EigMax(7,) <.

For a non-empty region I' of the complex plane, we say a multivariate polynomial P(z1,...,z,)
is I'-stable if P(z1,...,2,) # 0 whenever z; € I for all j, see Definition 14. We present a sequence of
results connecting spectral independence of the distribution with stability of the partition function.
Our first result holds when the zero-free region of the partition function is sufficiently “large”, e.g.,
containing the whole positive real axis. Below for I' C C let I' denote the closure of ' and let OT
be the boundary of I'; for A € C let dist(\,d') = inf,cor |z — Al; see Section 2.4.



Theorem 7. Let T' C C be a non-empty open connected region such that I’ is unbounded and 0 € T.
If the multivariate partition function Z,, is I'-stable, then for any A € Ry NI the Gibbs distribution
W= oy x with the uniform external field X is spectrally independent with constant

7725

where § = $dist(A, OL).
In particular, the statement is true when I' is a non-empty open connected region containing
the positive real azis; v.e., R CT.

We can also obtain bounds when I' is bounded or 0 € T, under the assumption that I contains
a part of the positive real axis. In this case we also need to further assume that all conditional
partition functions under pinnings are stable. Moreover, our bound on spectral independence
depends on the marginal bound of the distribution u, which is defined as

b= min u’ (o, =k).

TET
(v,k)ePT

Note that b > 0 since P7 contains only feasible vertex-spin pairs.

Theorem 8. Let \* € Ry and let ' C C be a non-empty open connected region such that (0, \*) C T’
(respectively, (A\*,00) C T'). If for every pinning T € T the multivariate conditional partition
function Z7, is T'-stable, then for any A € (0, \*) (respectively, X € (\*,00)) the Gibbs distribution
W=y x with the uniform external field X is spectrally independent with constant

8 {1—() A

1= 5 min b ’b()\*—)\)+1}

| S f1-b M
respectively, n = gmln b b — A + 1

where b is the marginal bound for p and § = dist(A, dT).

Remark 9. The first term (1 — b)/b is better when A is close to A*, while the second term is better
when \ is close to 0 (respectively, co), because usually b/A is bounded from below when A — 0
(respectively, bA is bounded from below when A\ — c0).

Remark 10. We point out here that Theorem 8 does not apply to the ferromagnetic Ising model.
The celebrated Lee-Yang theorem states that the partition function for the ferromagnetic Ising
model is D(0, 1)-stable and D(0, 1)¢-stable where (0, 1) denotes the open unit ball centered at 0
on the complex plane and D(0,1)¢ denotes the exterior of D(0,1). However, when a pinning is
applied, particularly when some vertices are pinned to + and some are —, we do not have either
D(0, 1)-stability or D(0, 1)¢-stability for the conditional partition function. To see this, notice that
such a pinning can result in inconsistent external fields; some fields are < 1 (hence in ID(0,1)) while
others are > 1 (hence in D(0,1)¢), and the Lee-Yang theorem does not apply.

Meanwhile, one should not expect spectral independence to hold for the ferromagnetic Ising
model at all temperatures and for all external fields, since the Glauber dynamics is slow mixing
when the parameters lie in the tree non-uniqueness region (see, for instance, [GMO7]).

If limited information about the zero-free region is given, then spectral independence still holds
with a worse bound.



Theorem 11. Let I' C C be a non-empty open connected region. If for every pinning T € T
the multivariate conditional partition function Z], is I'-stable, then for any A € Ry NI the Gibbs
distribution (1 = pu, x with the uniform external field X is spectrally independent with constant

_ 2
= 2

where b is the marginal bound for p and § = %dist()\,af).

It is unclear if the marginal bound b is needed or not. Our results Theorems 7, 8 and 11
also hold for non-uniform external fields, i.e., each pair (v, k) is assigned a distinct field A, 5, and
the zero-free regions are allowed to be distinct for different pairs. See Theorem 21 for a formal
statement.

1.3 Relations with Previous Works

Our work builds upon the recent work of Anari et al. [AASV21]. Theorem 16 of [AASV21] es-
tablished spectral independence for any distribution over {0,1}" assuming that the generating
polynomial is sector-stable (that is, I'-stable where I' = {z € C : |Arg(z)| < 0} is a sector for some
6 € (0,7/2)). Our results Theorems 7, 8 and 11 strengthen theirs in the sense that we do not have
any restriction on the zero-free region I', and the results hold for any open connected region. This
allows us to apply our results in a much broader setting. See Section 3 for more details.

To establish zero-free regions for our main applications, we utilize the approach in [GLLZ21],
which reduces the problem via Asano-Ruelle contractions [Asa70, Rue71] to showing a sufficiently
large zero-free region for a collection of bounded-degree univariate polynomials, one for each vertex
of the input graph. These univariate polynomials are referred to as the local polynomials, since
they only depend on the configuration restricted to edges incident to the given vertex. We note
a very similar idea was also used in [Wag09, BCR20] to establish zero-free regions, although their
methods do not go through Asano-Ruelle contractions. See Section 4 for more details.

It was also shown in a sequence of papers [Barl6b, BS16, BS17, Bar17a, Bar17b, Regl8] that one
can establish large zero-free regions via an inductive approach based on conditioning the distribu-
tion. This method of establishing zero-free regions also works nicely for us, as spectral independence
requires a bound on the pairwise influences for all conditional distributions. We show that one can
deduce rapid mixing of the Glauber dynamics in a nearly black-box fashion from these zero-free
methods for several problems in Sections 5 and 6.

Algorithmically, our results have several advantages over prior works utilizing zero-free regions.
In particular, the polynomial interpolation method pioneered by Barvinok [Barl6a] typically only
yields quasi-polynomial time algorithms in general, and polynomial time algorithms with exponent
depending on the maximum degree for problems arising from graphs [PR17]. In contrast, we obtain
fast algorithms for sampling and counting. Another feature of our approach is that we only need
the zero-free region to be sufficiently large. This is in contrast to the polynomial interpolation
technique, which needs the zero-free region to also contain a point at which the partition function
is easily computable. On the other hand, our approach is fundamentally restricted to nonnegative
real parameters whereas Barvinok’s approach can be extended to complex parameters, see, for
instance [Barl6a].

Outline of Paper In Section 3 we prove our general technical results Theorems 7, 8 and 11
connecting zero-free regions with spectral independence. We prove Theorems 1, 2 and 4 in Section 4
regarding binary symmetric Holant problems. In Section 5 we prove results for weighted graph



homomorphisms and tensor networks. Finally, in Section 6 we study arbitrary measures on the
discrete cube as studied in the analysis of Boolean functions.

2 Preliminaries

2.1 Pinnings

Let ¢ > 2 be an integer and write ¢ = ¢—1. Let V be a finite set of vertices and let Q = {0}UQ; be
the set of spins where Q1 = {1,...,¢1}. Every spin assignment o : V' — (@ is called a configuration.
The state space Q2 = Q" is the collection of all configurations and let w : Q2 — R>o be a nonnegative
weight function that is not identically zero. A configuration o € €2 is said to be valid or feasible if
w(o) > 0. For A C V, define set of pinnings on A by

QA:{TGQA:ElvalidJGQS.t. JA:T}.

Note Qy is the set of all valid configurations. Let T = | Acy §2a be the collection of all pinnings.
For a pinning 7 € T, let V" denote the set of unpinned vertices; so if 7 € Qp then V7 =V \ A.
For v € V7, let Q7 be the set of valid spins at v under 7:

Q) ={keQ:3valid c € Qs.t. op =7 and 0, = k}.

Define the collection of feasible vertex-spin pairs under 7 by P™ = {(v, k) € VxQ :v e V7 k € Q7 },
and the collection of pairs with nonzero spins by P] = {(v,k) € P” : k # 0}. We write €2, P, and
P1 when no pinning is applied.
Let A : P; — C be a vector of complex external fields. Given a pinning 7 € 7 on A C V with
U =V" =V \A, the conditional partition function Z; under 7 is a multivariate polynomial of A
defined as
Z(A) = Z w(o)A?Y,  where A7V = H Av,oy -

o€Q:iop=T veU: 0, #0

When there is no pinning, this matches Eq. (2) from the introduction. Observe that Z7 depends
only on the variables {\,;, : (v,k) € P}, and that Z], is not identically zero since 7 is a pinning.
If X is real and positive, then Z7 (X) > 0 and we obtain the conditional Gibbs distribution:

w(o)AY

—_— Q s.t. =T
ZoN VoeQst.on=1T

pi(o)=ploloyn=1)=
Again this matches Eq. (3) when there is no pinning.

2.2 Spectral Independence

Let P be the transition matrix of the Glauber dynamics with stationary distribution u, and let
P!(Xy, ) denote the distribution of the chain after ¢ steps starting from Xy € Qy. The mizing time
of the Glauber dynamics is defined as

Tmix(P) = in{t >0: ||P'(Xo,") — < 1/4},
ml( ) X?Ea(}l{vmln{ = H ( 0 ) IUHTV— /}
where ||-||;y denotes the total variation distance. Throughout this paper, we assume that the

Glauber dynamics is ergodic for every conditional distribution u” where 7 € T is a pinning (such
distribution p is called totally-connected in [CLV21, BCCT21]).



Theorem 12 ([AL20, ALO20)). Let u be an arbitrary distribution over Q¥ where |V| = n. If p
is spectrally independent with constant n, then the Glauber dynamics mizes in O(n™ 1 log(1/pimin))
steps where pimin = Mingeq, p(0).

The following mixing result for the Glauber dynamics is known for spin systems with nearest-
neighbor interactions; it holds for Holant problems and tensor network contractions (see Sections 4
and 5 for definitions) as well since one can view these as spin systems defined on hypergraphs (also
known as Markov random fields) and the proof approach of [CLV21, BCC*21] still works when the
underlying graph has bounded maximum degree.

Theorem 13 ([CLV21, BCCT21]). Let u be the Gibbs distribution of a spin system or a Holant
problem or a tensor network contraction defined on an n-vertex graph of mazximum degree A. If
w is spectrally independent with constant n and the marginal bound for p is b, then the Glauber
dynamics mizes in Cnlogn steps where C' = C(A,n,b) is a constant independent of n.

2.3 Stability
For n sets I'y,..., I, let H?Zl I'r=TI4 x--- xI,, denote the Cartesian product of them.

Definition 14 (Stability). For an integer n > 1 and K C C", we say a multivariate polynomial
P € Clz,..., 2, is K-stable if P(z1,...,2,) # 0 whenever (z1,...,2,) € K. In particular, if
K =11,_, T for some I C C, then we simply say P is I'-stable.

Theorem 15 (Hurwitz’ Theorem). Let n > 1 be an integer and K C C™ be an open connected set.
Suppose that {fm}oo_, is a sequence of non-vanishing analytic functions on K that converges to f
uniformly on compact subsets of K. Then f is either non-vanishing on IC or else identically zero.

2.4 Complex Plane

We refer to subsets of the complex plane as regions." Let I' C C be a region. Denote the complement
of I' by I'® = C\T, its interior by I'°, its closure by I, and its boundary by 9. We say I is unbounded
if for any M € R, there exists z € I' such that |z| > M; otherwise it is called bounded. For z € C
let dist(z,I") = infy,er |w — 2| be the distance from z to I' on the complex plane.

For a region I' C C and z € C, we define I' + z = {w 4+ z : w € T'}, 2I' = {zw : w € T'}, and
Ft=C\{o) ' ={w?':wel\{0}}. For '}, CC,let Iy -Ty = {zw:zel,we Ty}
denote their Minkowski product; in particular, for ' C Clet 2 =T -T = {zw : z,w € I'} (note
that we write H?:l F=TxT={(z,w) : z,w € T'} for the Cartesian product).

For z € C and r € Ry, let D(2,7) = {w € C : |w — z| < r} denote the open disk centered at
z with radius r, and let D(z,7) = {w € C : |w — 2| < 7} denote the closed disk. For ¢ € R, let
H. ={zr+iy:2 < —¢} and H. = {x + iy : 2 < —¢} be open and closed half-planes.

Let I' C C be a non-empty open region. We say w,z € I' are (path-)connected in I' if there
exists a continuous map + : [0, 1] — I' such that v(0) = w and (1) = z. Observe that connectivity
in T' is an equivalence relation, and we call each equivalence class a (path-)connected component
of T'. The region T is said to be (path-)connected if every two points from I' are connected in T’
namely, I" has a unique connected component which is itself. If I" is open then every connected
component of I' is also open.

A non-empty open connected region I' C C is called simply connected if its complement in the
Riemann sphere (C U o) is also connected. A Jordan curve (simple closed curve) is a continuous

!This is slightly nonstandard, as a region is more commonly defined as a nonempty, open and simply connected
subset of C. It will be sufficient and convenient for our purposes for a region being any subset of C.



map 7 : [0,1] — C such that v(0) = (1) and the restriction of v to [0,1) is injective. The Jordan
curve theorem states that for a Jordan curve ~, the complement of its image on the complex plane
consists of exactly two open connected components; one of these components is bounded called
the interior and the other is unbounded called the exterior. A non-empty open connected region
I’ C C is simply connected if and only if for every Jordan curve v whose image is contained in T,
the interior of «y is also contained in I'.

2.5 Complex Analysis

Throughout, we select the principal branch for the complex functions z +— log z and z — 2/,

Theorem 16 (Schwarz-Pick Theorem). Let f : D(0,1) — D(0,1) be a holomorphic function. Then
FOI <1170 <1.

For open regions I'1,I'y € C, a function f : I'j — I'y is said to be biholomorphic if f is a
bijective holomorphic function whose inverse is also holomorphic.

Theorem 17 (Riemann Mapping Theorem). Let I' C C be a non-empty open simply connected
region that is not C. Then for any z € I' there exists a unique biholomorphic mapping f : I' —
D(0,1) such that

f(z2)=0 and f'(z)€R,.

Theorem 18 (Koebe’s One-Quarter Theorem). Let I' C C and let f: D(0,1) — ' be an injective
holomorphic function. Then

D (0.5l701) <.

Theorem 19 (Multivariate Open Mapping Theorem, [KW17, Theorem 1.8.1]). Let n > 1 be
an integer and let K C C™ be a non-empty open connected subset of C™*. Let f : K — C be a
non-constant holomorphic function. Then the image of f is an open connected region.

3 Establishing Spectral Independence via Stability

In this section, we deduce spectral independence of a distribution from the stability of the associated
partition function, and thus prove Theorems 7, 8 and 11.

We first show that pinning preserves stability of the partition function if the zero-free region is
unbounded and contains 0 in its closure. Intuitively, the pinning o, = k for k # 0 corresponds to
taking A, = oo (which is achieved by taking derivative with respect to A, ), and the pinning o, = 0
corresponds to taking A, = 0 for all k¥ € Q1. Hence, under an arbitrary pinning the conditional
partition function is just the original partition function specialized at co and 0 for specific external
fields, and the fact that the closure of the zero-free region contains oo (i.e., unboundedness) and 0
guarantees that after specialization the resulted partition function is still stable. This is formalized
by the following lemma.

Lemma 20. Let {T'y;, C C: (v,k) € P1} be a collection of non-empty open connected regions such
that for every (v,k) € Py the region 'y, is unbounded and 0 C 'y i,. If the multivariate partition
function Z,, is (H(v,k)eP1 ka)—stable, then for every pinning 7 € T the multivariate conditional

partition function Z7 is (H(v,k)eP{ Ty 1)-stable.



Next, we show the following grand theorem in the multivariate setting, from which one can
deduce the bounds on spectral independence given in Theorems 7, 8 and 11.

Theorem 21. Let {I',;, € C: (v,k) € P1} be a collection of non-empty open connected regions,
and let X : Py — Ry such that A\, € Ry NI, for each (v, k) € P1. Suppose that for every pinning
T € T the multivariate conditional partition function Z7, is (H(mk)eplf Fvvk)—stable. Then the Gibbs
distribution (1 = pu, x with external fields A is spectrally independent with constant

2

where b is the marginal bound for u and

1
0= min dist(Ay k, Oy k).
(v,k)EP1 Ay k
Furthermore:

1. For each v € V let I', C C be the connected component of the intersection ﬂkte ﬁfv,k
that contains 1 (note that 1 € ﬁfv,k for all (v,k)). If for every v € V the region T’y is

unbounded and 0 € T, then spectral independence holds with constant
n= 5

In particular, the statement is true if Ry C T'y  for each (v, k) € Py.

2. If there exists \* € Ry such that A\, € (0,X*) C T'yy, for every (v,k) € P1, then spectral
independence holds with constant

S8l Amae
=5 b7 b — Amae) ’

where Amax = max, k)ep, A k-

3. If there exists \* € Ry such that A\, € (A\*,00) C 'y, for every (v,k) € Py, then spectral
independence holds with constant

8 {1—b A*

— % mi 1
=5 T b0 — ) }

where Amin = min, p)ep, A k-

We prove Theorem 21 by upper bounding the absolute row sum of the influence matrix U7,
for any pinning 7 € T; namely, for each (u,j) € P™ we bound the sum of absolute values of the
influences from (u, j) to all other pairs (v, k) € P7, see Lemma 23. We accomplish this by greatly
strengthening and generalizing the proof strategy in [AASV21].

At a high level, the work [AASV21] views the sum of absolute influences as the derivative of
some function f produced by the conditional partition functions. The variables of f are just the
external fields of the partition function which lie in some zero-free region I' and the stability of the
conditional partition functions guarantees that the image of f is contained in some nice region I".
In [AASV21], the authors study sector-stability of the partition function for the binary state space
{0,1}V; in particular, both the zero-free region I' and the region I containing the image are sectors
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for their choice of f. Then, by applying conformal mappings between the sector and the unit disk,
the derivative of f can be upper bounded using the Schwarz-Pick Theorem (Theorem 16).

However, here we are facing a more challenging situation since we try to establish spectral
independence from an arbitrary zero-free region I' for any discrete product space QY. In fact, for
us the regions I' and T" are in abstract forms and to apply the Schwarz-Pick Theorem we need to
design good mappings from I' and I to the unit disk. This is achieved by both carefully describing
these regions and utilizing tools from complex analysis, especially the Riemann Mapping Theorem
(Theorem 17). See Sections 3.3.1 and 3.3.2 for details of this part.

We now provide the proofs of Theorems 7, 8 and 11 from the introduction.

Proof of Theorem 7. Follows from Lemma 20 and Part 1 of Theorem 21. O
Proof of Theorem 8. Follows from Parts 2 and 3 of Theorem 21. O
Proof of Theorem 11. Follows from Eq. (4) of Theorem 21. O

After proving Lemma 20 in Section 3.1, we establish Theorem 21 in Section 3.2 and prove
Lemma 23, a central lemma for bounding the absolute sum of influences, in Section 3.3.

3.1 Preservation of Stability under Pinnings

In this subsection we present the proof of Lemma 20.

Let 7 € T be an arbitrary pinning on A C V and let U = V™ = V \ A be the set of unpinned
vertices. We consider the conditional partition function Z] under the pinning 7. As discussed
earlier, one can view Z], as obtained from the original partition function Z,, by specializing at 0
and taking derivatives for certain variables provided by the pinning 7. To be more precise, we define
Ao = {v € A : 7, = 0} to be the set of vertices pinned to spin 0, and let Ay = {v € A: 7, # 0}
be those pinned to nonzero spins. We also define 71 = 75, to be the pinning restricted to vertices
with nonzero spins. The key observation here is that

250 = (a2
0

where Ap, = 0 represents plugging in A, = 0 for all v € Ag and k € @1, and 5 represents
1,71

taking derivatives a)\a for all v € A;. Hence, to establish Lemma 20 it suffices to show that

specialization at 0 and differentiation preserves ['-stability if the zero-free region I' is unbounded
and 0 € I'. This is actually true for any multi-affine polynomial, which is a polynomial whose
monomials are all square-free.

()

A, =0

Lemma 22. Let n > 1 be an integer and let I'y,...,I';, € C be non-empty open connected regions.
Let P € Clz1,. .., zy] be a multi-affine polynomial and assume that P is (]],_, T'¢)-stable. Then:

1. (Inversion) The polynomial Py(z1,29,...,2,) = zlP(%, 29, ...y 2n) 18 (Fl_l X [Tp—y T'e)-stable;

2. (Specialization) If 0 € Ty, then the polynomial Ps(za,...,2,) = P(0,22,...,2,) is either
(ITy—5 Tr)-stable or identically zero;

3. (Differentiation) If 'y is unbounded, then the polynomial Ps(z2, ..., z,) = %P(zl, 29, ...y 2n)
is either ([ o T'¢)-stable or identically zero.

11



Proof. Consider first inversion. Suppose for contradiction that Py is not (T']* x [[j_, T'¢)-stable.
Then there exists wy € Fl_l and zp € T'y for 2 < ¢ < n such that P(wy,22,...,2,) = 0. Note that
wy = 1/z for some z; € I'; \ {0}. It follows that

1
0=2z1P(w1,22,...,2y) = 21w P <w—,22,...,zn = P(z1,22,...,2n),
1

contradicting to the stability of P. Hence, we have the desired stability for P;.

Next consider specialization. Since I'y is open and 0 € T'y, there exists a sequence of complex
numbers {(, }o0_; such that ¢, € I'1 and limy, o0 Gy = 0. Let fi(22,...,2n) = P(Cms 22, -5 2n)
be a polynomial of degree < deg(P) for each m. Then f,, is ([[,_, 'z)-stable by the stability
assumption of P. Furthermore, the sequence { f,,}°°_; converges to P, coefficient-wisely, and hence
uniformly on compact subsets; see, e.g., Lemma 33 in [AASV21]. Hurwitz’ Theorem (Theorem 15)
then implies that P, is either ([],_,I'¢)-stable or identically zero, as claimed.

Last we consider differentiation. Since I'y is open and unbounded, we deduce that the region
7' ={1/z:2€T;\{0}} is open and satisfies 0 € T;'. Recall that we have shown the inversion
Pi(z1,22,...,2n) = le(%,zg, ceeyZp) ds (Fl_l X [Ij—s T'¢)-stable. Now observe that, for a multi-
affine polynomial P, the derivative P3 of P with respect to z; is the same as the specialization of
P at z1 =0:

0
Ps(z,...,2,) = 8—ZIP(21,22, cooyzn) = P1(0,29,. .., 2n).

Hence, we immediately conclude from previous results that P is either (J];_, I'z)-stable or identi-
cally zero. O

Lemma 20 is an immediate consequence of Lemma 22.

Proof of Lemma 20. Observe that the partition function Eq. (2) is multi-affine. The lemma then
follows from Eq. (5) and Lemma 22. Notice that the conditional partition functions are never
identically zero since pinnings are extendable to valid full configurations. O

3.2 Bounds on Spectral Independence

In this subsection we prove Theorem 21.

An important observation is that it is sufficient to assume 1 € I'y ;, for every (v,k) € P; and
consider the Gibbs distribution with the all-one external fields 1. In general, given the external
field A, € T'y i, for each (v, k), we may reweight the configurations by

w(o) = w(o) H Av,oys Vo EQ (6)
vEV: 0y, #0

and the new partition function is

Zg(A) =D w(0)A°. (7)

oeN

In particular, Z,,(A) = Zg(1) and pi, x = pga for the given A = (A, ;). In other words, we hide
the external fields into the weight of configurations and under the new weights we are interested in
the all-one external fields. This will simplify the notations. Note that, if for 7 € T the multivari-
ate conditional partition function Z7, is (H(v,k)E’Pi’ Fv,k)—stable, then the reweighted conditional

partition function ZZ is (H(v,k)eP{ fv,k)-stable where fv,k = ﬁfv,k for each (v, k) € Py.
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In the rest of this section, we assume that 1 € I', ;, and consider the case of all-one external
fields. The following lemma is an important step towards deducing Theorem 21; it builds upon the
proof strategy of [AASV21] while generalizing their result to a great extent.

Lemma 23. Consider the Gibbs distribution p = i, 1 with the all-one external fields 1. Let 7 € T
be a fized pinning and let {I',, C C : (v,k) € P]} be a collection of non-empty open connected
regions such that 1 € ',y for each (v, k) € P]. For every v € V7 let 'y, C C be the connected
component of the intersection (), kO] [y that contains 1. If the multivariate conditional partition

function Z7, is (H(v,k)eP{ Fuk)—stable, then the influence matriz Wj, under the pinning T satisfies

. . i |2 s - T
EigMax(),) < H\I/MHOO < min o205 max dist (1,CJ 1) ¢ 5
(v,k)ePT

where: b is the marginal bound for u;

0= in dist (1,0 k); pop=n (0 =Fk);
i ist ( k) Pox=p (00 =Fk)

1 1 1
T=—— Ty —1) ' ={—————: 2 €T, 1} 5, fork#0;
* Z,k( =) { Pz =1) i }} !

1 ( -1 z
vo=— Ty —=1)"" + 1> =¢————:2€T 1} 5.
v,0 pg’o ( v ) {pg’o(z o 1) v \ { }}
The following two lemmas are helpful for bounding the distance dist(1,C] ;) in Lemma 23.
Lemma 24. Let 7 € T and (v,k) € P].

1. If 'y} is unbounded, then
dist (1,C7 ) < 1.

2. Let app, = inf (I'y , NRy) and By =sup (I'yx "NRy). Then

1—p, 1
dist (1,C7,) < mind —— vk LT P +17,
7 pv,k(l o a”7k) Dy pv,k(ﬂvvk B 1)

with the convention that é =0 if By = 0.
Lemma 25. Let 7 € T and (v,0) € P7.

1. If0 € Ty, then
dist (1,C] ) < 1.

2. Let o, = inf (', NRy) and B, = sup (', NRy). Then

pro(l—aw) 7 ppo(By—1) Puo

)

1 1—py
dist (1,CJo) < min{ 1 Tl g B } :

with the convention that é =0 if B, = oco.

Combining Lemmas 23 to 25, we are able to establish Theorem 21.
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Proof of Theorem 21. As discussed at the beginning of this subsection, we can reweight the configu-
rations by Eq. (6) and consider the all-one external fields under the new weights, so that Lemma 23
applies. In particular, for an arbitrary pinning 7 € 7 the reweighted conditional partition function
ZT given by Eq. (7) is (H(v,k)eP{ Fv,k)—stable where I, , = ﬁlykrvvk for each (v, k) € Py. Thus, the
first upper bound in Lemma 23 implies that the Gibbs distribution 1 = p1,, x = pg.1 is spectrally
independent with constant = 2/(b3?) where b is the marginal bound for x and

~ 1
6= min dist (1,00,%) = min ~——dist (o, 0T, x)
(v,k)EP1 (v,k)eP1 Ay k
as claimed. N N
For each v € V, let I, = I', C C be the connected component of the intersection ﬂkte Lyr=

N kO, ﬁfv,k that contains 1. Then we further have the following.

1. If for every v € V the region I, is unbounded and 0 is contained in the closure of fv, then the
first part of Lemmas 24 and 25 implies that dist(1,C],) < 1 for all 7 € 7 and (v, k) € P7.
Hence, by the second upper bound in Lemma 23 spectral independence holds with constant

n=238/0.
If Ry C T for each (v,k) € P1, then by definition I, is unbounded and 0 is contained in
the closure of ', for every v € V; therefore, spectral independence holds with n = 8/4.

2. If there exists \* € Ry such that A, ; € (0,\*) C 'y, for every (v, k) € Pi, then one has

~ _ A
a :inf<1“v ARL) =0, By =sup(TornRy)> 2,
k k +) k b ( k +) )\v,k

- - AF
o, = inf <FU N ]R+) =0, (B, =sup (Fv N R+) > 3 ,

v,max

where Ay max = maxgeg, Ay k. Thus, we deduce from the second part of Lemmas 24 and 25
that for all 7 € 7 and (v, k) € P,

1—p, A
7_ v,k’ _ *v,k +1
Py pm()‘ - )‘v,k)

1-0 A
< mi max 1 for k # 0;
_mln{ ;o b()\*_)\max)+ }, or k #0;

dist (1,657,6) < min{

i T . )\v max 1 _pZO
dist (1,C] o) < min{ 1, ——= +—>7 <L
7 pv,O()‘ B )‘UJTI&X) Dy0

The second bound in Lemma 23 then yields the desired bound on spectral independence. Note
that we may assume p is supported on at least two configurations so that (1—b)/b > 1, namely
b < 1/2; otherwise p is concentrated on a single configuration and spectral independence holds
with constant 0.

3. If there exists A* € Ry such that A, ; € (A\*,00) C I’y , for every (v, k) € P1, then one has

*

avk:inf<kaﬂR+)§ A
) ) Ay’k
AF

v,min

> ﬁv,k = sup (fv,k N R—l—) = 00,

, = inf (fv N R+) < , By =sup <fv ﬂR+> = 00,
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where Ay min = mingeg, Ay - Thus, we deduce from the second part of Lemmas 24 and 25
that for all 7 € 7 and (v, k) € P7,

A* 1—pos
dist (1,C; ) < min + = 1, <1, fork#0;
( va) {pz,k()‘%k _ )\*) pz’k
A* 1-plo
dist (1,C; ) < min +1, ’
(1.C2o) {pz,o()‘mmin - ) Pu,o

< min a +1 1-0
- b(Amin — A¥) b ’
The second bound in Lemma 23 then yields the desired bound on spectral independence. [

Remark 26. For Part 2 of Theorem 21 our proof actually yields a more complicated but stronger
constant for spectral independence:

= 8 : 1 - p; k )‘v k
n= —-max {1, max min 0 — i 1

g (v7l—§€7;37' Py k pv,k()‘ - )‘v,k)
) 1

For Part 3, the constant is:

n : max ¢ 1, ma min L~ Puo a8 +1
= — X , X 7
’ (v 7(—))667;37 p;C,O pz,o()‘v,min — %)

These two bounds are more robust in the sense of Remark 9, namely, when some external fields are
close to \* while others are close to 0 (respectively, co).

We end this subsection with the proofs of Lemmas 24 and 25. The proof of Lemma 23 is
presented in Section 3.3.

Proof of Lemma 2. By definition we have

1
R ——

dist (1,C7 ) = inf D

1¢Z€Fv,k

If ',  is unbounded, then there exists a sequence {z,} such that 1 # z, € ', ;, and lim, o |2,| =
oo. Therefore,

1
S —

p;,k(zn -1)

1
<1l4lminf ——— = 1.

n—00 pg7k|zn — 1|

dist (1,C] ;) < liminf

n— o0

This shows the first part.
For the second part, observe that o, < 1 < B, since I', ;, is open and 1 € I', .. Hence, we
obtain

)

dist (1,C],) < inf

~ z€Tl, ,N(0,1) 3

— 1 -
Pop(l—aur) Pp(l—aup) Pk

1 1‘ _ 1 s 1—p7,
p;k(ﬂf -1)

and also

S 1' 1

p;k(ﬂj -1) p;k(ﬁv,k —-1)

The second part follows. O

dist (1,C] 1) < inf
( U’k) - €Ty, xN(1,00)

+1
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Proof of Lemma 25. By definition we have

z

1.
va(Z_l)

dist (1,C50) = jnf

If 0 € T, then there exists a sequence {z,} such that 1 # z, € I'y r and lim,, . 2, = 0. Therefore,

Zn

_ =1.
pZ,o(zn -1

<14+ liminf 2]

1 vt
n—o0 va|ZTL — 1|

dist (1,C] ) < liminf

n—oo

This shows the first part.
For the second part, observe that o, < 1 < 3, since I', is open and 1 € I, ;.. Hence, we obtain

. . T Qy
dist (1,C ) < inf —_— 1| =——+1,
( v,O) = 2el,n(0,1) | py ol — 1) ' Pl ol —aw)
and also
. . x /Bv 1 1- p; 0
dist (1,C ) < inf _ —l|l=—— 1= + =,
(1:Co) z€luN(Leo) | Py o7 — 1) Pro(By —1) ProBo—1)  Plo
The second part follows. O

3.3 Bounding the Absolute Sum of Influences: Proof of Lemma 23

Let 7 € T be an arbitrary pinning and fix 7. We will give an upper bound on the absolute row
sum of the associated influence matrix U7, under 7, which then provides an upper bound on the
maximum eigenvalue of W} In particular, for (u,j) € P7 we define

Sp(w,g) = Y |V giv k)= Y (w(ow=k|ou=j)—u (o0 = k)
(v,k)ePT (v,k)EPT wH#u

to be the absolute sum of influences in the row (u,j), and define

Siwi) = Y |Viwjiv k)= > |W(ow=k|ouw=13)—u(0y = k)|

(v,k)ePT (v,k)EPT w#u

to be the partial absolute sum of influences for pairs (v, k) with k£ # 0 in the row (u, j). Notice that
one has S (u,j) < 25 (u,j), because for each (v,0) € P7 it follows from the triangle inequality
that

W (00 =00y =j)—p (o =0)] < Z W (o0 =k [ ouw=7) — 1 (00 =k)I.

keQi\{0}
Hence,
EigMax(¥7) < ||¥7, — max S7 <2 max S7 8
: il = max Spe) <2 max (). ®

The rest of the proof aims to bound S} (u, ) for a fixed (u,j) € P7. We consider two cases
j # 0 and j = 0 separately, and prove the following.
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Lemma 27. For j # 0 we have

(14
Su(uvj) < mln{W’SdISt (LCUJ)} :

Lemma 28. For j =0 we have
T < : 1 4 : T
S5, (u,0) < min 252 SdlSt (1,C0) ¢ -

Lemma 23 follows immediately from these two lemmas.

Proof of Lemma 23. Combining Eq. (8) and Lemmas 27 and 28. O

3.3.1 Proof of Lemma 27

Fix (u,j) € P]. We follow the proof approach of [AASV21] and view S (u, j) as the derivative
of a certain function related to the partition function; the lemma then follows from an application
of the Schwarz-Pick Theorem (Theorem 16) for bounding the derivative. For ease of notation we
write
P ={(v,k) eP] :v#u} and K = H Lyk-
(v,k)eP’

Define the multivariate complex function f : I — C as

TU(u,5)
oy = L2 )

= ——— =, for A
7 ZgAU L) or AeK 9)

where 7U (u, j) € T is the pinning that combines 7 and o, = j, and AU1,, is the vector of external
fields that combines A and the all-one fields 1, at u (i.e., A,y = 1 for all 0 # 5’ € Q7,); notice that

ZnAul,) = > z;Xm().
J'eq],

Note that f is well-defined since by our assumption ZJ (AU 1,) # 0 whenever each A, € I' .
The following claim summarizes several important properties of the function f.

Claim 29. Let f : K — C be the multivariate complex function defined by Eq. (9).
1. The function f is well-defined and holomorphic on K, and f(1) = 1.

2. For every (v,k) € P/,
of
Mk |r=1

=V (u, j;v, k).

3. Suppose that f £ 1. Let A C C be an open region defined as

A= L@, -1

u7j

Then 1 ¢ A. Let Ay be the connected component of A which contains 1. Then Ay is open
and simply connected, and
image(f) C A;.
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If f =1, then Part 2 of Claim 29 implies that V] (u, j;v,k) = 0 for all (v, k) € P’, and hence
S} (u,j) = 0. In the rest of the proof we assume that f # 1.

Given Claim 29, in order to bound Sj,(u, j) it suffices to bound ||V f(1)||;. We do this by taking
holomorphic functions ¢ : D(0,1) — K, ¢ : Ay — D(0,1) and considering their composition with
the function f. The bound on ||V f(1)||; would then follow from the Schwarz-Pick Theorem which
bounds the derivative of a holomorphic function from the open unit dist into itself.

We now formalize this idea. Let ¢ : D(0,1) — K be a holomorphic vector-valued function such
that for every (v,k) € P, the (v, k)-coordinate function ¢, : D(0,1) — I',  is holomorphic and
satisfies ¢, 1(0) = 1 and ¢ ;. (0) € Ry if W (u,j;0,k) > 0 while ¢; ;(0) € R if ¥ (u, j;v,k) <0.
Hence, (0) =1 and ¢/, ; (0)¥],(u, j;v,k) > 0 for all (v, k). Meanwhile, for the region A; given in
Part 3 of Claim 29, let ¢ : A7 — (0, 1) be a holomorphic function such that ¢/(1) € R;. We will
specify our choice of ¢ and ¢ soon. Also, we point out here that our assumptions ¢! , (0) € Ry /R_
and 1'(1) € Ry would not cause strong restrictions; they can be easily satisfied 7by considering
rotations o(e?z) and e (z).

Given such ¢ and v, we define the holomorphic function F' : D(0,1) — ID(0,1) given by F =
1o fo. Notice that F(0) = t¢(1). The derivative F’(0) at 0 is real and can be bounded by

FO=v0) Y du® 5]
(v,k)EP’ v
:Tz[),(l) Z 902}7,{(0)\1’;(’&,]7’0,]{7)
(v,k)EP!
zw’(l)(vrzngp,ﬂ%k 0)|} 87 (u, ), (10)

where the second equality follows from Part 2 of Claim 29 and the inequality is due to our assump-
tion that ¢, ()W}, (u, j;v, k) > 0 for each (v, k). The Schwarz-Pick Theorem (Theorem 16) implies
that F”(0) < 1, and hence we obtain

S7(0) < s min, [ea)]) (1)

It remains to choose ¢ and 1. Consider first the function ¢. For each (v, k) € P’ we let

. ) +1, Y7 (u,j;v,k) >0
dv i = dist (1, 0T, and Y = segn(¥7 (u, j;v,k)) = oo b
e ( k) Xok = sgn(W](u, j ) {_17 W (u, j; v, k) < 0.
We then define ¢, 1, : D(0,1) = I', 1, by

(Pv,k(z) =1+ Xv,k(sv,kz- (12)

Observe that ¢ is holomorphic, ¢(0) = 1, and ¢} ; (2) = Xu,x0,k has the same sign as V] (u, j; v, k)
for each (v, k). Recall that § = min, j)cp, dist (1,07, ), and thus

¢y x(0)| = min &, > 6. (13)

(v, k)eP’ (v,k)eP’

Next, we decide ¥. We will actually give two choices of ¥, denoted by ¥; and 19 respectively,
which correspond to the two bounds in Lemma 27.
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We first consider the simpler choice 7. Let ¢, ; = dist (1,0, ;) > d, and so D(1, 4, ;) C I'y, ;.
Then, the region A from Part 3 of Claim 29 satisfies

1 1

A=—— Ty, —1)'D—— (D(1,8,;)— 1) = D(0,1)¢
v (Tuy — 1) v (D(1, bu,5) — 1) Vo (0,1)
It follows that 1
Ay CA°C ——D(0,1).
pu,j(su,j

We can define ¢, : A} — D(0,1) as
Y1(2) = Py, j0u,jz-
Then, ¢ is holomorphic, ¢ (2) = p;, ;0u,; € R, and
[ S |
(1) pli0u; T b6

Combining Eqs. (11), (13) and (14), we obtain

SH(.9) < 55
This shows the first bound in Lemma 27.

Next, we define 15. Since § # A; € C is open and simply connected by Part 3 of Claim 29,
the Riemann Mapping Theorem (Theorem 17) implies that there exists a (unique) biholomorphic
mapping ¥ : A; — D(0,1) such that 15(1) = 0 and ¢4(1) € Ry. Write h = 15!, which is a
bijective holomorphic function from D(0, 1) to A; satisfying h(0) = 1. Then, Koebe’s One-Quarter
Theorem (Theorem 18) shows that

1 ) X . T
I (O)] < dist(1,0.41) < dist(1,4) = dist (1,C7;) -

It follows that

X W' (0) < 4dist (1,C7 ;) - (15)

Combining Eqs. (11), (13) and (15), we get

’ u7j

Sh(u, j) < %dist (1,¢75) .

which is the second bound in Lemma 27.

Remark 30. The proof of Lemma 27 (and also Lemma 28 in Section 3.3.2) leaves the possibility of
further improvements on the spectral independence bounds for specific problems. Here in the proof
we are given regions K and A; in abstract forms and the choices of ¢ and ¥ may not be optimal
for specific instances; in particular, the Riemann Mapping Theorem only shows the existence of a
biholomorphic mapping and there is no guarantees that such a choice is the best possible. Hence,
for specific problems and specific zero-free regions, one may be able to pick ¢ and % in a smarter
way to achieve a better bound on spectral independence.

It remains to prove Claim 29. The following lemma is helpful to us.

Lemma 31. Let S C C be a non-empty open connected region such that S is unbounded and S # C.
If S is a connected component of S°, then Sy is open and simply connected.
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Proof. Clearly &7 is open and connected. If S; is not simply connected, then there exists a Jordan
curve (simple closed curve) v in &) whose interior region contains a point zy ¢ S;. Note that we
can actually find a point z from the interior of v such that z € S; if not, then the whole interior
of 7 is contained in S° and thus 2z ¢ S is connected to Sy in S°, contradicting to the assumption
that S; is a connected component of S . Since the interior of ~ is open, this further implies that
the interior of v contains a point z € §. Meanwhile, since S is unbounded the exterior of v contains
a point w € §. Now, as § is connected there exists a path p in S connecting z and w. Note that
p must intersect with v, because the interior and exterior of + are disconnected. This yields a
contradiction since v C &1 C S§€ while p C S. O

We complete the proof of Lemma 27 with the proof of Claim 29.

Proof of Claim 29. 1. Since Z (A U1,) # 0 whenever A € K by our stability assumption, the
function f is well-defined and holomorphic on K. Also, by definition we have f(1) = 1.

2. Let (v,k) € P'. Then one has

of 1 1 9 U(uy) B O N .
Nk DY, (Z;(Au 1,) (mv,k Zu ) ZT(AU1,)2 \ Ok ZoAULu) ) )

Suppose 7 is a pinning on A C V and let U = V79(®%7) = ¥\ A\ {u} be the set of unpinned vertices
under the pinning 7 U (u, j). We deduce that,

9 iy — 9 you
a)\v,k Zw (A) - Z w(U) a)\v,kA

cEQ: oA=T,0u=]

— Z w(o) ATV}

c€Q:opA=T,004=7,00=k

— Z;—}U(u,j)u(v,k)(A)‘
Similarly,
0
Zr(AU1,) = Z27°@R (v u1,).
Gy ZaA UL = 29U
We then get
Muklrer  Puyj Z;(1) Z,(1)?
1
=— —(Wlou=j,00 =k)— " (o =j)u" (0p, = k
Ton =) (1™ ( ) — 1 ( )T ( )
= q’;(u7j;/v7 k)?
as claimed.

3. We first show that image(f) C A°. Suppose for sake of contradiction that f(A) € A for some
A € K. Then there exists 1 # y € I, j such that

1 1 z5D ()
)=
ph(y—1) P Zu(AU L)
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It follows that
ZyAUX) = yZy DN+ Y0 2D () =0,
J#i'eqs,
where A, is the vector of external fields at u defined by A, ; =y and A, j» = 1 for j' € Q7 \ {0, j}.
This contradicts to our stability assumption that Z7 (AU X,) # 0. Therefore, we have shown that
image(f) € A°.

Now, since K is open and connected and f is a non-constant holomorphic function, the Open
Mapping Theorem (Theorem 19) implies that image(f) is open and connected. Thus, we have
image(f) C (A°)° = A; note that in particular 1 € A°. Furthermore, since image(f) is connected
one has image(f) C Aj, the connected component of A containing 1. The region 4; is open and
connected by definition. It remains to show that A; is simply connected, which follows immediately
from Lemma 31 and the fact that A is connected and unbounded. O

3.3.2 Proof of Lemma 28

The proof of Lemma 28 is similar to that of Lemma 27. We will use the same notations and only
emphasize a few key steps that differ.
Recall that
P ={(v,k) €P] :v#u} and K= H Ty k-
(v,k)eP’

Define the multivariate complex function g :  — C as

o= L2
= Pro Zo(AUL,)’

for A e K (16)

where 7 U (u,0) € T is the pinning combining 7 and o, = 0, and AU 1,, is the vector of external
fields that combines A and 1,. The following claim is analogous to Claim 29 and summarizes key
properties of the function g.

Claim 32. Let g : K — C be the multivariate complex function defined by Eq. (16).
1. The function g is well-defined and holomorphic on K, and g(1) = 1.

2. For every (v, k) € P,
of
a)\v,k

= U} (u, 0;v, k).

A=1

3. Suppose that g £ 1. Let B C C be an open region defined as

1 _
B=— ((Pu—l) 1+1).
pu,O
Then 1 ¢ B. Let By be the connected component of B which contains 1. Then By is open
and simply connected, and

image(g) C Bi.

We may assume that g # 1 since otherwise S;(u,O) = 0 and the lemma is trivial. Again we
choose holomorphic functions ¢ : D(0,1) — K, ¥ : By — D(0,1) and consider the holomorphic
function G : D(0,1) — (0, 1) defined as G = ¢ o g o ¢. Just as in the proof of Lemma 27, we let
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¢ :D(0,1) = K be a holomorphic vector-valued function such that for every (v, k) € P, the (v, k)-
coordinate function ¢,y : D(0,1) — I, is holomorphic and satisfies ¢, x(0) = 1 and ¢, ;(0) € R
if W7 (u,j;v,k) > 0 while gpgvk(O) € R_ if V] (u,j;v,k) < 0. Meanwhile, let ¢ : By — D(0,1) be
a holomorphic function such that ¢'(1) € R;. Hence, we have G(0) = (1), and by Claim 32
G'(0) € R can be bounded by

G'(0) > /(1 ST (u,0),

(0) > ¢'( )(vrlg)lgp, {]¢0,1(0)|} Sk (u,0)

which is analogous to Eq. (10). We then deduce the analog of Eq. (11) from the Schwarz-Pick
Theorem (Theorem 16):

S5(u,0) <

< 1/1’( ) <(Ukep, %k(O)\>_l- (17)

We specify next our choice of ¢ and 1. The function ¢ is the same one as in the proof of
Lemma 27, and is given by Eq. (12). In particular, Eq. (13) still holds. We also give two choices of
the function ¢, denoted by 3 and 4 respectively, corresponding to the two bounds in Lemma 28.

Consider first ¥3. Recall that I, C C is defined to be the connected component of the inter-
section (Nys;eqr I'u,j that contains 1. Let &, = dist (1,0I'y) > ¢ and thus D(1,4,) € I'y. Then we
have

1 . 1 —
B= r,—1) " +1 D(0, 5, - (5, 1),
o (=7 1) 2 2= (BO.6)7+1) = - D(6 1)
and hence 1
B, CB°C D (8,,1).
1 7 o (6u, 1)
We define 3 : By — D(0,1) as
P3(2) = p;,(]éuz — Oy-
Observe that 15 is holomorphic, ¥4 (z) = Puo0u € Ry, and
1 1 1
< —. (18)

(1) g0y b

Combining Eqs. (13), (17) and (18), we obtain
B} 1
S5 (u,0) < 52

This shows the first bound in Lemma 28.

Finally, we define 4. Since ) # B; C C is open and simply connected by Claim 32, there exists
a (unique) biholomorphic mapping ¢4 : By — D(0,1) such that 14(1) = 0 and ¥/j(1) € Ry by the
Riemann Mapping Theorem (Theorem 17). Let h = 1/)4_1 be the holomorphic mapping from (0, 1)
to By with h(0) = 1. We deduce from the Koebe’s One-Quarter Theorem (Theorem 18) that

i|h’(0)| < dist(1,08,) < dist(1, B) = dist (1,CL) |

and hence ]
¥y (1)
Combining Eqs. (13), (17) and (19), we get

= 1(0) < 4dist (1,7 ) - (19)

ST (u, 0) < %dist (1,6570) )
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which is the second bound in Lemma 28.

We end this section with the proof of Claim 32.

Proof of Claim 32. Part 1 follows from the stability of the partition function and Part 2 can be
deduced by direct calculations. We omit the details here and refer to the proof of Claim 29.

For Part 3, again we first show that image(g) C B. Suppose for sake of contradiction that
9g(A) € B for some A € K. Then there exists 1 #y € I'y € (Nojeqr I'u,j such that

1 Z;'}U(u,O) by
pu,O(y - 1) pu,O Z{Z()\ U 1u)

It follows that
ZuAuyly) = Z 0N+ Y gz () =0,
0#£j €,

where y1, represents the vector of external fields at u defined by A, ; = y for all 0 # j € Q7.
This contradicts the stability assumption of the partition function. Therefore, image(g) C B. The
Open Mapping Theorem (Theorem 19) then implies that image(g) C By which is the connected
component of B containing 1. Meanwhile, notice that the region I';, is open and connected since it is
a connected component of the open set [, Zieor Iy ;, and so B is open, connected, and unbounded.
Hence, Lemma 31 shows that B; is open and simply connected. This completes the proof of the
claim. O

4 Spectral Independence for Binary Symmetric Holant Problems

Let G = (V, E) be a graph of maximum degree A. We consider the Holant problem in the binary
symmetric case, which we now describe. Let {f,}vev : N = R>( be a family of functions, one for
each vertex v € V in the input graph. One should think of each f, as representing a local constraint
on the assignments to edges incident to v. Since we are restricting ourselves to the binary case, our
configurations o will map edges to {0,1}. Furthermore, since we are restricting ourselves to the
symmetric case, our local functions f, will only depend on the number of edges incident to v which
are mapped to 1. With these {f, }yey in hand, we may write the multivariate partition function as

ZG(/\) = Z H fv(|JE(v)|) H )\g{dezl}’ (20)

0:E—{0,1} veV eck

where F(v) is the set of all edges adjacent to v, OE(v) 18 the configuration restricted on E(v), and
|05 (v)| is the number of edges in E(v) with assignment 1.

This class of problems is already incredibly rich, and encompasses many classical objects studied
in combinatorics and statistical physics including the following:

e Matchings/Monomer-Dimer Model: Assume all f, are the same and given by the “at-most-

one” function:
1, ifk=0,1;
» k — ) ) b
fulk) {O, if k> 2.

Then Z (1) yields the number of matchings (of any size) in G.
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o Weighted Edge Covers: Assume all f, are the same and given by the weighted “at-least-one”

function:
p, ifk=0;
v k) =
Jolk) {1,ifk21.

In the case p = 0, then Z;(1) yields the number of edge covers of G, that is, subsets of edges
such that every vertex is incident to at least one selected edge.

o Weighted Fven Subgraphs: In this case, all f, are the same and given by the weighted “parity”
function. More specifically, for a fixed positive parameter p > 0, we have

1, if k is even;
fv(k) = . .
p, if k is odd.

In the case p = 0, then Z5(1) counts the number of even subgraphs, that is, subsets of edges
such that all vertices have even degrees in the resulting subgraph. (Note that when p = 0,
the Glauber dynamics is not ergodic.)

e Ising Model on Line Graphs: In this case, each f, depends on the degree of v. If 8 > 0 is
some fixed parameter (independent of v), and d = deg(v), then we have

@Y, o<k <a;
folk) = {O, o/w.

In all of the above examples, prior works managed to show that the Glauber dynamics ad-
mits an inverse polynomial spectral gap ([JS89] for matchings, [HLZ16] for edge covers, [JS93]
for weighted even subgraphs, and [DHJM21] for the Ising model in the antiferromagnetic § < 1
regime). Furthermore, all of these results were obtained via the canonical paths method [JS89], and
its winding extension [McQ13]. However, one down-side behind these results is that the spectral
gap bounds are suboptimal, and do not yield optimal mixing times nor sub-Gaussian concentration
estimates. In contrast, by combining our framework with known zero-free regions for these models
and the local-to-global mixing result of [CLV21], we obtain optimal mixing times and sub-Gaussian
concentration results for these problems in the bounded-degree regime.

One of the convenient aspects of our approach is that establishing the required root-region for
the complicated multivariate partition function can be boiled down to establishing stability for a
bounded-degree univariate polynomial with coefficients coming from the local functions f,. This
was one of the main insights of [Wag09, GLLZ21, BCR20]. More specifically, if A is the maximum
degree of the input graph G = (V, E), and f, : [d] = R>g is the local function for some vertex
v € V, where d = deg(v) < A, then define the corresponding local polynomial at v by

A=Y () 02 (21)

k=0

A circular region on the complex plane is the interior or exterior of a disk, or an open half-plane.
[GLLZ21] showed using Asano-Ruelle contractions [Asa70, Rue71] that in the case all f, are the
same, and all P, are ®-stable for an open half-plane ® C C, the multivariate partition function is
I"-stable where I' = [—((IDC)2]C. This result actually holds for any circular region & C C assuming
that either ® is convex or every local polynomial P, has degree deg(v); under these assumptions
one can apply the famous Grace-Walsh-Szegd Coincidence Theorem to the local polynomials, see
[GLLZ21, BB09]. A straightforward generalization of their techniques yields the following.
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Theorem 33 ([GLLZ21)). Let G = (V,E) be a graph. Let {f,}vev : N — R be a family of local
functions, and let {®,},ev be a family of circular regions containing 0 such that for every v € V,
either ®, is conver or f,(deg(v)) > 0. If for every v € V, the local polynomial P, is ®,-stable,

then the multivariate partition function Zg(X) is [[.cpTe stable, where for each edge e = {u,v},
T, = (—®S - &5)° C C.

Using Theorem 33, [GLLZ21] established zero-free regions for a large class of Holant problems
satisfying generalized second-order recurrences, including matchings, weighted edge covers, and
weighted even subgraphs. Our main theorems Theorems 1, 2 and 4 build upon these zero-free results
as well as Theorems 7 and 13 (note that we can obtain spectral independence for matchings from
Theorems 7 and 33, which was already known in [CLV21] with a better bound by correlation decay
proofs). Zero-free regions were also established for weighted edge covers and the antiferromagnetic
Ising model on line graphs in [BCR20], using techniques from [Wag09].

Before proving the main theorems, we will need the following simple lemma concerning the case
where the regions ®,, are half-planes. Recall that H. = {z+iy: 2z < —c}and H, = {z+iy : x < —¢}
for e € Ry.

Lemma 34 (Lemma 5 in [GLLZ21)). For e > 0, let I = (—ﬁi)c be a region. Then I' contains
R, and for every A € Ry we have dist()\, 0T) = A + &2 if A € (0,€2), and dist(\,d) = 2eV/\ if
A€ [€2,00).

For completeness, we provide a proof in Appendix B. With these tools in hand, we deduce
strong zero-free regions for the above examples. We use these to prove our main mixing results
Theorems 1, 2 and 4. Note that by Lemma 20 and Theorem 21, one can in fact establish rapid
mixing results for these models with non-uniform external fields, though we only state the uniform
case for simplicity.

Proof of Theorem 1. By Theorem 13, it suffices to prove n-spectral independence for 7 = Oa x ,(1).
By Theorem 7, it suffices to prove that the multivariate partition function Eq. (20) is I'-stable,
where I' C C is an open connected region containing Ry and § = %dist()\, ) = Qa (D).

It is more convenient for us to work with the model on complements of weighted edge covers,
whose partition function is the inversion of that for weighted edge covers. For this, the local
polynomial is given by

Py(2) = (14 2)%50) — (1 — p)z2&(),

which is Ei so-stable.  Then by Theorem 33, the inversion of the weighted edge cover partition
— Cc
function Zg(A) is (—H? /2) -stable, and therefore Zg(\) is I'-stable for

r— [(—Ef/z)c]_l — [-D(~1,1)2.

This region I is also derived in [BCR20]. We remark that the region —D(—1,1)? is cardioid-shaped,
and its complement I' is an open connected region containing R ; see Lemma 3.9 and Figure 1 in
[BCR20]. Hence, we have Ry CT' and § = Qa » ,(1) as wanted. O

Proof of Theorem 2. We may assume p € (0, 1) since if p = 1 then we get a trivial product distri-
bution. Once again, by Theorem 13, it suffices to prove 7-spectral independence for n = Oa » ,(1),
and by Theorem 7, it suffices to prove that the multivariate partition function Eq. (20) is I'-stable,
where I' C C is an open connected region containing Ry and § = %dist()\, oT) = Qa (D).
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For this, observe that the local polynomial is given by

P,(z) = dcig(:v) (dei(”)> <1—";’0 + %(—1)’“) o

k=0

— #(1 + 2)des(®) 1_Tp(1 — z)deg(®),

Since 0 < p < 1, the roots of P, are given by Z;tz where w € C satisfies wie(") = —1 and t, € R,
is given by

1/ deg(v)
ty = <—1 * p> > 1.
1—p

Te-1 -1
where for each edge e = uv € F,

r o[ p( tatl 2\ g ttl 26 \]°
c 2 -1 —1 2-1"2-1)] "

In particular, Zg(\) is I'-stable for

o}

241 2\’ 1 /4

-D —;,— CTl., VeeFE, wheret= e > 1.
21121 1—p

It follows that P, is [ﬁ( AL 2ty )r—stable. Then by Theorem 33, Zg(A) is [[,cp Te-stable,

=

— o}
The region I' is open and connected. Observe that we have I' D <—H2§%> . Hence, by Lemma 34
we have Ry CT' and § = Qa (1) as wanted. O

Proof of Theorem 4. By Theorem 13 it suffices to prove n-spectral independence for n = Oa g~ A(1).
By Theorem 7 it suffices to prove that the multivariate partition function Eq. (20) is I-stable, where
I' C C is an open connected region containing Ry and 6 = %dist()\, ') = Qa g4 (1).

For this, observe that the local polynomial is given by

deg(v)

k=0 k

By Proposition 35 below (see Section 4.1 for the proof), all roots of these polynomials are strictly
negative reals, i.e. they are contained in (—00, —€geg ()] for some constant eqeg(y) = Edeg(v) (B;7) > 0
depending only on deg(v), 3,v. Then by Theorem 33, Zg () is [ [, e-stable, where for each edge
e=uv e FE,
— — C
Te = (Hesegr Bouegi)

In particular, Zg(\) is I-stable for T' = (—ﬁi)c where € = minj<4<a €4 depends only on A, 3,7.
The region I' is open and connected, and by Lemma 34 it contains R, and we have 6 = Qa g.1(1)
as wanted.
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4.1 Stability for Antiferromagnetic Two-Spin Edge Models

In this subsection, we analyze the roots of the local polynomial for antiferromagnetic two-spin edge
models, which is needed in the proof of Theorem 4 above. We generalize a result due to [BCR20]
which proves that the local polynomial for the antiferromagnetic edge Ising model has strictly
negative real roots. We achieve this by generalizing their arguments to all antiferromagnetic two-
spin edge models.

Proposition 35 (Generalization of Lemma 4.3 in [BCR20]). For every 8 >0, v > 0 with Sy < 1
and every positive integer d > 1, the univariate polynomial

Palz) = ,i: (Z) FORCON:

0

has strictly negative real roots.
We prove this via an inductive approach, relying on the following decomposition of P,.

Lemma 36. For every 8 > 0, v > 0 and every positive integer d > 1, we have that

Pat1(2) = v'Pa(z/7) + 2Pa(B2).

Proof. We have

= vPy(2/7) + 2P4(Bz2). O

Proof of Proposition 35. If B = 0 then P, is linear and the proposition is immediate. We may
assume 3 > 0. We prove via induction the following stronger claim: The roots ry > --- > rq of Py
are distinct, real, and strictly negative, and further satisfy r;/r;11 < Bv. The cases d = 0,1 are
vacuous. When d = 2, the polynomial P(z) = 822 + 2z + ~ has roots (—1 & /T — 57)/3, which
are distinct, real, and strictly negative since 8y < 1. One can also check that ri/ry < (v via a
straightforward calculation. This establishes the base case.

Assume the stronger conclusion holds for some d > 2. By Lemma 36, we may write Py1(2) =
v Py(z/v) + 2Py(Bz). If 71 > --- > 14 are the roots of Py, then yr{ > --- > yry are the roots of
¥4 Py(z/v), and 0 = ro/B > r1/B > -+ > r4/B are the roots of zP;(3z), where for convenience we
define ry = 0. First, we claim that the roots of ¥2P;(z/v) interlace the roots of zP;(8z2), i.e.,

0=ro/B>~r1 >r/B>yre > >1rq_1/B >rqa > 14/0.

To see this, observe that yr; > r;/ since 8y < 1, and r;_1/8 > ~r; since r;_1/r; < B by the
induction hypothesis for Pj.

27



Now, we claim that for each i = 2,...,d, the evaluations

Pyi1(yri) = yriPa(Byri) and  Payr(ri—1/B) = v Pa(ri—1/87)

are nonzero and have different signs. Observe that Syr;, r;—1/87 € (r;,r;—1); hence, the evaluations
Py(B~yri) and Py(r;—1/5v) are nonzero and have the same sign, and we deduce the claim by r; < 0.
It then follows from the Intermediate Value Theorem that P;q has a root s; € (yr;,r;—1/3) for
each 1 =2,...,d.

Moreover, Py;.1 also has a root s; € (yr1,0) and a root sgi1 € (—o0,74/83). Observe that
the evaluations Py (yr1) = yr1Py(Byr1) and Py1(0) = ¥?P;(0) are nonzero and have different
signs since 0 > fBvyr; > 11, and the Intermediate Value Theorem implies a root s; € (7yr,0).
Meanwhile, Py, 1(rq/B8) = ¥?Pa(rq/By) and Pj(—oc) are nonzero and have the same sign since
—o0 < rq/By < rq. Also, Pj(—o0) and Pyyq1(—o0) have different signs since the two polynomials
differ in degree by 1. This shows that Pyi1(ry/8) and Pjy1(—00) are nonzero and have different
signs, and the Intermediate Value Theorem shows the existence of a root sgy1 € (—00,74/5).

To summarize, we prove that P;, has roots s; > --- > sg41 which are distinct strictly negative

real numbers and (taking 79 = 0 and 4,1 = —oo for convenience) satisfy s; € (yr;,r;—1/0) for any
i=1,...,d+ 1. To finish the induction, we need to show that s;/s;+1 < By for all i = 1,...,d,
which follows by s;/s;+1 < (yri)/(ri/B) = B7. O

5 Spectral Independence for Weighted Graph Homomorphisms
and Tensor Network Contractions

In this section, we study spectral independence for general tensor network contractions and weighted
graph homomorphisms. Unlike binary symmetric Holant problems, where rapid mixing of the
Glauber dynamics was already known for our main examples such as matchings [JS89], Ising model
on line graphs [DHJM21], edge covers [HLZ16], and weighted even subgraphs [JS93], in the setting
we consider here, rapid mixing for any local Markov chain was not known before. Prior works [BS16,
BS17, Regl8, PR17] had studied these problems but only from the perspective of deterministic
approximation algorithms using Barvinok’s polynomial interpolation method [Barl6a]. While these
algorithms run in polynomial time for bounded-degree graphs, the exponent typically depends on
the maximum degree, and are more difficult to implement.

Here, we show that the Glauber dynamics mixes in O(nlogn) steps for these problems on
bounded-degree graphs, yielding significantly faster and simpler algorithms for computing the par-
tition function. We again reduce rapid mixing to spectral independence via Theorem 13, and then
reduce spectral independence to the existence of a sufficiently large zero-free region for the multi-
variate partition function via Theorem 21. Fortunately, such zero-free regions were already obtained
in prior works, as they are the entire basis for Barvinok’s polynomial interpolation method. We
leverage them here in a completely black-box manner.

5.1 Weighted Graph Homomorphisms

Here, we study weighted graph homomorphisms, which may also be viewed as spin systems on
vertices. In the bounded-degree setting, we show that the Glauber dynamics on vertex configura-
tions for these models mixes in O(nlogn) steps, provided the weights are sufficiently close to 1.
This is analogous to classical mixing results stating the Glauber dynamics mixes rapidly in the
“high-temperature” regime.
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Theorem 37 (Spectral Independence for Weighted Graph Homomorphisms). Fiz a positive integer
q > 2, let G = (V,E) be a graph with mazimum degree < A, and for each edge uwv € E, let
AW e ]R‘ixoq be a (not necessarily symmetric) nonnegative matriz. There exists a universal constant
v &~ 0.56 independent of q,G,{A" }uwer such that if |A% (5, k) — 1] < Ai-w — ¢ for some € > 0,
all wv € E and all j,k € [q], then the associated graph homomorphism distribution p on vertex

configurations o : V. — [q] given by

ulo) o< TT A*(o(u),a(v))

wel

is m-spectrally independent for some constant n = n(A,e). In particular, if A,e = O(1), then the
Glauber dynamics for sampling from p mizes in O(nlogn) steps.

Remark 38. A straightforward application of the classical Dobrushin uniqueness condition yields
rapid mixing when [A%(j,k) — 1| < 5k for all wv € E and j,k € [q].

The zero-free region for the graph homomorphism partition function was studied in [BS17].
We state here a slightly more general theorem, the proof of which is included in Appendix A.1 for
completeness.

Theorem 39 (Zeros for Weighted Graph Homomorphisms; [BS17]). Fiz a positive integer q > 2,
let G = (V, E) be a graph with mazimum degree < A, and for each edge e = uwv € E, let AW € C1*4
be a (not necessarily symmetric or Hermitian) complex matriz. There exists a universal constant
v &~ 0.56 independent of q,G,{A" }uver such that if |A"(j, k) — 1] < ALH for all uwv € E and all
J,k € [q], then for every S CV and every ¢ : S — [q|, the graph homomorphism partition function

S I A ew,ow)

o:V—[gl weE
ols=¢

with pinning ¢ is nonzero.
We give below the proof of Theorem 37.

Proof of Theorem 37. By Theorem 21, it suffices to prove that the multivariate partition function

ST A% (o), o) T Aot (22)

0:V—[qluveE veV
ols=¢

is nonzero in the polydisk D = {)\ e CcVxld . Ao — 1] <c,YveV,Vk e [q]} for all pinnings ¢,

where ¢ = ~C(A,e) > 0 is some constant depending only on A, but not G. Define a new set of
matrices {A*}ep by

A (5, k) = A, k) - A B AWy € Bk € g,

’lL,j

Note that the partition function for G, {A“” huveE s precisely given in Eq. (22).
Since |A" (5, k)—1| < Aiﬂ—e, there exists our desired c(A, e) > 0 such that [A, ;—1], [\ —1| <

¢(A,¢) implies A" (j,k) — 1| < AL—W’ for all wv € E and all j,k € [g]. Tt follows from Theorem 39
that the multivariate partition function Eq. (22) is nonzero. As this holds for all A € D, we are
done. 0
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5.2 Tensor Network Contractions

Here, we study general tensor network contractions, which is a partition function of a distribution
over configurations on edges of a graph. Tensor networks are heavily studied in quantum computing
[MS08, AL10, Oril4] and are also used to model Holant problems [CHL12, CLX09, CLX11]. In
the bounded-degree setting, we also show that the Glauber dynamics on edge configurations for
these models mixes in O(nlogn) steps, provided the weights are sufficiently close to 1. Again,
this is analogous to classical mixing results stating the Glauber dynamics mixes rapidly in the
“high-temperature” regime.

To state our main result, let us first define tensor network contraction. Given a graph G = (V, E)
and a collection of local functions {f, : [¢]¥®) — R>0}vev on configurations on edges, we define
the associated tensor network distribution p over edge configurations o : E — [¢] to be given by

(o) o< [T folo I5w)- (23)

veV

The associated partition function, known as a tensor network contraction, is given by

Z H fv(O' |E(v))

o:E—[q)veV

The name “tensor network” comes from the fact that each f, may be viewed as a tensor with axes
corresponding to edges in F(v) and indexed by [¢]. This is a vast generalization of the Holant
problems considered in Section 4 (see, for instance, Eq. (20)), where ¢ = 2 and each local function
fv is symmetric. Zeros for tensor network contractions were analyzed in [Regl8] in the symmetric
case.

Theorem 40 (Spectral Independence for Tensor Network Distribution). Fiz a positive integer
q > 2, let G = (V,E) be a graph with mazimum degree < A, and for each vertex v € V, let
fo: [q]E(”) — R>¢ be a nonnegative function on configurations of edges incident to v. There exists
a universal constant v ~ 0.56 independent of q,G,{fv}vev such that if |fy(a) — 1| < #HV —€
for some e > 0, allv € V and all o : E(v) — [q], then the tensor network distribution p on
edge configurations o : E — [q] given by Eq. (23) is n-spectrally independent for some constant
n=n(A,e). In particular, if A;e = O(1), then the Glauber dynamics for sampling from p mizes
in O(nlogn) steps.

To establish this spectral independence, we need a sufficiently large zero-free region. This
was proved by [Regl8] in the symmetric case, where each local function f, depends only on the
number of incident edges that are mapped to each color in [g]. It turns out using nearly identical
arguments, one can obtain the following more general theorem. We provide a proof in Appendix A.2
for completeness.

Theorem 41 (Zeros of Tensor Network Contractions; [Regl8]). Fiz a positive integer q > 2, let
G = (V,E) be a graph with mazimum degree < A, and for each vertex v € V, let f, : [¢]F®) — C
be a complex function on configurations of edges incident to v. There exists a universal constant
v =~ 0.56 independent of q,G,{f,} vev such that if |f,(a) — 1] < #M for all v € V and all
a: E(v) — [q], then for every F C E and every ¢ : F' — [q|, the tensor network contraction

> I lsw)

o:E—[q)veV
olp=¢

with pinning ¢ is nonzero.
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We give below the proof of Theorem 40.

Proof of Theorem /0. By Theorem 21, it suffices to prove that the multivariate partition function

DR | FACACE | RO (24)

o:E—[q)veV eck
olr=¢

is nonzero whenever A lies in the polydisk D = {\ € CF*ld . |\_; — 1| < ¢,Ve € E,Vk € [g]} for
all pinnings ¢, where ¢ = ¢(A,e) >0 is some constant depending only on A, e but not G. Define a
new set of local constraint functions {f,},cv by

Fol@) = fola) - H( )A;/j(6>, o € V,Va : E(v) = [g]
ecE(v

Note that the partition function for G, { fv}vev is precisely given in Eq. (24).

Since | f,(a) — 1| < #Hv — ¢, there exists our desired ¢(A, ) > 0 such that [\, — 1] < ¢(A,€)
for all e € E(v) implies |fy(a) — 1] < ﬁm, for all v € V and all a : E(v) — [¢]. It follows
from Theorem 41 that the multivariate partition function Eq. (24) is nonzero. As this holds for all
A € D, we are done. O

6 Arbitrary Measures on the Discrete Cube

In this section, we state a general result for mixing of an arbitrary measure on the discrete cube
{=1,1}". For this, we fix an arbitrary potential f : {—1,1}"" — R. A standard result from
analysis of Boolean functions says that f admits a unique representation as a multilinear polynomial
f(@) =3 scy) f(S) [L;cg @i This representation is known as the Fourier-Walsh transform of f (see

[0'D14] and references therein), and the coefficients f(S) are known as the Fourier coefficients.
[Bar17b] showed that when the Fourier coefficients, as well as the degree deg f of f as a multilinear
polynomial, are sufficiently small, then one has a zero-free disk for the corresponding partition
function }_ . (-1,1}n e/ () 'We convert this via Theorem 21 into a corresponding statement for the
spectral independence of the distribution. Since we do not assume that f arises from a spin system
(or, more generally, tensor network) on a bounded-degree graph, we only obtain a spectral gap
bound with a relatively large exponent using Theorem 12 proved in [AL20, ALO20].

Theorem 42. Let f: {—1,1}" — R and ¢ > 0 be given, and assume that
VdegfL(f)SC_E7

where C' & 0.55 is an absolute constant, and L(f) 1= maXie(n) D gcn)-55i

f(S)‘ Further assume
that the associated Gibbs distribution p on {—1,1}" given by

p(x) oc exp(f(x))

18 b-marginally bounded for some b > 0. Let £ := iecgf —2L(f). Then u is n-spectrally independent

where 1) is a constant depending only on b and §. In particular, p is O(1)-spectrally independent if

eg,deg(f),b=0(1).

Remark 43. One may also view L(f) as bounding the Lipschitz constant of f.
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Remark 44. A standard calculation using Dobrushin uniqueness condition yields that the Glauber
dynamics is rapidly mixing when

max > (S|-1)-[f($)] <1,

€l g clnrssi

which can be weakened to (deg(f) — 1) - L(f) < 1. These bounds are in general not comparable
with the above due to the square root. While this bound is stronger when deg(f) is small, the
above is stronger when most of the Fourier mass of f is on high-degree monomials.

Remark 45. A standard notion in analysis of Boolean functions is also that of “influence”, which to
avoid confusion with the notion of pairwise influence used to define spectral independence, we refer
to as “voter influence”. This terminology is consistent with the traditional applications of analysis
of Boolean functions to social choice theory and voting systems; see [O’D14] and references therein.
A standard result in analysis of Boolean functions says that the “voter influence” of coordinate ¢
is precisely

f(S)

> Jis)f

SC[n]:S2i

Hence, while we do not establish a formal connection between small “voter influence” and strong
spectral independence guarantees, our result Theorem 42 says this is true at least morally.

We need the following zero-free result from [Barl7b].

Theorem 46 ([Barl7b]). Let f: {—1,1}" — C be given, and assume that
Vdeg(f) - L(f) < C,

where C' =~ 0.55 is an absolute constant, and L(f) := max;c[y ZSQ[n]:SBi

f(S)‘ Then for every

S C [n] and every pinning ¢ : S — {—1,1}, we have that the partition function of the associated
Gibbs measure on {—1,1}" with pinning ¢ is nonzero:

Y @) 2o
ze{-1,1}":z|s=¢

We now prove Theorem 42.

Proof of Theorem /2. By Theorem 21, it suffices to prove that the multivariate partition function

> ep(f) J[ M (25)

ze{—1,1}":z|s=¢ i€[n]:z;=1

is nonzero whenever A lies in the set D = {\ € C" : |\; — 1| < ¢, Vi € [n]} for all pinnings ¢, where
¢ =c(§) > 0is a constant depending only on £ but not n. Define a new function g : {—1,1}" — C
by
Sy
g(x) = f(x) +Z 5 log \i = f(z) + Z log A;.
i=1

i€n]:x;=1

Then exp(g(z)) = exp(f(x)) Hie[n]:xizl A; and the partition function ZzE{—l,l}”:x|s=¢ exp(g(x))
associated with ¢ is precisely our desired multivariate partition function Eq. (25). Our goal is to
apply Theorem 46 to g and deduce our desired stability statement.
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First, it is clear from the definition of g that the Fourier coefficients of g are given by

£(9), if S| > 1;
a(S) =< f(i) + $log \;, if S = {i} for some i € [n];
FO) + 33 log i, if S =0

It follows that

1
L(g) < L(f) + 5 max [log Ai| -

Note that deg(g) = deg(f) (unless deg(f) < 1, in which case spectral independence and rapid
mixing is trivial). Hence, if A € C" satisfies |log A;| < & for all i € [n], then rearranging yields
precisely that /deg(g) - L(g) < C and the zero-freeness follows from Theorem 46. Furthermore,
it is clear that the set {A € C" : |log \;| < &,Vi € [n]} contains D for a value of ¢(§) > 0 which
depends only on &, just by continuity of the logarithm. O

7 Future Directions

We leave as an open problem to extend/apply our methods to obtain spectral independence for
sampling b-matchings and b-edge-covers. It was shown in [HLZ16] that the Glauber dynamics for
sampling b-matchings (respectively, b-edge-covers) mixes when b < 7 (respectively, b < 2). It seems
these requirements on b are necessary for their techniques, which rely on canonical paths and in
particular, the winding method [McQ13]. It will be interesting to see if our techniques can go
beyond b < 7 for b-matchings and b < 2 for b-edge-covers.
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A  Proofs of Zero-Free Results

In this section, we supply proofs of the main zero-free statements used in Section 5. As noted
earlier, for technical reasons, we need straightforward generalizations of prior results which do not
make symmetry assumptions. We manage to adapt previous arguments without much additional
effort, which we provide here for completeness.

The main idea in these zero-free proofs is to do induction by conditioning on the assignment
of fewer and fewer vertices (respectively, edges) for weighted homomorphisms (respectively, tensor
networks). However, one needs to strengthen the inductive hypothesis beyond simple zero-freeness.
To the best of our knowledge, this type of argument was first pioneered by Barvinok, and has
had a wide range of applications; see [Barl5, Barl7a, BDP20, BB21] for applications besides those
discussed in this paper.

The crucial tool is the following geometric lemma, which provides a kind of “reverse triangle
inequality”. The version below is due to Boris Bukh; a weaker version, with cos(6/2) replaced by
Vcos 0, was known due to [Barl6b]. See [Barl6a] for a proof.

Lemma 47 (Angle Lemma). Let z1,...,x, € C be nonzero complex numbers viewed as vectors in
R2. Suppose there is an angle 0 < 0 < 27/3 such that for all i,j, the angle between x;, x5 15 at
most 0. Then we have the lower bound |y ;" | ;| > cos(0/2) > 0, |z

A.1 Proofs for Weighted Graph Homomorphisms

Our goal in this subsection is to prove Theorem 39, i.e. that the weighted graph homomorphism
partition function

ZACOEED DI | GO ()

0:V—[quvelE
ols=¢

is nonzero in a large polydisk around 1, where S C V,¢ : S — [q], and we view Z(f (A) as a
polynomial with variables { A" (j, k) }uveE,jkelq- For convenience, for a § > 0, define

U) ={A={A"}uver : |[A" (4, k) — 1] < d,Yuv € E,Vj, k € [q]}.

Additionally, for a partial configuration ¢ : S — [¢], a vertex u € V'\ S and a spin j € [¢], we write
¢uj 0 SU{u} — [g] for the unique extension of ¢ with ¢, ;(u) = j.
We will need the following lemmas to implement an inductive approach.

Lemma 48 (Lemma 3.3 from [BS17]). Let 7,§ > 0, and suppose A € U(J). Let SCV, ¢: S — [q],
u € V\S be arbitrary. Assume the following hold:

(1) Z;?:Jju}(A) # 0 for every uw € V\ 'S and every j € [q];

(2) For everyu € V\ S and every j € [q], we have

sufu) (4 un 9 SU{u}
23000 2 £ 5 S 1A G s 2 ().
vN“kE[Q]

Then for every u € V'\ S and every j,k € [q], the angle between Zsu{u}(A) and Z(ffiu}(A) in C is

at most (21‘5 A(S)
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Proof. By assumption (1), the relevant partition functions are nonzero, and so the logarithm is well-

defined when applied to these partition functions and we may bound the angle between Z Su{u}(A)

and Z, 1"} (4) by

log 25"} (4) — log 2571} (). (26)

The strategy is to write ZSU{U}(A) as ZSU{U}(A) for some A € U(5) which differs from A by a small

number of coordinates, and ‘then apply the Fundamental Theorem of Calculus and assumption (2).

For every v ~ u, we set A" (j,c¢) = A"(k,c) for every ¢ € [q], and A*(£,¢c) = A" (¢, ¢) for all
¢ # j. For all other edges vw € E, we set Avw — fgvw,

It is clear that ZSU{U}(A) = Z(f:t_{“} (A). By the Fundamental Theorem of Calculus, we may

upper bound Eq. (26) by

23RS 2 2

ZSU{u}(B)‘ . ’Auv(j7 C) B Auv(j, C)‘

8A“” bu,j
U celd] <24 since A,AEM(&)
1 0 SU{u}
< — A" (3, - — 7, "' (B
- 1—5B€Z/{ UZN;; ‘ ‘7 ‘Z:;:JJ{U}(B)‘ 814“”(],6) Pu,j ( )
<A/7 by assumption (2)
20A -

—7r(1-9)

Lemma 49 (Lemma 3.4 from [BS17]). Let 0 < 6 < 27/3, 6 > 0, and suppose A € U(J). Let
SCV,o¢:8—|[q] be arbitrary. Assume the following hold:

(1) Z;?:Jju}(A) # 0 for every uw € V\ 'S and every j € [q];

(2) The angle between ZSU{u}(A) and ZSU{U}(A) in C is at most 0, for everyu € V\'S and every
g,k € [a]-

Then for every uw € S, we have the lower bound

S(4 0089/2 u 0 g
25\l = 2 2 Aotk I o 7|

v~u kel

Proof. If v € S as well, then there is a unique k € [¢] for which

7@4%@( ) )Z(f(A) # 0, namely
k = ¢(v). In this case, A"Y(¢p(u),k) - WZ(?(A) = ZS(A). Otherwise, v ¢ S and
Su{v}
Z

WZ(E(A) = W L (A), where ¢, ) is the unique extension of ¢ mapping v

to k.
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Combining these two observations, we obtain

uv a
2 2 Ak \W25<A>'

v~u kelg
S v
=|N<u>n5|-|z¢ I+ > Y1zt
vuivg S k€[q)
<|IN(u)nS|- |Z£(A)| 9/2 Z Z stujv} (Lemma 47)
vuvg S k€lg

=\N(U)\5\'\Z§(A)I
A
<—— . |Z5(A4)].
~ cos(6/2) 1Z5(A)]
Rearranging yields the desired result. O

With these lemmas in hand, we can now prove the main zero-free result.

Proof of Theorem 39. Let 0 < § < 27/3 be a parameter to be determined later, set 7 = cos(0/2),
ﬁ@ cos(0/2)
1+ﬁ9 cos(0/2) "

on |S| that the following three statements are all true:

(i) For every SCV, ¢:S — [q] and A € U()), we have Z(f(A) # 0.

and let § > 0 satisfy 6 = (21‘5A6) in particular, § = We show by descending induction

(ii) Forevery SCV,ue V\S,¢:S —[q], A€ U(d) and j, k € [q], the angle between Zsu{u}(A)
and ZSU{U} (A) in C is at most 6.

(iii) For every S CV,ue S, A€ U(J), we have the inequality

cos( 9/2 w 0
1Z5(A)| = ZZ A" (¢ (u), k ‘Wzgm) .

vy ke

The base case S =V is easily verified since Z(f(A) = [Lwer A*(0(u), #(v)), a product of nonzero
complex numbers.
Now, let S C V with [S] < |V|.
Proof of (i) Let w € V' \ S, which exists since |S| < |V/|. It follows that (i) holds for S U {u} by the
inductive hypothesis. Since Z (A) = X kel ZSU{“} (A), Lemma 47 applied to Z(f (A) yields
(1) assuming that (ii) holds. We prove (ii) below.

Proof of (ii) Let u € V'\ S, which exists since |S| < [V|. Then (i) and (iii) hold for SU{u} by the inductive
hypothesis. (ii) then follows by Lemma 48.

Proof of (iii) Let uw € S. Then (i) holds for S U {u} by the inductive hypothesis. Since (ii) holds for S (as
proved earlier), we may then apply Lemma 49, yielding (iii) for S.

Now, we choose 0 < 0 < 27/3. As we wish to maximize the size of our zero-free region, i.e. §, we
need to maximize 6 cos(6/2). As shown in [Regl8], the maximum is attained when 2/6 = tan(6/2),
which has solution 6* ~ 1.72067 and has objective value z* = 6* cos(0*/2) ~ 1.12219. This yields

)=

T

2 as claimed. O
A+Z
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A.2 Proofs for Tensor Network Contractions
Our goal in this subsection is to prove Theorem 41, i.e. that the tensor network partition function

z5(m)y = 11 k(o low)

o:E—[q)veV
olp=¢

is nonzero in a large polydisk around 1, where FF C E,¢ : F — [q], and we view Zg (1) as a
polynomial with variables {h,(a)}, o. We prove the following stronger result.

Theorem 50 (Generalization of Theorem 6 from [Regl8)). Let G = (V, E) be a graph of maximum
degree < A. Then for every F C E, ¢ : F — [q], n >0, and 0 < 0 < 27/3, the function Z(f(h) 18
nonzero whenever h € [, ¢y Su(6,1), where

_ . E(v . |hw(a)—hy (B)|<6,Va,B:E(v ,
Su(@,m) = { By : [g)F@) — € : Pt lave po)>lal |

o . 0 cos(6/2)
and § =1 - mln{l, TH}'
Before we prove this result, let us see how this gives Theorem 41.

Proof of Theorem 41. Observe that S,(0,n) contains a disk around 1 of radius min{d/2,1 — n}.

Using Theorem 50 and given that 6 = 7 - min {1, GCOASfl/ 2) }, where 0 < 6 < 27/3, our goal is to

maximize 6 cos(f/2) over 0 < § < 2m/3 to obtain the largest zero-free disk. As shown in [Regl8],
this maximum is attained when 2/6 = tan(6/2), which has solution 6* ~ 1.72067 and has objective
value z* = 0% cos(0*/2) ~ 1.12219. Given this, to obtain the largest possible radius disk, we equalize

l-nand /2 =n- 2&—1). Solving, we obtain n = L yielding radius 20— as desired. O

SATT) +3aD

It remains to prove Theorem 50. We will need the following lemmas to implement an inductive
approach.

Lemma 51 (Lemma 8 from [Regl8]). Let 7 > 0, F C E, ¢ : F — [q] and u € V be arbitrary.
Suppose for all h € [,y Su(6,1) and all Y : F U E(u) — [q] extending ¢, the following hold:

(1) 2,77 (h) # 0;
(2) For allv € N(u)U{u}, we have

FUE(u) S |9 FUE(u)
ZEEOWIz Y @)l |2 )|
a:E(v)—|q]

compatible with

Then for all extensions 1,1 : FUE(u) — C of ¢, the angle between Zf;UE(u) and ZgUE(u)(h) i C

15 at most M.
TN

Proof. By assumption (1), the relevant partition functions are nonzero, and so the logarithm is well-
defined when applied to these partition functions and we may bound the angle between Z 5 UE(u)(h)

and Zg VE) (b by

log Zy, ") (h) — log Zg DB 3] . (27)
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The strategy is to write ZgUE(“)(h) as Zf;UE(u)(ﬁ) for some h € [Iev Su(d,n) which differs from

h by a small number of coordinates, and then apply the Fundamental Theorem of Calculus and
assumption (2). Let v € V. We consider three cases.

e v ¢ N(u) U {u}: In this case, ¥, 1 agree on E(v) and so we may simply take h, = h,,.

e v € N(u): In this case, 1,1 differ only on the single edge wv. If o : E(v) — [q] agrees with
¢ on uv, then let o’ : E(v) — [q] be given by replacing a(uv) = (uv) with ¢(uv), and take
hy(a) = hy(c/). Otherwise, just set h,(a) = hy(a). (Note that it does not really matter

what we set h,(c) to since Zf; UE(u)(h) only has the term h,(«) when « agrees with ¢ on uv.

However, we wish to minimize the number of coordinates in which h, h differ.)

e v =u: In this case, just set h, (1) |Ew) = B () |E(w)) and (@) = hy(a) for all o # 1 | Ew)-

It is clear that Zj;UE(u)(h) = Zf; UE(U)(iL). By the Fundamental Theorem of Calculus , we may
upper bound Eq. (27) by

max 3 3 ‘ML@ log Z,, ”E(“)(w)' :

2€lluev S OM | NmUtu)  aE@) o[
compatible with

ho(@) = hufa)|

0 1 0  _FUE®)
SEm e XY ) [ A
N a€lluey S0 oy 0sE o)l ’Zwu ( )(x)\ Ohy(a)
N—— ——"compatible with v
<A+1

<1/7 by assumption (2)
(Definition of S,(d,7))
A+
™

. O

Lemma 52 (Lemma 9 from [Regl8]). Let 0 < 0 < 27/3, w € V, F C E satisfying F 2 E(u),
and ¢ : F — [q]. Suppose for all v € N(u) U {u}, all b € [],cy Su(d,n), and all extensions
V., FUE() — [q] of ¢, the following hold:

(1) Z, P () # 0;

FUE

(2) The angle between ZgUE(v)(h) and ZJ) (v)(h) in C is at most 0.

Then for all v € N(u)U{u} and all h € [] oy Su(6,m), we have

0
|25 ()| = cos(6/2) > ho(@)] - | 77— Z4 ()| -
Oy ()
a:E(v)—)[q}
compatible with ¢

Proof. The conclusion is trivially true if v = wu, since by the assumption E(u) C F, there is only
one o : E(v) — [g] compatible with ¢, namely ¢ |g(,) itself. In this case, h,(a) divides Z (f (h) and
we can replace cos(0/2) by 1.
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Suppose v € N(u). Since Z(f(h) = D W FUE(v)—[d] ZII;UE(U)(h), assumptions (1) and (2) make

»lp=¢
Lemma 47 applicable, yielding
ZE ()] = cos(0/2) D> 12, P ()
Y:FUE(v)—[q]
Y| p=¢

o0/ S el | s 2

a:E(v)—|q]
compatible with

as desired. O
With these lemmas in hand, we may now proceed with the proof of Theorem 50.

Proof of Theorem 50. Let n > 0 and 0 < 6 < 27/3 be arbitrary, and take 7 = cos(6/2), § =
7 - min {1, A‘g—ll } We show by descending induction on |F| that the following three statements are

all true:

(i) For every FC E, ¢: F — [q] and h € [], ¢y Sv(6,7), we have Z(f(h) £ 0.

(ii) For every FC E,u eV, ¢: F = [q], h € [[,ey Su(d,n) and Y9 : FUE(u) — [q] extending
¢, the angle between ZiUE(u)(h) and ZSUE(H)(h) in C is at most 6.

(iii) For every F' C E, u € V satisfying E(u) C F, ¢ : F — [q], h € [[,cy Su(6,m) and v €
N(u) U {u}, we have the inequality

0
ZEW)] 2 cos(6/) Y ko)) zE(h)|.
Ohy ()
a:E(v)—>[{]]
compatible with ¢

The base case F' = E is easily verified since Z(f (h) = Iley Po(¢ |E@)), a product of nonzero
complex numbers.
Now, let F' C FE with |F| < |E|.

Proof of (i) Let v € V with E(v) € F. Since |FU E(v)| > |F|, (i) holds for F'U E(v) by the inductive hy-
pothesis. Since Zg(h) = Y W FUE(w)—q] ZgUE(v)(h), Lemma 47 applied to ZgUE(v)(h) yields

Ylp=¢

(1) assuming that (ii) holds. We prove (ii) below.

Proof of (ii) Let uw € V and ¢ : F — [g]. If E(u) C F, then the claim is trivially true since ¢ = ¢) = ¢.
Otherwise, assume E(u) € F and let ¢, : F U E(u) — [g] extend ¢. Since |F U E(u)| > |F],
(i) and (iii) hold for F'U E(u) by the inductive hypothesis. Applying Lemma 51 to F'U E(u)
then yields (ii).

Proof of (iii) Let u € V with E(u) C F. Without loss of generality, we may assume such an u exists since
otherwise, there is nothing to prove. Let v € N(u) U {u}. If E(v) C F, then (iii) trivially
holds with cos(#/2) replaced by 1, since there is only one term in the summation, namely
@ = ¢ |gw). Hence, assume E(v) € F. In this case, |F'U E(v)| > |F| and so (i) holds for
F U E(v) by the inductive hypothesis. Since (ii) for F' holds (as proved earlier), we may then
apply Lemma 52, yielding (iii) for F'. O
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B Proofs of Technical Lemmas

Proof of Lemma 3. Tt was shown in [GLLZ21] that

—9\C . 22
F:(—Hi) :{p6262p<1_7(2080,0<9<2ﬂ'}.

To make this more interpretable, we rewrite the set in Cartesian coordinates. If z = pe?, then by
Fuler’s formula we may write z = x + ¢y where x = pcos and y = psin 6. We then obtain
2e2
1—cosf
p(1 — cos 8) < 2¢*

p <+ 22
2?4 y? < (z+2e%)?
y? < 4e?(x + €2).

p <

rres

Therefore, we see that
I={z+iy:y®> <de’(x+e°)},

which clearly contains R .
Furthermore, for A € Ry we have

dist(A, OT") = inf |z — A|
zeol’

— inf 212
(x,y)eRQ:;?:ALaZ(x-i-ez) (x ) ty

inf  \/(z — M2 +4e2(z + £2)

z€[—e2,00)

A+e2 Ae(0,e%);
2eV, A€ €2, 00).

This establishes the lemma. O
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