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Constructing Functions with Low
Differential Uniformity

Emily Bergman and Robert S. Coulter

Abstract. The lower the differential uniformity of a function, the more
resilient it is to differential cryptanalysis if used in a substitution box.
APN functions and planar functions are specifically those functions
which have optimal differential uniformity in even and odd characteris-
tic, respectively. In this article, we provide two methods for constructing
functions with low, but not necessarily optimal, differential uniformity.
Our first method involves altering the coordinate functions of any known
planar function and relies upon the relation between planar functions
and orthogonal systems identified by Coulter and Matthews in 1997. As
planar functions exist only over fields of odd order, the method works
for odd characteristic only. The approach also leads us to a generaliza-
tion of Dillon’s Switching Technique for constructing APN functions.
Our second construction method is motivated by a result of Coulter
and Henderson, who showed in 2008 how commutative presemifields of
odd order were in one-to-one correspondence with planar Dembowski–
Ostrom polynomials via the multiplication of the presemifield. Using
this connection as a starting point, we examine the functions arising
from the multiplication of other well-structured algebraic objects such
as non-commutative presemifields and planar nearfields. In particular,
we construct a number of infinite classes of functions which have low,
though not optimal, differential uniformity. This class of functions origi-
nally stems from the presemifields of Kantor and Williams of characteris-
tic 2. Thus, regardless of the characteristic, between our two methods we
are able to construct infinitely many functions which have low, though
not optimal, differential uniformity over fields of arbitrarily large order.
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1. Motivation and Outline

Throughout this work, we let p be a prime, n be a natural number, and
q = pn. The finite field with q elements will be denoted as Fq and F

n
q denotes

the n dimensional vector space over Fq. In general, if we have a set S with
a binary operation and an identity element e corresponding to the binary
relation, we will denote the set S\{e} as S�. For example, the set of non-zero
elements of Fq is F

�
q . Since the multiplicative group of a finite field is cyclic,

it can be generated by a primitive element z, so that F
�
q = 〈z〉.

Let Fq[X] denote the polynomial ring over Fq in indeterminate X. Any
function φ : Fq → Fq can be represented by infinitely many polynomials in
Fq[X], and represented uniquely by a polynomial of degree less than q which
we call the reduced form. While this paper is concerned with a property of
functions, we will at times find it more useful to refer to a polynomial form
of the function, and shall use the terms function and polynomial somewhat
interchangeably to suit our discussion. We use Im(f) to denote the image
set of the function f ; that is, Im(f) = {f(a) : a ∈ Fq}. The differential
operator of a function f is defined to be the function given by Δf (x, a) =
f(x + a) − f(x) − f(a).

In this article, the central property of functions we shall be interested
in is differential uniformity.

Definition 1. A function f : Fpn → Fpm is said to be differentially δ-uniform
(δ-DU) if for all non-zero a ∈ Fpn and for all b ∈ Fpm Δf (x, a) = b has at
most δ solutions in x.

Note that differential uniformity is invariant under the addition of an
affine transformation or under composition with non-singular affine trans-
formations. This leads naturally to the concept of affine equivalence (more
commonly referred to as EA-equivalence in the literature).

Differential uniformity has practical applications in cryptography; the
lower the differential uniformity of a function used in the design of an S-
box, the more resistant that S-box is to differential cryptanalysis; see Nyberg
and Knudsen [24] for example. Optimal examples exist in both odd and even
characteristic, though the change of parity in the characteristic does alter the
essential behavior of optimal differentially uniform functions. This is most
easily described when n = m. For p odd, it is possible to construct functions
which are 1-DU. These are more commonly known as planar functions, and
were first introduced by Dembowski and Ostrom [13] in connection to the
study of projective planes allowing collineation groups with certain specific,
but natural, properties. For p = 2, it is impossible to construct functions
which are 1-DU. This is because whenever x ∈ Fq satisfies Δf (x, a) = b,
we must also have Δf (x + a, a) = b. Consequently, all solutions come in
pairs, and optimal differential uniformity is thus 2 in characteristic 2. Such
functions are known as almost perfect non-linear (APN).

Most desirable of all would be bijective examples of either optimal sce-
nario. For p odd, it can be shown that bijective examples do not exist. Indeed,
Coulter and Senger [12] have given a non-trivial upper bound for #Im(f) with
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f planar: #Im(f) ≤ q − 2(q−1)
1+

√
4q+3

. For p = 2, a major problem in the study of
APN functions is the determination of bijective examples. The APN mono-
mials X2i+1, with gcd(i, n) = 1, provide examples of APN bijections over
F2n for any odd n. For even n, only one example is known, the APN function
over F26 of Browning, Dillon, McQuistan, and Wolfe from [4].

Almost all previous work in this area has concentrated on the construc-
tion or classification of optimal differentially uniform functions. Our aim in
this paper is to construct functions with low, though not necessarily optimal,
differential uniformity. Perhaps the most significant work in this direction can
be found in the work of Helleseth and Sandberg [19], where many examples
were found via computational means and infinite classes of low differentially
uniform functions then established theoretically. We present two methods for
constructing functions with low differential uniformity. We first show that a
connection between orthogonal systems and planar functions first identified
by Coulter and Matthews [10] leads naturally to a simple way of construct-
ing functions with low differential uniformity relative to the field size. The
method involves altering coordinate functions of a function when represented
as a vectorial function. This approach also leads us to re-examine Dillon’s
Switching Technique and consequently generalize the technique. Our second,
and perhaps more significant approach, is based on a 2008 result of Coulter
and Henderson [9] that connects the largest known general class of planar
functions with commutative presemifields of odd order, via the multiplica-
tion of the presemifield. Motivated by that connection, we look to use the
multiplication of other well-structured algebraic objects to construct low dif-
ferentially uniform functions. In this article, we first produce a class of low
differentially uniform functions which include the function arising from the
multiplication of the non-commutative presemifields of even order found by
Kantor and Williams [21]. We also consider the differential uniformity of those
functions arising from the multiplication of the planar nearfields. We find sev-
eral infinite classes of functions with low differential uniformity, though these,
too, are not bijective.

The paper is structured as follows. In the next section, we introduce
coordinate functions and orthogonal systems and show how a result of [10]
can be adapted to construct p-DU functions over fields of order pn for odd
p and arbitrarily large n. In Sect. 3, we recount the result of Coulter and
Henderson that connects differential uniformity with commutative presemi-
fields of odd order. This also allows us to explain our general approach. In
Sect. 4, we introduce and generalize Dillon’s switching technique, which is
used for proving if certain functions are APN or not. In the subsequent sec-
tions, we proceed to examine the differential uniformity and bijectivity of
functions arising from Kantor and Williams’ characteristic 2 presemifields,
and the regular and irregular planar nearfields, respectively, before ending
with a summary.
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2. Bases, Coordinate Functions, Orthogonal Systems
and Implications

Given a fixed basis, {bi}n
i=1, for Fqn over Fq we can view x ∈ Fqn as the

element (x1, . . . , xn) ∈ F
n
q where x = x1b1 + . . . xnbn. This is an isomorphism

between Fqn and F
n
q (when viewed as vector spaces over Fq); therefore, we

may use these interchangeably depending on what is more useful.
This isomorphism can have an impact on the representation of functions

also. Let f : Fqn → Fqn . We can view f as a function in n variables, called
F , where

F (x1, . . . , xn) = f(x1b1 + . . . + xnbn).

We may also view f as a vectorial function f = (f1(x), . . . , fn(x)), where
each fi : Fqn → Fq is defined as fi(x) = ci where f(x) = c1b1+ . . .+cnbn. We
call the fi’s coordinate functions. We can also view the coordinate functions
as multivariate functions given as (F1(x1, . . . , xn), . . . , Fn(x1, . . . xn)) with
Fi : F

n
q → Fq. We call the Fi’s multivariate coordinate functions. The version

of the function we use can depend on how we want to examine the function,
with different representations lending themselves to different problems. For
example, in [10], Coulter and Matthews showed a relationship between max-
imal orthogonal systems and planar functions through coordinate functions.

Definition 2. A system of functions f1, . . . , fm in n variables over Fq with
1 ≤ m ≤ n is orthogonal over Fq if the system

f1(x1, . . . , xn) = y1

f2(x1, . . . , xn) = y2

...

fm(x1, . . . , xn) = ym

has exactly qn−m solutions in F
n
q for each (y1, . . . , ym) ∈ F

m
q . If m = n, then

an orthogonal system is said to be maximal.

Orthogonal systems were introduced implicitly by Carlitz in [6,7], and
again by Nöbauer in [23]. It was Carlitz who first showed that every orthog-
onal system can be extended to a maximal orthogonal system. The following
result is a weaker form of Theorem 3.2 of [10].

Theorem 3. Let f ∈ Fqn [X] be planar, {b1, . . . , bn} a fixed basis for Fqn over
Fq, and f1, . . . , fn ∈ Fqn [X] be the corresponding coordinate functions for f
as polynomials. Then, the system of polynomials {Δfi

(X, a) : i = 1, . . . , n}
forms a maximal orthogonal system in Fq for each non-zero a ∈ Fqn .

This result gives an immediate way to construct functions for which we
have some control on the differential uniformity.

Lemma 1. Changing any k coordinate functions of a planar function f(x)
over Fpn produces a function that is at most pk-DU.
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Proof. Consider f(x) = (f1(x), . . . , fn(x)) as a planar function over Fpn in
coordinate function form. Without loss of generality, suppose we replace the
last k coordinate functions arbitrarily to produce the function

g(x) = (f1(x), . . . , fn−k(x), gn−k+1(x), . . . , gn(x)).

Then, the difference polynomial of g is

Δg(x, a) = (Δf1(x, a), . . . ,Δfn−k
(x, a),Δgn−k+1(x, a), . . . ,Δgn

(x, a)).

The set {Δf1(x, a), . . . ,Δfn−k
(x, a)} still forms a mutually orthogonal sys-

tem, but it is no longer maximal. This means that for α1, . . . αn−k ∈ Fp there
exists pk solutions to

Δf1(x, s) = α1, . . . ,Δfn−k
(x, a) = αn−k.

Therefore, when (α1, . . . αn) ∈ Fpn , the maximum number of solutions to

(Δf1(x, a), . . . ,Δfn−k
(x, a),Δgn−k+1(x, a), . . . ,Δgn

(x, a)) = (α1, . . . , αn)

is pk. Specifically the elements satisfying

(Δf1(x, a), . . . ,Δfn−k
(x, a)) = (α1, . . . , αn−k)

all might also satisfy Δgn−k+1(x, a) = αn−k+1, . . . ,Δgn
(x, a) = αn. Hence,

the new function g is at most pk-DU. �

One can push this further to produce functions which are precisely p-
DU.

Corollary 1. Let f ∈ Fqn [X] be a planar polynomial, {b1, . . . , bn} a fixed basis
for Fqn over Fq, and f1, . . . , fn ∈ Fq[X1, . . . , Xn] be the corresponding multi-
variate coordinate functions for f as polynomials. Fix i, j with 1 ≤ i, j,≤ n
and let Fj ∈ Fq[X1, . . . , Xn] be the polynomial we obtain from removing all the
terms involving Xi from the multivariate coordinate function fj. Then, the
function F ∈ Fqn [X] defined by F = (f1, . . . , fj−1, Fj , fj+1, . . . fn) is p-DU.

Proof. From Lemma 1, we know that this new function is at most p-DU.
Without loss of generality, suppose we remove all terms involving Xn from
fn. Then, when we consider a = (0, . . . , 0, 1), the difference polynomials of the
coordinate polynomials fi, with 1 ≤ i ≤ n−1, are fi(X1, . . . , Xn−1,Xn +1)−
fi(X1, . . . , Xn)−fi(0, . . . , 0, 1), and for fn the difference polynomial is 0. We
know by properties of orthogonal systems that for any (α1, . . . , αn−1) ∈ F

n
p

there are p elements of F
n
p satisfying

f1(x1, . . . , xn−1, xn + 1) − f1(x1, . . . , xn) = b1,

...

fn−1(x1, . . . , xn−1, xn + 1) − fn−1(x1, . . . xn) = bn−1.

Therefore, the new function is necessarily p-DU. �
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3. Algebraic Structures and Differential Uniformity

A finite set S with a binary operation ∗ is a quasigroup if for every a, b ∈ S
there exists unique x, y ∈ S such that a ∗ x = b and y ∗ a = b.

Definition 4. A finite set S with two operations, + (addition) and ∗ (multi-
plication), is called a presemifield if

• (S,+) is an abelian group with identity 0,
• (S�, ∗) is a quasigroup,
• there are no zero divisors, and
• both left and right distributive properties hold.

If a presemifield has a multiplicative identity, then we call it a semifield.

Since finite fields are semifields, we call a semifield which is not a finite
field a proper semifield. Note that presemifields and semifields do not have to
be associative nor commutative with respect to multiplication. It is an open,
and seemingly extremely difficult, problem to classify finite semifields. This
should be compared with finite fields, arguably the closest algebraic objects,
the classification of which was completed in 1893 when E.H. Moore proved
uniqueness in [22].

The additive structure of a presemifield is necessarily elementary abelian
so presemifields can be viewed as S = (Fq,+, ∗), where (Fq,+) is the additive
group of Fq and x ∗ y = φ(x, y) for some function φ : F

2
q → Fq. Moreover, the

polynomial representation of φ ∈ Fq[X,Y ] must satisfy

φ(X,Y ) =
∑

ij

aijX
pi

Y pj

,

so that φ is additive in both variables (this follows from having both distribu-
tive laws). Any polynomial of the form

∑

ij

aijX
pi+pj

is called a Dembowski–Ostrom (DO) polynomial, so it is immediate from the
above that X ∗ X = φ(X,X) is a DO polynomial with additional properties
when ∗ is a presemifield multiplication. This observation led to the following
result, which is central to our approach to constructing functions with low
differential uniformity.

Theorem 5. (Coulter and Henderson, [9], Theorem 3.3) Let q be an odd prime
power. If f ∈ Fq[X] is a planar DO polynomial, then (Fq,+, ∗) is a commu-
tative presemifield, where x ∗ y = f(x + y) − f(x) − f(y). Conversely, if
(Fq,+, ∗) is a commutative presemifield, then f(X) = 1

2 (X ∗ X) is a planar
DO polynomial.

The result shows that there is a strong connection between the multipli-
cation of commutative presemifields of odd order and functions with optimal
differential uniformity. We use this as a starting point for our search for other
functions with low differential uniformity by considering functions x �→ x∗x,
where ∗ is the multiplication of other well-structured algebraic objects, such
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as non-commutative presemifields in both odd and even characteristic, or
planar nearfields. What we shall find is that if we use algebraic structures
that do not fit the criteria of Theorem 5, then we can still obtain functions
with very low differential uniformity relative to the field size.

The first step is to identify which algebraic objects we should use instead
of commutative presemifields of odd order. In this article, we choose to use
non-commutative presemifields of even order and a second class of structures
known as the planar nearfields.

Definition 6. A finite set S with two operations, + (addition) and ∗ (multi-
plication), is called a planar nearfield if

• (S,+) is an abelian group with identity 0,
• (S�, ∗) is a group, and
• one of the distributive properties hold.

As with presemifields, the additive structure of a planar nearfield is
necessarily elementary abelian. Dickson [15,16] introduced the concept of a
nearfield in 1905 and constructed two types of planar nearfields, now known
as the regular and irregular nearfields. These were shown to be the only ones
in 1935 by Zassenhaus [25]. We will describe the regular nearfields in Sect. 6,
and the irregular planar nearfields in an Appendix.

4. The Extended Switching Technique

A function f that maps into F2 is called a Boolean function. Given an APN
function F and u ∈ F

�
2n , Edel and Pott [17] gave the following conditions

on a Boolean function f so that F (x) + uf(x) is APN. They called this the
Dillon Switching Technique.

Theorem 7. (Edel and Pott, [17]) Assume that F : F2n → F2n is an APN
function. Let u ∈ F

�
2n and let f : F2n → F2 be a Boolean function. Then,

F (x)+uf(x) is an APN function if and only if for all x, y, a ∈ F2n such that
F (x) + F (x + a) + F (y) + F (y + a) = u, we also have

f(x) + f(x + a) + f(y) + f(y + a) = 0.

This result of Edel and Pott stemmed from a more general switching
technique they described in [17], though they only analyzed the Boolean
function case.

It is worth considering further just what is happening in the alteration of
F to F+uf in the Dillon Switching Technique. Fix a basis for F2n over F2 that
includes u, call it {u = b1, b2, . . . , bn}. Using this basis, we can represent the
function F : F2n → F2n by the coordinate functions (f1, . . . , fn). Now, given
any Boolean function f : F2n → F2, the coordinate function representation
of F (X)+uf(X) is simply (f1+f, f2, . . . , fn). Therefore, we can think of the
Dillon Switching Technique as a condition on how to change one coordinate
of an APN function and obtain an APN function. In these terms, there is
a natural generalization of this theorem, which we will call the Extended
Switching Technique.
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Theorem 8. Let F : F2n → F2n be an APN function and f : F2n → B,
where B is a k dimensional subspace of F2n over F2. Then, F (X) + f(X) is
an APN function if and only if for all x, y, a ∈ F2n , with a 	= 0, such that
f(x) + f(x + a) + f(y) + f(y + a) = b ∈ B, we also have

F (x) + F (x + a) + F (y) + F (y + a) 	= b.

Proof. As was noted in the Introduction, if x is a solution to Δf (x, a) =
b in characteristic 2, then x + a is also a solution. If F + f is not APN,
then for some z ∈ F2n and a ∈ F

�
2n there are (at least) four solutions to

F (x) + F (x + a) + f(x) + f(x + a) = z. Call our solutions x, x + a, y, y + a.
We have the following system of equations:

F (x) + F (x + a) + f(x) + f(x + a) = z,

F (y) + F (y + a) + f(y) + f(y + a) = z.

Then, we have

F (x) + F (x + a) + F (y) + F (y + a) + f(x) + f(x + a) + f(y) + f(y + a)=0,

or equivalently,

F (x) + F (x + a) + F (y) + F (y + a) = f(x) + f(x + a) + f(y) + f(y + a).

These can only be equal when F (x) + F (x + a) + F (y) + F (y + a) = b for
some b ∈ B. Therefore, F (x) + f(x) is APN if and only if for all x, y, a
in F2n with a 	= 0 such that f(x) + f(x + a) + f(y) + f(y + a) = b ∈ B,
F (x) + F (x + a) + F (y) + F (y + a) 	= b. �

Let {u1, u2, . . . , uk} be a basis for B over F2 and extend this to a basis
for F2n over F2, {u1 = b1, . . . , uk = bk, bk+1, . . . , bn}. If we represent F (x) and
f(x) in their coordinate function form with respect to this basis as F (x) =
(f1(x), . . . , fn(x)) and f(x) = (g1(x), . . . gk(x)), then the coordinate function
form of F (x) + f(x) is

(f1(x) + g1(x), f2(x) + g2(x), . . . , fk(x) + gk(x), fk+1(x), . . . , fn(x)).

Thus, the Extended Switching Technique can be seen to be a generaliza-
tion of the Dillon Switching Technique. Our result also extends a result of
Budaghyan, Carlet and Leander [5] concerning APN DO polynomials. Indeed,
one can prove the following extension of the result from [5].

Theorem 9. Let F ∈ F2n [X] be an APN DO polynomial and f ∈ F2n [X] be a
DO polynomial which, under evaluation, satisfies f(F2n) ⊆ B, where B is a
k dimensional subspace of F2n over F2. The polynomial F + f is APN if for
every a ∈ F

�
2n there exists a linear function la : F2n → B satisfying

(i) Δf,a = la(ΔF,a), and
(ii) if there exists x ∈ F2n such that ΔF,a(x) = y ∈ B with y 	= 0, then

la(y) 	= y.

Proof. Since F (x) + f(x) is a DO polynomial, its difference operator is nec-
essarily a linear transformation (see Coulter and Matthews [11], Theorem
3.2). Consequently, we only need to determine the roots of ΔF+f (x, a) for
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all non-zero a ∈ F
�
2n . If there are at most two solutions, then the function is

APN. By (i), we have

0 = ΔF+f (x, a)

= ΔF (x, a) + Δf (x, a)

= ΔF (x, a) + la(ΔF (x, a)).

By (ii), this only occurs when ΔF (x, a) = 0. Since F (x) is APN we know
there are only 2 solutions, namely x = 0 and x = a. Hence, F (x) + f(x) is
APN. �

Though the results in this section concern APN functions, the tech-
niques used to derive them can also be applied when considering functions
without non-optimal differential uniformity, and it is in this way we shall
apply them in the following sections.

5. Functions Motivated by the Presemifields of Kantor
and Williams

We now move to consider the differential uniformity of functions coming from
some other algebraic objects that do not quite meet the criteria of Theorem 5.
To begin, we consider semifields and presemifields in characteristic 2. We shall
be specifically interested in the semifields of Kantor and Williams [21], but
before doing so, we make some observations.

Suppose q is a power of two and that we have a semifield of the form
S = (Fq,+, ∗) with multiplicative identity 1 (note: if there is a multiplicative
identity in S, then it can always be made to coincide with the 1 of Fq;
see Coulter [8]). Set f(x) = x ∗ x over Fq. The difference function of f is
Δf (x, a) = x ∗ a + a ∗ x. If a = 1, then Δf (x, 1) = 0, so that f is q-DU.
More generally, define Z(S) = {z ∈ S : xz = zx for all x ∈ S}. For any
element a ∈ Z(S), we have Δf (x, a) = 0. In particular, this shows that
using a commutative presemifield in characteristic 2 to construct a function
f(x) = x ∗ x will always yield a function with the worst possible differential
uniformity. For non-commutative semifields with unity 1, if we choose any
a ∈ Fq\{0, 1}, the number of solutions to Δf (x, a) = 0 is bounded below
by 4, because Δf (1, a) = 1 ∗ a + a ∗ 1 = a + a = 0, and so 0, 1, a, a + 1 are
all solutions. For the above reasons we choose to focus on non-commutative
presemifields that are strictly not semifields.

Kantor and Williams gave the following presemifield construction in [21]
which is particularly suitable for our needs. Consider the field Fqn with q a
power of 2 and n odd. Given a chain of fields

K = Fq ⊆ F1 � . . . � Fk � F = Fqn ,

with corresponding trace functions Tri : F → Fi, and a sequence of elements
a1, . . . ak where ai ∈ F

�, we define a multiplication by

x ∗ y = xy2 +
k∑

i=1

(Tri(aix)y + ai Tri(xy)).
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Then, KW = (Fqn ,+, ∗) is a presemifield, see [21].

5.1. A Class of 4-DU Functions that Include Those from the Kantor–
Williams Presemifields

We now wish to examine the differential uniformity of functions x �→ x ∗ x,
arising from the multiplication of KW. We first deal with a minor case.

Lemma 2. Consider the presemifield KW = (F23 ,+, ∗) defined with F0 = F2,
F1 = F23 , and a1 = 1. The polynomial f(X) = X ∗ X is APN and linearly
equivalent to X5.

Proof. We have

f(X) = X3 + Tr(X)X + Tr(X) = X3 + X2 + X3 + X5 + Tr(X)

= X5 + X2 + Tr(X).

Thus, f(X) is affine equivalent to X5, which is known to be APN. �
For the general Kantor–Williams presemifield, KW, we have the poly-

nomial f(X) = X ∗X = X3 +X
∑k

i=1 Tri(aiX)+ai Trk(X2), which is affine
equivalent to g(X) = X3 + X

∑k
i=1 Tri(aiX). We now prove the following

result, which includes this entire class of polynomials as a subclass.

Theorem 10. Fix n > 3 and integer i satisfying gcd(i, n) = 1. Set

f(X) = X2i+1 + X
∑

j

Trj(ajX),

where aj ∈ F
�
2n . Let k be the dimension of the image set of the linear operator∑

j Trj(ajX). Then, f is at most 2k+1-DU. In particular, if k = 1, then f is
4-DU.

Proof. We have

Δf (X, a) = X2ia + a2iX + a
∑

j

Tr(ajX) + X
∑

j

Tr(aja).

This results in the system of equations
∑

j

Trj(ajx) = b

x2ia + a2ix + x Tr(a1a) = ab.

From the second part of this system, we have the additive polynomial X2ia+
a2iX + X Tr(a1a), which is a linear operator of the form L(X) = aX2i + cX
with gcd(i, n) = 1. It is shown in Corollary 1 of Bracken et al. [2] that such
polynomials have at most 2 zeros in Fq. Consequently, there can be at most
2k+1 solutions to the system above, which establishes the claim. The case
where k = 1 is clear. �

The authors gratefully acknowledge the anonymous referee, who pro-
vided this generalization of our original result. The following corollary, which
covers all of the functions arising from the Kantor–Williams presemifields, is
immediate.
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Corollary 2. Fix n > 3 odd. Consider the presemifield KW = (F2n ,+, ∗)
defined by the chain of

K = Fq ⊆ F1 � . . . � Fk � F = Fqn .

If Fk = F2m , then the polynomial f(X) = X ∗ X is at most 2m+1-DU.

In particular, we can now easily obtain 4-DU functions.

Corollary 3. Fix n > 3 odd. Consider the presemifield KW = (F2n ,+, ∗)
defined by the chain of fields F0 = F2, F1 = F2n , and a1 ∈ F

�
2n . Then,

f(X) = X ∗ X is 4-DU.

Proof. We need only show that f cannot be APN, since it follows immediately
from the above corollary that f is at most 4-DU. As noted above f is affine
equivalent to the DO polynomial g(X) = X3 + X Tr(a1X) = XL(X), for
some linear operator L. Since a1 	= 0, the linear operator has more than 1
term. Berger et al. showed that a polynomial like g cannot be APN; see [1],
Proposition 7. This now forces g, and hence f , to be 4-DU. �

Theorem 10 means that we can create relatively low differentially uni-
form functions with respect to the field size using this approach. Fixing m,
and setting n = jm for some arbitrarily large integer j results in a func-
tion which is at most 2m+1-DU, with with arbitrary choice of the elements
a1, . . . , ak ∈ F

�
2n in a field of order much larger than 2m+1. It should be

mentioned that the bound is not always tight. Computational results over
F29 using the Kantor–Williams presemifield construction with the chain of
fields K = F2 ⊆ F23 ⊆ F29 = F, yields 15, 974 4-DU functions, 241, 233 8-DU
functions, and 4, 014 16-DU functions.

5.2. The Non-bijectivity of Functions Coming from Kantor–Williams
Presemifields

We will now prove that the 4-DU polynomials identified in Corollary 3 are
not permutation polynomials. We shall need the following historical result.

Theorem 11. (Hermite, [20]; Dickson, [14]) Let q = pn. A polynomial f ∈
Fq[X] is a permutation polynomial over Fq if and only if

(i) f has exactly one root in Fq, and
(ii) the reduction of f t mod (Xq − X), with 0 < t < q − 1 and t 	≡ 0 mod p,

has degree less than q − 1.

As was noted, the polynomials being considered were affine equivalent to
g(X) = X3 +X Tr(a1X). We will show that neither f nor g are permutation
polynomials.

Theorem 12. The polynomial g(X) = X3 + X Tr(αX), with n > 3 odd and
α ∈ F

�
2n , is not a permutation polynomial.

Proof. First, when Tr(α) = 1, we have g(1) = 0 = g(0), so g is not a permu-
tation if Tr(α) = 1.

For the remainder, assume Tr(α) = 0. We will use Hermite’s criterion to

prove g is not a permutation polynomial. Specifically, letting t = 2+
∑n−3

2
i=0 22i,
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we will show that gt(X) mod Xq −X has degree q−1 with leading coefficient
α2n−1

.
First, we note that the absolute trace in characteristic 2 has the property

that Tr(x)k = Tr(x) for any integer k. We also note that gt(X) has the form

gt(X) = (X2+1 + X Tr(αX))t

≡ (X2+1 + X Tr(αX))(X4+2 + X2 Tr(αX))

×
n−3
2∏

i=2

(X22i−1+22i−2
+ X22i−2

Tr(αX)) mod Xq − X.

Each term in the expanded form of gt(X) is constructed by choosing one of
the two terms in each part of the product. We will let A0 = X2+1+X Tr(αX),
A1 = X4+2 + X2 Tr(αX), and Ai = X22i−1+22i−2

+ X22i−2
Tr(αX) for i =

2, . . . , n−3
2 .

We consider the coefficient of Xq−1 in the reduced form of gt(X). Now,
q − 1 = 2n − 1 =

∑n−1
i=0 2i. The choices of terms from the Ai’s are powers

of two which will yield an exponent that is a sum of powers of two. This
restricts our choices.

Before taking into account the terms involving the trace, the largest
power of X you can choose to include in a particular term is 2n−2 + 2n−3

which is less than 2n−1. Therefore, the 2n−1 power must be obtained from
the trace. When we construct the terms for the expanded version of gt(X),
the X2n−1 term will be the result of a term that includes the absolute trace.
We also notice that each term in the absolute trace will only add one power
of two to the exponent. Therefore, we will only choose the term with the
power 2n−1 from the trace.

The A1 term will always add at least 2 to the exponent of a particular
term. Since the A1 and A0 terms offer the only way to choose a term that
adds a 2 to the exponent, if we choose 2 in both of them, then we will get a
4 instead, and so cannot construct the X2n−1 term. This forces us to choose
X Tr(αX) from A0. Similarly, we are also forced to choose X2 Tr(αX) from
A1 as A2 adds at least 4 to the power. Specifically, we must choose the
α2n−2

X2n−2+1 term from A0 and the α2n−2
X2n−2+2 term from A1. When

i = 2, . . . , n−3
2 we are forced to choose X22i−1+22i−2

, as otherwise we will
miss an odd power of two for our exponent. Therefore, the coefficient of the
X2n−1 term in this polynomial is α2n−2 ×α2n−2

= α2n−1
, which is clearly not

zero; hence, g(x) is not a permutation. �

We note that the function of Theorem 12 is not a permutation when n
is even either, unless n = 2 and α = 1. It is easily checked that when n = 2,
g(x) is a permutation only when α = 1, when g(x) = x2. Now, suppose n > 2
is even, so that 3 divides q − 1. Let {1, ζ, ζ−1} be the three roots of unity in
Fq. We now define the sets U and V by

U = {x ∈ Fq : Tr(αx) = 0},

V = {x ∈ Fq : Tr(αζx) = 0}.
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Now, U and V are both n−1 dimensional subspaces of Fq, viewed as a vector
space over F2. Consequently, using the classical dimension of the intersection
of subspaces identity, we see that U and V must have non-trivial intersection
as n > 2. Let u be any non-zero element of U ∩V . Then, Tr(αu) = Tr(αζu) =
0 and g(u) = g(ζu) = u3. Hence, g is not a permutation.

Now, we shall show that the original polynomial of Corollary 3 is not a
permutation polynomial.

Theorem 13. The polynomial f(X) = X3 + X Tr(αX) + α Tr(X) over F2n ,
with n > 3 odd and α ∈ F

�
2n , is not a permutation polynomial over F2n .

Proof. We will again use Hermite’s criterion, but here we must split the proof
into two cases: α = 1 and α 	= 1.
Case 1: Let α 	= 1 and t = 1 + 4 +

∑n−5
2

i=0 22i+1. Then, f t(X) mod Xq − X is

(X2+1 + X Tr(αX) + α Tr(X))(X2+1 + X Tr(αX) + α Tr(X))4

×
n−5
2∏

i=0

(X2+1 + X Tr(αX) + α Tr(X))2
2i+1

.

Let A0 = (X2+1 + X Tr(αX) + α Tr(X)), A1 = (X2+1 + X Tr(αX) +
α Tr(X))4 and

Ai = (X2+1 + X Tr(αX) + α Tr(X))2
2(i−2)+1

= (X22(i−1)+22(i−2)+1
+ X22(i−2)+1

Tr(αX) + α22(i−2)+1
Tr(X)),

for i = 2 · · · n−1
2 . We want to determine the coefficient of the X2n−1 term.

Before we consider the terms involving the trace, the largest power of
X that we can choose from any part of the product is X22(n−5/2+1)

= X2n−3
.

Therefore, we will be forced to choose X2n−2
and X2n−1

from Tr(αX) and
Tr(X). To get terms of the form X22k for k ≥ 2, we need to choose the term
X22k+22(k−1)+1

from Ak+1.
Consequently, we have to make choices for A0, A1, and A2 to get the

X2n−1 term. We are forced to choose either X2+1 or X Tr(αX) from A0 to
get the 1 in the representation of 2n − 1 as a sum of powers of 2. From A1

we are forced to choose X4 Tr(αX) or α4 Tr(X) to avoid getting 2(8) in the
sum of powers of 2. The choice of A2 is completely determined by the choices
we make in A0 and A1.

Subcase 1: Suppose we choose the terms X2+1 and X4 Tr(αx). Then, we will
choose α2 Tr(X) from A2. Then, the coefficient of X2n−1 is

α2n−1
α2 + α2n−2

α2 = α2n−2
α2(1 + α2).

Subcase 2: Suppose we choose X Tr(αX) and α4 Tr(X) then we will choose
X4+2 from A2. Therefore, the coefficient of X2n−1 is α2n−1

α4 + α2n−2
α4 =

α4α2n−2
(1 + α2).

Overall, then, the coefficient of X2n−1 is

α2n−2
α2(1 + α2) + α2n−2

α4(1 + α2) = α2n−2
α2(1 + α2)2.
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This is only zero if α = 0 or α = 1. Since, α is neither 0 nor 1 then the
coefficient is non-zero. Therefore, the degree of f t(X) is 2n − 1 and f(X) is
not a permutation.

Case 2: Let α = 1. When n = 5, then t = 11 and when n > 5, then t =
11 +

∑n−3
2

i=2 22i.

Subcase 1: When n = 5 then f t(X) mod Xq − X is

(X2+1 + X Tr(X) + Tr(X))(X4+2 + X2 Tr(X) + Tr(X))
×(X8+16 + X8 Tr(X) + Tr(X)).

We let

A0 = (X2+1 + X Tr(X) + Tr(X)),

A1 = (X4+2 + X2 Tr(X) + Tr(X)), and

A2 = (X8+16 + X8 Tr(X) + Tr(X)).

There are 5 ways to choose terms to multiply to a term with exponent X2n−1;
they are given in Table 1.

Summing, we find the coefficient is 1. Hence, the degree of f t(X) is
2n − 1 and therefore, f(X) is not a permutation.

Subcase 2: Let n > 5 and t = 11 +
∑n−3

2
i=2 22i. Then, f t(X) mod Xq − X is

(
X2+1 + X Tr(X) + Tr(X)

) (
X4+2 + X2 Tr(X) + Tr(X)

)

× (
X8+16 + X8 Tr(X) + Tr(X)

)
n−3
2∏

i=2

(
X22i+1+22i + X22i Tr(X) + Tr(X)

)
.

We let

A0 = (X2+1 + X Tr(X) + Tr(X)),

A1 = (X4+2 + X2 Tr(X) + Tr(X)),

A2 = (X8+16 + X8 Tr(X) + Tr(X)), and

Ai = (X22(i−1)+1+22(i−1)
+ X22(i−1)

Tr(X) + Tr(X)) for i ≥ 3.

The largest exponent on X that we can choose from one of these terms before
taking into account Tr(X) is 2(n−3

2 ) + 1 = n − 2. We need a 2n−1 exponent
on X. Therefore, we must choose the X2n−1

term from the trace function.
To obtain the odd powers of 2 (the terms of the form 22(i−1)+1) we

must choose the X22(i−1)+1+22(i−1)
term from Ai for 1 ≤ i ≤ n−1

2 . This will
give us the term X2+4+...+2n−2

. This forces us to choose X Tr(X) from A0.
Therefore, there is only one way to choose terms to get the term X2n−1 and
the coefficient on the term is 1. Hence, f(X) is not a permutation. �

One can also show that the functions of this last theorem are not per-
mutations when n is even unless n = 2 and α = 1. The argument is similar,
though slightly more involved, than the work needed to eliminate the even
case of Theorem 12. For n = 2, it is easily checked that only the case α = 1
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Table 1. Choosing terms from A0, A1, and A2 to obtain a
X2n−1 term

Term from A0 Term from A1 Term from A2 Choice from
Tr(X)

Coefficient

X2+1 X2 Tr(X) X16+8 X2 1
X2+1 Tr(X) X16+8 X4 1
X Tr(X) X4+2 X8 X16 1
X Tr(X) X2 Tr(X) X16+8 X4 1
Tr(X) X4+2 X16+8 X 1

leads to a permutation, so suppose n > 2 is even and again let {1, ζ, ζ−1} be
the three roots of unity in Fq. Note that F4 consists of these three elements
and 0. Using the transitivity of trace identity, we have

Tr(x) = TrF4/F2(TrFq/F4(x)) =

{
0 if TrFq/F4(x) ∈ {0, 1},

1 if TrFq/F4(x) ∈ {ζ, ζ−1}.

Note also that TrF4/F2(ζ) = TrF4/F2(ζ
−1) = 1. Consequently, whenever

Tr(x) = 0, we also have

Tr(ζx) = TrF4/F2(ζ TrFq/F4(x)) = 0,

and similarly Tr(ζ−1x) = 0. We now define the sets U and V by

U = {x ∈ Fq : Tr(x) = 0},

V = {x ∈ Fq : Tr(αx) = 0}.

As before, U and V are both n − 1 dimensional subspaces of Fq, viewed as
a vector space over F2, and we can again conclude that U and V must have
non-trivial intersection as n > 2. Let u be any non-zero element of U ∩ V .
Then,

0 = Tr(u) = Tr(αu) = Tr(ζu) = Tr(ζ−1u) = Tr(αζu) = Tr(αζ−1u),

and so f(u) = f(ζu) = f(ζ−1u) = u3. Hence, f is not a permutation.

6. Functions from Planar Nearfields

A second class of well-structured algebraic objects are the planar nearfields.
In this section, we shall consider the differential uniformity of functions gen-
erated by the multiplication of these structures. As mentioned earlier, there
are both regular and irregular planar nearfields.

6.1. The Regular Planar Nearfields

Let q be a prime power and n a natural number such that the prime divisors
of n also divide q − 1. In addition, if q ≡ 3 (mod 4), then n 	≡ 0 mod 4. Let
z be a primitive element of Fqn and let C be the group generated by zn. The
coset representatives of C are zi = zq

i−1/q−1 with i = 0, . . . , n − 1. Let F
be the Frobenius group of automorphisms of Fqn over Fq. That is F = 〈φ〉
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where φ : Fqn → Fqn satisfies φ(x) = xq. We define the function α : F
�
q �→ F

by α : y �→ (x �→ xqi

) if and only if y ∈ ziC. Define a new multiplication on
Fqn by

x ∗ y =

{
xα(y)y if y ∈ F

�
qn ,

0 if y = 0.

Set N(n, q) = (Fqn ,+, ∗), where + is the field addition. Then, Dickson showed
N(n, q) is a regular planar nearfield.

We shall consider the function f(x) = x ∗ x where we use the multipli-
cation from the regular nearfields N(2s, q), where q = p2t for some odd prime
p and integers t, s ≥ 1. Note that the function f is a function over Fq2s . We
make the following conjecture based on computational evidence.

Conjecture 14. The function f(x) as just defined is q+1
2 -DU.

In support of our conjecture, we prove that the differential uniformity
of f can be no less than q+1

2 when s = 1.

Theorem 15. If s = 1, then f(x) as defined above is at least q+1
2 -DU.

The proof will require the following obvious lemma and corollary.

Lemma 3. For q odd, 4k 	≡ 4j + r (mod q2 − 1) for any integers k, j and
0 < r < 4.

We immediately get the following corollary which is a necessary condi-
tion for Conjecture 14.

Corollary 4. If F
�
q2 = 〈z〉, then z4k 	= z4j+2 for all integers j, k.

The following three lemmas were developed in collaboration with B.
Fain during the first author’s dissertation studies.

Lemma 4. Let q be an odd prime power.
(i) If q ≡ 1 mod 4, then the set of zeros of the trace function Trq2/q is given

by a set of q − 1 non-square elements in Fq2 and 0.
(ii) If q ≡ 3 mod 4, then the set of zeros of the trace function Trq2/q(X) is

a set of q − 1 square elements in Fq2 and 0.

Proof. Suppose Trq2/q(β) = 0. Then, βq + β = β(βq−1 + 1) = 0. If β 	= 0,
then βq−1 = −1. Therefore,

β(q2−1)/2 = (βq−1)(q+1)/2 = (−1)(q+1)/2.

Thus, β is a square if q ≡ 3 mod 4 and a non-square if q ≡ 1 mod 4. �

As a generalization, we have the following lemma.

Lemma 5. Let q be an odd prime power and fix a ∈ F
�
q2 . Denote the quadratic

character over Fq2 by η, and the quadratic character of Fq by ψ. Set L(X) =
Trq2/q(aqX) = aXq + aqX. If L(β) = 0, then either β = 0 or η(β) =
−ψ(−1)η(a).
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Proof. Suppose L(β) = 0. Then, aβq + aqβ = aβ(βq−1 + aq−1) = 0. If β 	= 0,
then βq−1 = −aq−1. Therefore,

η(β) = (βq−1)(q+1)/2 = (−aq−1)(q+1)/2 = (−1)(q+1)/2η(a).

Thus, η(β) = η(a) if q ≡ 3 mod 4 and η(β) = −η(a) if q ≡ 1 mod 4. �

Lemma 6. Let q be an odd prime power. If Trq2/q(β) = 0, then η(β + 1) =
η(β − 1).

Proof. Consider the following relationship:

(x + 1)q+1 − (x − 1)q+1 = (xq + 1)(x + 1) − (xq − 1)(x − 1)

= xq+1 + xq + x + 1 − xq+1 + xq + x − 1

= 2(xq + x)

= 2Trq2/q(x).

Therefore, if Trq2/q(β) = 0, then (β + 1)q+1 − (β − 1)q+1 = 0. Thus, (β +
1)q+1 = (β − 1)q+1. Raising both sides to the q−1

2 proves the statement. �

Lemma 7. The equation Trq2/q(x) = 0 has q solutions. When q ≡ 1 mod 4,
the q − 1 non-zero solutions, α, are non-squares and (q − 1)/2 are such that
α + 1 is a square and (q − 1)/2 are such that α + 1 is a non-square. When
q ≡ 3 mod 4, the q − 1 non-zero solutions, α, are squares and (q − 1)/2 are
such that α+1 is a square and (q − 1)/2 are such that α+1 is a non-square.

Proof. Since q ≡ 1 mod 4, we know that the non-zero elements of the ker-
nel of Trq2/q are non-squares from Lemma 4. The kernel of Trq2/q is a one
dimensional subspace of Fq and we can denote it as β where β is any non-
zero element in the kernel. We want to investigate the quadratic character on
α+1 = kβ+1. We can divide Fq2\Fq into q one dimensional subspaces, β + λ
for λ ∈ F

�
q . The members of the same subspace will have the same quadratic

character; thus, (q − 1)/2 of them are sets of squares and (q + 1)/2 are sets
of non-squares. The set {kβ + 1 : k ∈ F

�
q} intersects each of these subspaces,

other than the space β, exactly once. Since β is a set of non-squares, the
number of non-zero solutions to Trq2/q(α) = 0 divides evenly into q−1

2 ele-
ments such that α + 1 is a non-square and q−1

2 elements such that α + 1 is a
square.

The proof for q ≡ 3 mod 4 is similar to the above except the kernel of
the elements of Trq2/q are squares from Lemma 4. �

We can now prove Theorem 15.

Proof. We consider the derivative Df (x, a) = f(x + a) − f(x) in place of the
difference function Δf (x, a).

Fix a ∈ F
�
p4t . We have four cases, based on if x and x + a are each

squares or not. We outline the cases as follows.
(1) If x and x + a are squares, then, Df (x, a) = (x + a)2 − x2 = 2ax + a2.
(2) If x is a square and x+ a is not a square, then, Df (x, a) = (x+ a)q+1 −

x2 = xq+1 + xqa + aqx + aq+1 − x2.
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(3) If x + a is a square and x is not a square, then, Df (x, a) = (x + a)2 −
xq+1 = x2 + 2xa + a2 − xq+1.

(4) If x and x + a is not squares, then, Df (x, a) = (x + a)q+1 − xq+1 =
xqa + aqx + aq+1.

In Case 1, after we fix a c ∈ Fq2 we are solving 2xa + a2 = c. Solving this we
obtain x = 2−1a−1c − 2−1a. Case 1 only adds a solution if 2−1a−1c − 2−1a
and 2−1a−1c − 2−1a + a are squares.

Similarly, Case 4 provides at most q solutions. In Case 4, Df (x, a) =
aqx + xqa = Dxq+1(x, a). This linear transformation has degree q, so has at
most q solutions. However, we need to determine how many of these solutions
satisfy the conditions that x and x + a must both be non-squares.

To prove the lower bound of q+1
2 for the differential uniformity, we need

only produce a choice of a, b for which the number of solutions is at least q+1
2 .

To this end, fix a = 1 and b = 0. First, we have in Case 1 that x = −2−1

and x + 1 = 1 − 2−1; since both x and x + 1 are in Fq, they are necessarily
squares in Fq2 . Therefore, this will yield a solution.

Next, we claim that Case 2 and Case 3 yield no solutions. In Case 2, we
get 0 = (x + 1)q+1 − x2, or equivalently, x2 = (x + 1)q+1. Since x is a square
x+1 is a non-square, x = z2s and x+1 = z2t+1 for integers s, t. Therefore, we
find z4s = z4(2st+s+t)+2, which has no solution by Lemma 4 as q ≡ 1 mod 4.
Therefore, there are no solutions in this case. A similar argument shows there
are no solutions in Case 3.

Finally, for Case 4, from Lemma 7, there are q−1
2 solutions since q ≡

1 mod 4.
Therefore, there are a total of q+1

2 solutions to Df (x, 1) = 0. Hence, the
differential uniformity of f is at least q+1

2 . �

6.2. The Irregular Planar Nearfields

The majority of Zassenhaus’ classification of planar nearfields involves tying
down the sporadic examples of planar nearfields that do not fall into Dick-
son’s infinite class. He showed that the 7 sporadic examples identified by
Dickson were, in fact, the only ones. These are now called the irregular pla-
nar nearfields. There are several standard descriptions of them, but none of
them could be called succinct. For each of the 7 examples, the largest of
which has order 592, we compute the differential uniformity of the corre-
sponding multiplication function x �→ x∗x using the Magma algebra package
[3], which has built-in versions of each. Even though we have only computa-
tional results regarding them, for completeness, we outline a description of
the irregular planar nearfields in an appendix.

With regards to the differential uniformity, using Magma we set up a cor-
respondence between the elements of a given exceptional nearfield Ni of order
p2 and the finite field Fp2 : this was done via the command Element(Ni,a),
where a ∈ Fp2 . This then allowed us to generate, through interpolation, a
polynomial fi that satisfies fi(x) = x ∗ x. The differential uniformity of that
function was then computed.
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Magma # Order du(f)

1 25 = 52 6
2 121 = 112 6
3 49 = 72 9
4 529 = 232 19
5 121 = 112 17
6 841 = 292 21
7 3481 = 592 25

In particular, we see that, for i = 2 and i = 7, we obtain functions with low
differential uniformity compared to the characteristic. Indeed, for those two
cases, we obtain functions with differential uniformity less than or equal to
p+1
2 on fields of order p2. This was something we were unable to do through

the more direct approach given in Sect. 2.

7. Final Comments

In this article, our aim has been to construct functions which have low, but
not optimal, differential uniformity relative to their field of definition. Two
methods were provided which allowed us to successfully meet this aim. In
characteristic 2, we were able to construct 4-DU functions in any field F2n

with n odd using the multiplication stemming from the remarkable class of
presemifields of Kantor and Williams and then expanding to a more general
class thanks to results of [2]. In odd characteristic p, using a known connection
between planar functions and orthogonal systems, we gave a general method
which would allow one to construct p-DU functions in any field Fpn without
restriction on n. In addition, the functions produced from the multiplications
of two of the irregular nearfields were also found to be at most (p+1

2 )-DU in
fields of order p2, with p = 11 or p = 59. Ideally, we would like to construct
bijective functions with low differentially uniformity relative to their field of
definition. However, the examples constructed in this article are not bijective,
and so the major problem remains, just as it remains for APN functions,
namely to construct bijective examples.
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Appendix: The Irregular Planar Nearfields

In this appendix, we wish to give a description of the irregular planar
nearfields. We follow the outline given by S.D. Groves [18]. To describe them,
we need to give a description of both the addition and multiplication of each.
For the addition, we have the following theorem which holds for all nearfields.

Theorem 16. Let N be a nearfield of finite dimension n over its prime field Fp.
Then, GL(n, p) has a fixed point free subgroup S� such that if S = S� ∪ {0},
where 0 denotes the n × n zero matrix, then an addition can be defined on
S in such a way that, under this addition and matrix multiplication, S is a
nearfield isomorphic to N.

Though this does not give an explicit description of the addition, it
does allow for a description of the irregular nearfields in terms of just the
generators of the subgroup S� of the theorem. This is given in the following
classification statement due to Zassenhaus [25].

Theorem 17. Let N be a finite irregular nearfield. Then, N has order p2 and
is isomorphic to one of the following nearfields Si, where S�

i is the subgroup of
GL(2, p) generated by the matrices given below and where addition is defined
as in Theorem 16.

I. |S1| = 52 and S�
1 = 〈a,b〉, where

a =
(

0 −1
1 0

)
,b =

(
1 −2

−1 −2

)
.

II. |S2| = 112 and S�
2 = 〈a,b, c〉, where

a =
(

0 −1
1 0

)
,b =

(
1 5

−5 −2

)
, c =

(
4 0
0 4

)
.

III. |S3| = 72 and S�
3 = 〈a,b〉, where

a =
(

0 −1
1 0

)
,b =

(
1 4

−1 −2

)
.

IV. |S4| = 232 and S�
4 = 〈a,b, c〉, where

a =
(

0 −1
1 0

)
,b =

(
1 −6
12 −2

)
, c =

(
2 0
0 2

)
.

V. |S5| = 112 and S�
5 = 〈a,b〉, where

a =
(

0 −1
1 0

)
,b =

(
2 4
1 −3

)
.

VI. |S6| = 292 and S�
6 = 〈a,b, c〉, where

a =
(

0 −1
1 0

)
,b =

(
1 −7

−12 −2

)
, c =

(
16 0
0 16

)
.

VII. |S7| = 592 and S�
7 = 〈a,b, c〉, where

a =
(

0 −1
1 0

)
,b =

(
9 15

−10 −10

)
, c =

(
4 0
0 4

)
.
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