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Considerable work has focused on optimal stopping problems where random IID o�ers arrive sequentially
for a single available resource which is controlled by the decision-maker. After viewing the realization of
the o�er, the decision-maker irrevocably rejects it, or accepts it, collecting the reward and ending the game.
We consider an important extension of this model to a dynamic setting where the resource is “renewable” (a
rental, a work assignment, or a temporary position) and can be allocated again after a delay period 3 . In the
case where the reward distribution is known a priori, we design an (asymptotically optimal) 1/2-competitive
Prophet Inequality, namely, a policy that collects in expectation at least half of the expected reward collected
by a prophet who a priori knows all the realizations. This policy has a particularly simple characterization as
a thresholding rule which depends on the reward distribution and the blocking period 3 , and arises naturally
from an LP-relaxation of the prophet’s optimal solution. Moreover, it gives the key for extending to the case
of unknown distributions; here, we construct a dynamic threshold rule using the reward samples collected
when the resource is not blocked. We provide a regret guarantee for our algorithm against the best policy in
hindsight, and prove a complementing minimax lower bound on the best achievable regret, establishing that
our policy achieves, up to poly-logarithmic factors, the best possible regret in this setting.
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1 INTRODUCTION
In a wide class of sequential decision-making environments, the decision-maker observes a sequence
of random variables and decides on the most pro�table time to take an action. Such scenarios,
which arise in a number of di�erent domains including economics, statistics and operation research,
are the main focus of optimal stopping theory [11, 44]. One of the most studied problems in this area
is the Prophet Inequality. Here, a “gambler” observes a sequence of random “rewards” -1, . . . ,-=

arriving in an arbitrary (or even adversarial) order. After observing the realization of each reward,
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the gambler has to choose whether to collect it and stop, or irrevocably reject it and continue to
the next reward. Assuming distributional knowledge on the rewards, the gambler’s objective is to
maximize the expected reward collected.

The �rst results in this area (Krengel, Sucheston, and Garling [31, 32]) established the existence
of a stopping-rule guaranteeing an expected reward of at least 1/2 · E [max8 -8 ] – that is, half of the
expected reward collected by a “prophet”, who knows all the reward realizations from the beginning
and simply stops at the maximum. Soon after, Samuel-Cahn [43] showed that a remarkably simple
threshold-based policy which accepts the �rst reward in the order that is greater or equal to
median(max8 -8 ), if such a reward exists, also achieves the above guarantee. Almost three decades
later, Kleinberg and Weinberg [30] show that the same guarantee holds by replacing the median of
max8 -8 with 1/2 · E [max8 -8 ]. The above type of problems (and associated guarantees) have drawn
the attention of researchers from various �elds [14, 37].

In this work, we initiate the study of the following dynamic prophet inequality setting: A gambler
observes a sequence of random IID o�ers for a single available resource and, at each time step,
decides whether to collect the observed reward, or to skip the round. However, once the gambler
collects a reward, the resource becomes “unavailable” (or “blocked” ) and, thus, she cannot collect
or observe any other reward for a �xed and known number of subsequent time steps, known as
the “delay.” The gambler seeks to maximize her expected reward collected (“welfare”) within an
unknown time horizon. Our high-level goal is to design an optimal prophet inequality for the above
setting, even in the case where a priori distributional knowledge on the rewards is not assumed. In
that case, a parallel objective is to minimize the regret against the best possible prophet inequality.

The above natural model captures many applications in task-allocation, ride-sharing platforms,
online auctions, and matching platforms. As an example, consider a platform like Mechanical
Turk or Upwork that is used for matching workers to tasks. From the perspective of a speci�c
worker, when a new task arrives, the worker can choose to either work on this task and accept the
associated payment, or pass, depending on whether the payment makes the task worthwhile for
the worker. If the worker decides to accept the task, the worker must complete the task (and hence
is “blocked”) before accepting a new task. More generally, whenever tasks or assignments, rentals,
etc. are for a �xed duration (as in [22, 29]), our model applies directly.

1.1 Main challenges and our contributions
In this work, we distinguish between the “Bayesian” variant of our recurrent prophet inequality
problem, where the reward distribution is known to the gambler a priori, and the “learning” variant,
where the gambler starts without any information, other than the delay. We remark that in both
variants, the gambler is not aware of the time horizon of the instance. We now outline the key
challenges encountered and our main technical contributions.

Optimal prophet inequality for the Bayesian problem. In the �rst part of our work, we provide an
optimal prophet inequality for the Bayesian variant of our problem. Here, the main technical hurdle
is that, due to the complex dynamical patterns induced by the delay, the expected reward collected
by a prophet is hard to exactly characterize. Instead, we upper-bound the asymptotic prophet’s
expected reward by the solution of an in�nite-dimensional linear program (LP), de�ned over the
space of probability distributions. By analyzing the KKT conditions of this formulation, we show
that the optimal solution is characterized through greedy water�lling. This observation allows
us to construct a threshold-based policy, which computes a threshold as a function of the reward
distribution and the delay, and, then, accepts any element of reward larger than this threshold,
as long as the resource is not blocked. Speci�cally, given knowledge of the reward distribution
and the delay 3 , our policy collects (asymptotically and in expectation) at least a d (3)-fraction

Proc. ACM Meas. Anal. Comput. Syst., Vol. 6, No. 2, Article 27. Publication date: June 2022.



Learning To Maximize Welfare with a Reusable Resource 27:3

of the prophet’s expected reward, where d (3) = 3+1
23+1 ⇡

1/2. As a crucial insight for proving this
guarantee, we model the resource availability as a time-homogeneous discrete time Markov Chain
(DTMC) with states {0, 1, . . .3}, each representing the number of rounds that need to pass until
the resource becomes available again. Using knowledge of the transition probabilities, which are
time-invariant as a function of the �xed threshold of our policy, we �rst compute the stationary
probability of the resource being available, and then we leverage a coupling argument in order to
lower bound the availability of any round. Finally, we prove that the competitive guarantee of our
prophet inequality is the best achievable by drawing a connection to a related bandits problem.

Regret upper bound for the learning problem. We then focus on the learning setting, where the
gambler is initially unaware of the reward distribution, and observes the realized rewards only
when the resource is available (i.e., not blocked). The objective here is to minimize the regret
measured relative to the best possible gambler’s policy. The naïve extension of the policy from the
Bayesian setting – estimating the threshold of the Bayesian setting using an explore-then-commit
type strategy (i.e., use a sub-linear number of samples purely to learn the threshold) – will not work,
since estimating the threshold to a su�ciently high accuracy requires a linear number of samples
(which would incur linear regret under an explore-then-commit strategy). Instead, we exploit the
fact that our system is guaranteed to receive a linear number of samples (roughly C/3+1 samples
after C time steps) as part of the state evolution, and continually update our estimated threshold
over time using these samples. This procedure, however, correlates the state of the system with the
estimate of the threshold, and thus poses an interesting technical challenge. Furthermore, modeling
the availability state via a time-homogeneous Markov Chain, as in the Bayesian case, is no longer
possible, since the transition probabilities of each round depend on the current trajectory through
the estimated threshold.

In order to overcome these di�culties and provide an upper bound on the regret of our learning
algorithm, we proceed as follows: As a �rst step, through an application of the “compensating
coupling” technique due to Vera and Banerjee [46], we are able to link the regret accumulated with
the error of the estimated threshold at each round. In order to control these errors, we establish that
our algorithm satis�es two properties: quality of the threshold estimator and su�ciency of samples.
In this direction, we provide “anytime” concentration guarantees for our estimator (namely, for
the case where the number of collected samples is random), and show that at any round C , the
algorithm has collected a linear in C (and independent of 3) number of samples. To achieve the
latter, we construct an “eager” (�ctitious) version of our Bayesian prophet inequality, equipped with
a carefully chosen threshold. This threshold must be large enough to guarantee that (with high
probability) ⌦(C) samples are observed by time C , while simultaneously small enough such that,
after ⇥(log=) rounds, it will always be overestimated by the threshold of the learning algorithm
(with high probability). Under the last condition, and through a deterministic charging argument
on the coupled evolution of the two policies, we show that the number of samples collected by
the learning policy stochastically dominates that of the eager prophet inequality. The above ideas
culminate in a �nal regret guarantee of O

⇣p
= · log=

⌘
, where = is the time horizon.

Regret lower bound via time-aggregated suboptimalities. We provide a regret lower bound of
⌦(
p
=/33/2), thus proving that the regret of our policy is optimal up to poly-logarithmic factors and

inverse scaling in 3 . Our construction has two main insights. (i) A fundamental di�culty in our
setting compared to the bandit setting is that our policies observe the o�ered reward before deciding
whether to accept or reject. This discrepancy invalidates several crucial steps in the standard
lower bound argument (see, e.g., [34, Theorem 15.2]) However, we show that, for the environments
considered in our lower-bound construction, any policy can simulate its decision of whether to accept
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or reject the reward before observing it. (ii) Even though the instantaneous regret of an algorithm
can potentially be negative (e.g., if the algorithm collects when the optimal policy is blocked), the
regret over properly-chosen time windows is always non-negative. Using this insight, we introduce
a technique we call time-aggregated suboptimality gaps, which allows us to obtain (up to small
additive terms) a regret decomposition of a similar form as in the stochastic bandit setting [34,
Lemma 4.5]. Taken together, these two insights allow us to reduce our lower bound construction to
that of a stochastic (two-armed) bandit instance.

1.2 Related work
Prophet inequalities and secretary problems. In addition to the original prophet inequality problem

[31, 32], numerous combinatorial extensions (where more than one reward can be collected, subject
to feasibility constraints) have been studied. Examples include the choose-: variant [2, 26], matroid
and packing constraints [9, 21, 30, 40], and (bipartite) matching environments [3, 18, 20, 25]. The
problem has been also studied under non-linear (submodular or subadditive) objectives [41]. We
remark that the type of feasibility constraints we consider in this work (i.e., where collecting a
reward invalidates the subsequent 3 rewards) does not fall into any of the above categories.
Of particular importance is the IID case of the problem, where the rewards are drawn indepen-

dently from the same distribution. In their seminal work, Hill and Kertz [27] prove a (1�1/4) ⇡ 0.632-
competitive prophet inequality for this setting, and conjecture that no policy can collect (in expec-
tation) more than a 0.731-fraction of the prophet’s expected reward. More than three decades later,
this conjecture was refuted by Abolhassani et al. [1] by proving the existence of a 0.738-competitive
policy. The state-of-the-art in this regime is a 0.745-competitive prophet inequality due to Correa
et al. [13], and this guarantee is known to be the best possible.

Recent work has also focused on designing prophet inequalities in the regime where the gambler
has access only to a limited number of samples from each distribution. A number of results have
been obtained in this setting, both for the IID case [12, 15], as well as for general distributions
[4, 8, 42]. However, access to limited number of samples usually entails competitive guarantees
that are far from the best achievable in the Bayesian setting.
The need for modeling reusable resources has motivated analogous models in the literature on

the secretary problem. In this setting, Fiat et al. [22] introduce the “temp secretary problem” (see
also [29]), where, every time a reward is collected, the resource becomes unavailable for a �xed
duration of time. However, since the elements in their setting arrive stochastically in continuous
time, this model is incomparable with ours.

Undiscounted reinforcement learning. The problem of regret minimization in undiscounted Rein-
forcement Learning (RL) has a rich and growing literature [28, 33, 38, 39, 45]. One distinguishing
feature of prophet inequality problems from RL is that rewards are o�ered before the policy decides
whether or not to accept, unlike in RL, where rewards are observed after an action has been selected.
Nevertheless, our problem can still be cast as a Markov Decision Process (MDP) with a (possibly
in�nite) state space ( = [3] [ supp(D), where the states B 2 [3] encode the time left until the
resource is available, and the state E 2 supp(D) encodes that the resource is available and a reward
of value E is currently o�ered to the gambler. In the case that D has �nite support, the regret upper
bounds generally depend on the size of the state space, and thus are far from optimal for our case.
While there is literature on the RL problem in the case when the state space is continuous, the
best-known regret upper bounds for this setting [33, 38, 39] have signi�cantly worse dependence on
the time horizon = (in particular, =3/4 from [38], which can be improved to =2/3 [33] under additional
smoothness conditions on the distribution). Finally, the regret lower bounds in [28, 38] (in the
discrete and continuous MDP setting, respectively) simply show that there exists a “hard” instance
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where the claimed regret must be su�ered. On the other hand, the lower bounds we present in our
paper are tailored to our specialized setting.

Online matching, assortment optimization, and revenue management. The notion of reusable
resources has also been studied in the context of online matching, assortment optimization, and
revenue management. In particular, in [23, 24] the authors study the problem of online assortment
optimization with reusable resources. Their model captures scenarios of arbitrary buyer arrival
order and multiple reusable resources, each associated to a speci�c capacity (i.e., maximum number
of parallel allocations) and stochastic delay. However, the reward associated with an allocation in
these settings is resource-dependent (and not buyer-dependent, as in our case) – a fact that makes
our model di�erent in nature and our results incomparable. In [16], Dickerson et al. study the
problem of online bipartite matching, where the left-side (o�ine) vertices are reusable, while the
right-side (online) vertices arrive stochastically under some known distribution. Our setting can
be thought of as a variation of this model, where we have a single o�ine vertex of deterministic
delay (our resource), yet an in�nite number of online vertices (and, thus, the LP-based algorithm
of [16] does not apply). In [35], Levi and Radovanović consider a similar problem in the context
of revenue management, where the number of buyer types is again assumed to be �nite, and the
arrival rate of each type follows an independent Poisson process. Finally, in a di�erent spirit, Chen
et al. [10] develop an online learning approach for maximizing the net pro�t in a service queue,
which is de�ned as the service fee (i.e., the price times the demand) minus the capacity cost (i.e.,
the available number of resources times the cost of a resource) and penalty of congestion (which is
a function of the number of resources and the demand).

2 PRELIMINARIES
Model. Let -1,-2, . . . ,-= be a sequence of = rewards drawn IID from a non-negative reward

distribution D. At each round C , the gambler �rst observes the reward realization -C ⇠ D, and
then must decide whether to collect the reward or skip on it forever. Crucially, at each time C when
a reward is collected, the gambler has to skip (without observing) the 3 � 1 subsequent rewards,
{-C+1, . . . ,-C+3 }, while the resource is unavailable. The goal of the gambler is to maximize the
expected collected reward relative to that of a prophet, who has in�nite computational power and
knows a priori the reward realizations of all rounds. We assume that the gambler knows the delay
3 , but does not know the time horizon =.

For the rest of this text, we denote by � (resp., 5 ) the cumulative distribution function (resp.,
probability density function) of D. For any non-negative integer : , we denote [:] = {1, 2, . . . ,:}.
For any policy P, we denote by freeP (C) the event that, during a run of P, the resource is available
at time C , i.e., no reward has been collected by P in the past 3 time-steps. When the policy is clear
from context, we abuse this notation slightly by referring to the event as free (C). We denote by
log(·) the natural logarithm. Finally, we use G . ~ (resp., G & ~) to denote that ~ is greater than
(resp., less than) G up to constant factors.

Competitive guarantee and regret de�nition. Let ALG (resp., OPT) be the reward collected by an
online policy (resp., the prophet). For brevity, we use ALG (resp., OPT) for referring to both the
policy and the associated collected reward. The competitive guarantee of a policy ALG (which
knows the underlying reward distribution) is de�ned as the minimum ratio between the expected
reward collected by a gambler using this policy and that collected by the prophet over all possible
instances. Formally,

dALG = inf
E [ALG]
E [OPT]

,

Proc. ACM Meas. Anal. Comput. Syst., Vol. 6, No. 2, Article 27. Publication date: June 2022.



27:6 Ma�hew Faw et al.

where the in�mum is taken over all problem instances, including the distribution D, the delay 3 ,
and the time horizon =.

Due to information-theoretic reasons, there exist cases where no policy can achieve a competitive
guarantee greater than d . For these cases, using the prophet’s expected reward as a baseline would
inevitably lead to linear regret. Instead, for any d-competitive policy, we use the relaxed notion of
d-approximate regret (or, simply, d-regret), de�ned relative to a learning policy S as

Regretd (=) = d · E [OPT] �
’
C 2 [=]

E [-C · {S collects -C }] . (1)

Technical assumptions. In Sections 3 and 4, we assume w.l.o.g. that all the probability distributions
involved are continuous (i.e., they do not contain pointmasses). This is a purely technical assumption
and can be easily relaxed by convolving the given distribution and the obtained samples with
Gaussian noise of in�nitesimally small variance.

For the case of known reward distribution (Section 3), we do not make any assumptions on the
distribution D (other than continuity). In the case of unknown distribution (Section 4), we make
the standard assumption in online learning settings that D has bounded support in [0, 1] (we note
that our results can be readily extended to the case of subgaussian distributions).

3 CONSTRUCTING AN OPTIMAL POLICY IN THE BAYESIAN SETTING
The main result of this section is a d (3)-competitive (asymptotically) prophet inequality for the
case where the reward distribution is known a priori, where d (3) = 3+1

23+1 ⇡
1/2, and 3 the delay

of the instance. In Section 5, we show that this guarantee is the best one can hope for against
a prophet who a priori knows all the reward realizations, and optimally solves the underlying
packing problem using in�nite computational power.
We design a simple policy (see Algorithm 1) that computes a threshold g as a function of the

reward distributionD, and then accepts any reward that satis�es-C � g if and only if the resource is
available at time C . Speci�cally, given the c.d.f. � ofD, the threshold is computed at the initialization
phase as g = ��1 (1 � 1/3+1).

Algorithm 1: Asymptotically optimal policy for the case of known reward distribution
1 Input: Reward distribution D with c.d.f. � and delay 3 ;
2 Set threshold g  ��1

�
1 � 1

3+1
�
;

3 for C = 1, 2, . . . do
4 Observe reward -C ;
5 if -C � g and resource is available then
6 Collect -C and make resource unavailable for rounds C + 1, . . . , C + 3 ;
7 else
8 Skip on -C ;
9 end

10 end

The intuition behind the choice of the threshold in Algorithm 1 is simple: assuming an in�nite
time horizon, the value g = ��1 (1 � 1/3+1) corresponds exactly to the limiting case where the
algorithm is indi�erent between collecting or not a reward equal to g , since any option would not
a�ect its long-run average expected reward. As we can see, the threshold ��1 (1 � 1/3+1) increases
naturally with 3 , quantifying in that way the fact that a larger delay requires a larger reward to
make the commitment worthwhile.
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In addition, one might expect that an algorithm equipped with an adaptive threshold (i.e., one
that changes as a function of time) would perform strictly better (since, e.g., the algorithm could be
less conservative towards the end of the horizon). While this is true in the �nite horizon regime,
since we do not assume knowledge of the time horizon, it is unclear how to leverage such an
improvement. Moreover, our approach of simply choosing a �xed threshold comes at the cost of
only small additive losses in the competitive guarantee.
In the rest of this section, we prove the following result on the competitive guarantee of Algo-

rithm 1:

T������ 3.1. Let E [OPT] be the prophet’s expected reward. For d (3) = 3+1
23+1 , the expected reward

of Algorithm 1 satis�es

E [ALG] � d (3) · E [OPT]|             {z             }
competitive guarantee

� d (3) · (3 + 1) · E [- ]|                     {z                     }
loss due to LP upper bound

� 4 · 3 · E [- ]|        {z        }
loss due to mixing

.

As we show in the rest of this section, the d (3)-factor in the �rst term of the above bound is
the (asymptotic) competitive guarantee of our policy for instances of delay 3 . The second term
is the additive loss due to the LP relaxation (see (MP) below) we use as an upper bound on the
expected optimal reward, given that this relaxation becomes very loose when the time horizon
is small comparing to the delay. The use of this LP to motivate our algorithm is also the reason
why our asymptotic competitive guarantee does not match the best possible for the IID prophet
inequality, in the case where 3 � =. The third loss is due to the mixing of the Markov Chain we use
to lower bound the availability of the resource. Notice that the last two terms in the above bound
are vanishing as the time horizon goes to in�nity.

3.1 Competitive analysis of Algorithm 1
Characterizing the expected maximum reward. The �rst observation while attempting to design a

competitive policy is that the prophet’s expected reward lacks a simple characterization. In order to
overcome this issue, we instead choose to upper-bound this reward by constructing the following
in�nite-dimensional LP formulation:

maximize: = ·

π
1

G=0
G · @(G) dG (MP)

s.t.:
π
1

G=0
@(G) dG 

1
3 + 1

0  @(G)  5 (G), 8G � 0.

In the above formulation, each variable @(G) can be thought of as the expected fraction of time the
prophet collects a reward equal to G . Intuitively, the �rst set of constraints suggests that the expected
fraction of time where the prophet collects any reward cannot be more than 1/(3+1) (asymptotically)
for any instance of delay equal to 3 . Further, the second set of constraints indicates that the expected
fraction of time a reward G is collected cannot be more than 5 (G), namely, the p.d.f. of D at G .

In the next lemma, we show that the formulation (MP) asymptotically yields an upper bound on
the prophet’s expected reward.

L���� 3.2. LetMP⇤ be an optimal solution of (MP) andOPT be the reward collected by the prophet.
Then, it is the case that

MP⇤ �
✓
1 �

3 + 1
= + 3 + 1

◆
· E [OPT] .
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By simply observing (MP), it is not hard to see that an optimal solution can be greedily computed
using a greedy water�lling approach: Starting from G = 1 and moving towards smaller G , we set
@(G) = 5 (G) up until G = g , where

Ø
1

G=g @(G) dG = 1
3+1 . Notice that for continuous distributions

(without point masses), such a g uniquely exists and is equal to g = ��1 (1 � 1
3+1 ). By analyzing

the KKT conditions that follow from (MP), it is not hard to verify that the optimal solution @⇤ has
a particularly simple form: @⇤ (G) = 5 (G) · {G � g}, and, thus, the optimal value of (MP) equals
= · E [- · {- � g}].

L���� 3.3. For any continuous distribution D and g = ��1 (1 � 1
3+1 ), the optimal solution of (MP)

equals = · E [- · {- � g}].

Lower bounding the availability of the resource. In order to bound the expected reward collected
by Algorithm 1, we �rst lower bound the probability that the resource is available at any time C .
The key idea here is that, since the threshold for accepting a reward is �xed, we can associate the
availability state of the system to the evolution of a 3 + 1-state time-homogeneous MC, where each
state encodes the amount of time until the system is available. Through this link, we �rst compute
the probability that the resource is available when the MC is in stationarity, and then argue on the
availability of each round via coupling arguments.

L���� 3.4. Let {freeA(C)} be the event that, at the beginning of time C , the resource is available to
Algorithm 1. We have that

Pr [freeA(C)] � d (3) �
�
1 � 4�1

� b C�13 c .
P����. In order to bound the probability that the resource is free, we study the evolution of a

Markov Chain (MC) on state space ⌦ = {0, 1, . . . ,3}, with transition probabilities ?l,l�1 = 1 for
each l 2 {1, . . . ,3}, ?0,3 = Pr [- � g] = 1

3+1 , and ?0,0 = 1 � 1
3+1 . Each state l 2 ⌦ represents the

number of time steps until the the resource is available to the algorithm, where state 0 implies that
the resource is already free. The state transition probabilities re�ect the fact that, once blocked,
the resource is unavailable deterministically for the next 3 time steps, and, by construction of the
algorithm, a reward is collected with probability 1

3+1 only when the resource is available.
Since the above MC is aperiodic and irreducible, the (unique) stationary distribution can be

computed through the following system of balance equations:
3’

l=0
c (l) = 1 and c (1) = c (2) = . . . = c (3) =

1
3 + 1

· c (0),

which gives c⇤ (0) = 3+1
23+1 = d (3) and c⇤ (l) = 1

23+1 for each l > 0.
Now, let % (C )

(0, ·) denote the C-step transition distribution of the MC initialized at state 0, since,
by construction, the resource is free at the �rst round. Observe that by the above construction, and
by de�nition of the total variation distance1, we have

Pr [freeA(C)] = % (C�1)
(0, 0) = c⇤ (0) +

⇣
% (C�1)

(0, 0) � c⇤ (0)
⌘
� d (3) �

���% (C�1)
(0, ·) � c⇤

���
TV

.

Thus, in order to prove the claim of the lemma, it su�ces to upper-bound the above total variation
distance. The �rst step is to use a standard upper bound on the total variation distance. By Lemma
4.11 in [36], for any time C , we have���% (C )

(0, ·) � c⇤
���
TV
 max

B2⌦

���% (C )
(0, ·) � % (C )

(B, ·)
���
TV

. (2)

1Recall that for any two probability measures ? and @ over a sample space ⌦ = {0, . . . ,3 } we have k? � @ kTV =
sup�✓⌦ |? (�) � @ (�) |.
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Let l⇤ 2 ⌦ denote the state where the above maximum is achieved. Recalling that���% (C )
(0, ·) � % (C )

(l⇤, ·)
���
TV

= inf
n
Pr [/C < .C ] : (/C ,.C ) a coupling of % (C )

(0, ·) and % (C )
(l⇤, ·)

o
,

we proceed by constructing a coupling in order to bound the total variation distance. Indeed, we
construct {/✓ }

C
✓=0 and {.✓ }

C
✓=0 such that /0 = 0, .0 = l⇤. If /✓ = l for somel > 0, then /✓+1 = l �1,

and similarly for .✓ . At every time ✓ , we �ip a coin �✓ ⇠ Bernoulli (1/(3+1)). If /✓ = 0, then /✓+1 = 3
when �✓ = 1, and /✓+1 = 0 otherwise. Crucially, we use the outcome of the same coin-�ip to
determine the transition for .✓+1 when .✓ = 0. Under this construction, we have that once /g = .g ,
then /g+✓ = .g+✓ for every ✓ � 0. We call this the stickiness property of our coupling. Additionally,
since every transition in the MC is deterministic except for at state 0, if ⌘ is the �rst time such that
/⌘ = .⌘ , then it must be the case that /⌘ = 0.

We complete our claim using an ampli�cation argument. Speci�cally, we �rst show a constant
lower bound on the probability of coupling on every length-3 interval, and, then, use the Markov
property to “amplify” this bound.

Indeed, let us begin by showing (by induction on :) that, for any : � 0:

Pr [/:3 < .:3 ] 
�
1 � 4�1

�:
.

Now, the base case of : = 0 holds trivially, since the RHS of the above becomes 1. Now, suppose
that the claim holds at any �xed : � 0. Now, by the law of total probability, combined with the fact
that our coupling is sticky, we may decompose

Pr
⇥
/ (:+1)3 < .(:+1)3

⇤
=

’
I<~2{0,...,3 }

Pr
⇥
/ (:+1)3 < .(:+1)3 | /:3 = I,.:3 = ~

⇤
Pr [/:3 = I,.:3 = ~] .

Now, for any �xed 0  I < ~  3 , by the Markov property and the structure of our Markov chain,
we have

Pr
⇥
/ (:+1)3 = .(:+1)3 | /:3 = I,.:3 = ~

⇤
= Pr

⇥
/ (:+1)3 = .(:+1)3 | /:3+I = 0,.:3+I = ~ � I

⇤
= Pr

⇥
�:3+9 = 0 8 9 2 [I,~) | /:3+I = 0,.:3+I = ~ � I

⇤

=
✓
1 �

1
3 + 1

◆~�I
�

✓
1 �

1
3 + 1

◆3
� 4�1,

where on the last line, we use the inequality log(1 � G) � �G
1�G when G < 1. A symmetric argument

covers the case where ~ < I. Combining the above two observations with our induction hypothesis
and the stickiness property of our coupling, we conclude that

Pr
⇥
/ (:+1)3 < .(:+1)3

⇤
= Pr

⇥
/ (:+1)3 < .(:+1)3 | /:3 < .:3

⇤
Pr [/:3 < .:3 ] 

�
1 � 4�1

�:+1
,

as required. Therefore, by another application of the stickiness property of our coupling, we may
conclude that���% (C�1)

(0, ·) � % (C�1)
(l⇤, ·)

���
TV
 Pr [/C�1 < .C�1] = Pr

h
/C�1 < .C�1,/b C�13 c3 < .b C�13 c3

i


�
1 � 4�1

� b C�13 c ,
as claimed. ⇤

Wrapping up: proving Theorem 3.1. With the above results in place, we are now ready to prove
Theorem 3.1.
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P���� �� T������ 3.1. At any time C , for the expected reward collected by Algorithm 1 we
have

E [-C · {-C is collected}] = E [-C · {-C � g and freeA(C)}]

= E [-C · {-C � g}] · Pr [freeA(C)]

� E [-C · {-C � g}] d (3) � E [- ] ·
�
1 � 4�1

� b C�13 c ,
where the �rst equality follows by de�nition of our policy, and the second since the availability
of the resource at time C is independent of the reward realization -C . The inequality follows by
Lemma 3.4 and the fact that E [-C · {-C � g}]  E [- ].

Therefore, using the above, the expected reward collected can be lower bounded as

E [ALG] =
’
C 2 [=]

E [-C · {-C is collected}]

� d (3) · = · E [- · {- � g}] � E [- ]

’
C 2 [=]

�
1 � 4�1

� b C�13 c

� d (3) ·MP⇤ � 3 · E [- ] ·

1’
:=0

�
1 � 4�1

�:
� d (3) · E [OPT] � d (3) (3 + 1) · E [- ] � 4 · 3 · E [- ] ,

where we used the facts that, by Lemmas 3.2 and 3.3, and since E [OPT]  = · E [- ],

= · E [- · {- � g}] = MP⇤ �
✓
1 �

3 + 1
= + 3 + 1

◆
E [OPT] � E [OPT] � (3 + 1) · E [- ] . ⇤

4 DESIGNING A REGRET-MINIMIZING POLICY FOR THE LEARNING SETTING
In this section, we study the problem of learning the (optimal) d (3)-competitive policy described
in the previous section, when the reward distribution is initially unknown. In particular, we design
a learning policy that estimates the threshold using the empirical distribution constructed from the
observed samples. Our goal is to prove a sublinear regret upper bound against the optimal Bayesian
prophet inequality of the previous section.
Let us denote the empirical c.d.f. based on samples .1, . . . ,.B as b�B (G) = 1

B

ÕB
8=1 {.8  G}. We

denote b&B (?) = inf{G : b�B (G) � ?} as the empirical quantile function based on B samples drawn
from the distribution. For convenience, we assume that for zero samples, we have b&0 (?) = 1. Recall
that, in this setting, we assume that the distributions are bounded in [0, 1] and, thus, this choice
forces the algorithm to reject the �rst reward almost surely.
With this notation in place, we are ready to present Algorithm 2, the learning variant of Al-

gorithm 1 presented in the previous section. Let #C be the number of samples available at the
beginning of round C (and before observing the realization -C ). Here, at each time C , the gambler
constructs the empirical distribution b�#C using #C observed samples, and computes the empirical
thresholdbg#C , wherebgB = b&B (1 � 1/3+1). Then, if it is feasible, it accepts the reward -C if and only if
-C � bg#C .

We are interested in upper-bounding the regret of Algorithm 2 with respect to an asymptotically-
optimal online policy, which in our case corresponds to the d (3)-approximate regret. The remainder
of this section is devoted to proving the following regret guarantee for Algorithm 2:
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Algorithm 2: Learning policy for the case of unknown reward distribution
1 Input: Delay 3 ;
2 for C = 1, 2, . . . do
3 if resource is available then
4 Construct the empirical distribution b�#C using #C samples (# of samples observed);
5 Set threshold bg#C  

b&#C

�
1 � 1

3+1
�
;

6 Observe reward -C ;
7 if -C � bg#C then
8 Collect -C , and make resource unavailable for rounds C + 1, . . . , C + 3 ;
9 else
10 Skip on -C ;
11 end
12 else
13 Skip the round (without observing -C );
14 end
15 end

T������ 4.1. For any distribution D bounded in [0, 1], and delay 3 , the d (3)-approximate regret
of Algorithm 2 for = rounds can be upper-bounded as

Regretd (3) (=) .
p
= · log= + 33 log(=).

4.1 Regret analysis of Algorithm 2
We now present the regret analysis of Algorithm 2. By de�nition of regret and the fact that
Algorithm 1 is a d (3)-competitive policy (asymptotically), it su�ces to measure the di�erence in
total expected reward between Algorithm 1 and Algorithm 2. This provides an upper bound on the
regret, as de�ned in Eq. (1), modulo an additive O(3) loss following by Theorem 3.1. In the rest of
this section and for simplicity, we refer to “regret” as the di�erence in expected reward between
the two algorithms.

Recall that Algorithms 1 and 2 operate in the same manner, except for the fact that the latter uses
an empirically constructed threshold as a surrogate for g = ��1 (1� 1/(3+1)) at each round. As a �rst
step in our analysis, we provide a simple upper bound on the regret using the compensated coupling
technique due to [46]. This allows us to associate the regret of each round to the estimation error
of our empirically constructed threshold. In order to control the estimation error of each round,
we provide “anytime” concentration results for the estimator used by Algorithm 2, and we prove
strong (high probability) lower bounds on the number of samples collected the beginning of each
round. The desired regret upper bound follows by combining the above results.

Compensated Coupling. Let us use A and L for any reference to Algorithm 1 and Algorithm 2,
respectively. By leveraging the technique of compensated coupling [46], instead of arguing on the
regret between A and L directly, we �rst introduce a family of auxiliary (�ctitious) policies PC in
order to facilitate our analysis. More speci�cally, for each time C 2 [=], we denote by PC a policy
that follows the decisions of L for the �rst C time steps (including C ) and, after that, follows the
decisions of A. Using the above de�nition, it becomes clear that P0 ⌘ A and P= ⌘ L.
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L���� 4.2. The di�erence in expected reward between Algorithms 1 and 2 can be upper-bounded as

E [ALGA] � E [ALGL] 

’
C 2 [=]

Pr
⇥
-C 2 [bg#C , g) [ [g,bg#C )

⇤
.

P����. By using the de�nition of PC , we can express the expected di�erence between ALGA

and ALGL as a telescoping sum:

E [ALGA � ALGL] = E
266664
’
C 2 [=]

�
ALGPC�1 � ALGPC

�377775
=

’
C 2 [=]

E
⇥
ALGPC�1 � ALGPC

⇤
. (3)

For any �xed C , the reward collected by policies PC�1 and PC running on the same sample path
can di�er only if the two policies take a di�erent decision at time C (since, otherwise, they follow
exactly the same trajectory, by construction). Recalling thatbg#C is the estimated threshold by policy
L at time C , PC�1 and PC deviate at time C only if -C 2 [bg#C , g) [ [g,bg#C ).
For any C , by the above discussion, we have that

E
⇥
ALGPC�1 � ALGPC

⇤
= E

⇥ �
ALGPC�1 � ALGPC

� �
-C 2 [bg#C , g) [ [g,bg#C )

 ⇤
= E

⇥ �
ALGPC�1 � ALGPC

� � �
-C 2 [bg#C , g)

 
+

�
-C 2 [g,bg#C )

 �⇤
. (4)

Let us denote by ALGP (C 0) the reward collected by some policy P at time C 0. In the above
expression, consider the case where -C 2 [bg#C , g). In this case, policy PC collects the reward -C (and
becomes blocked until time C + 3 + 1), while PC�1 rejects it. Thus, we have that

E
⇥ �
ALGPC�1 � ALGPC

� �
-C 2 [bg#C , g)

 ⇤

= E

" 
=’

C 0=C+1
ALGPC�1 (C

0
) �

=’
C 0=C+3+1

ALGPC (C
0
) � -C

! �
-C 2 [bg#C , g)

 #

 E

" 
=�3’
C 0=C+1

ALGPC�1 (C
0
) +

=’
C 0==�3+1

ALGPC�1 (C
0
) �

=’
C 0=C+3+1

ALGPC (C
0
)

! �
-C 2 [bg#C , g)

 #
.

Consider now any time C  = � 3 � 1. Given that -C 2 [bg#C , g), we know that the resource is
available at time C+1 forPC�1, and at time C+3+1 forPC . Thus, since the two policies coincide withA
for C 0 � C+1, by a simple translation, it is easy to see thatE

hÕ=�3
C 0=C+1 ALGPC�1 (C

0
)

�
-C 2 [bC 0#C , g)

 i
=

E
⇥Õ=

C 0=C+3+1 ALGPC (C
0
)

�
-C 2 [bg#C , g)

 ⇤
for any C (note that when C > =�3�1, both expressions are

0, since the summation range is empty). Further, since the rewards are bounded in [0, 1] and at most
one reward can be collected on any interval of 3 rounds, we have that

Õ=
C 0==�3+1 ALGPC�1 (C

0
)  1,

deterministically. Combining these observations, we conclude that, for any C ,

E
⇥ �
ALGPC�1 � ALGPC

� �
-C 2 [bg#C , g)

 ⇤
 Pr

⇥
-C 2 [bg#C , g)

⇤
. (5)

By a similar line of reasoning as above, it is easy to see that

E
⇥ �
ALGPC�1 � ALGPC

� �
-C 2 [g,bg#C )

 ⇤
 Pr

⇥
-C 2 [g,bg#C )

⇤
. (6)

The proof follows by combining Eqs. (3) to (6). ⇤

The above lemma implies that, to upper-bound the regret of Algorithm 2, it su�ces to control
the error probability Pr

⇥
-C 2 [bg#C , g) [ [g,bg#C )

⇤
for any C 2 [=].
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Quantile estimation via the empirical distribution. For the rest of this section, for any number of
samples B , we de�ne:

nB =

r
log (2/XB) + log (B · (B + 1))

2B
and XB =

1
B2
.

Under this notation, we can show the following result:

L���� 4.3. Let #C denote the number of samples collected by Algorithm 2 up to, but not including,
time C , from distribution D with c.d.f. � . Let -C ⇠ D be a sample drawn at time C independently from
the past observation history. Then we have that

Pr
⇥
-C 2 [bg#C , g) [ [g,bg#C ) and #C � <

⇤
 n< + X< +<�1,

where bg#C is the empirical threshold computed using #C samples.

We give the proof for Lemma 4.3 below; �rst, we establish some intermediate inequalities which
are useful in proving this result.

Our proof relies on the well-known Dvoretzky–Kiefer–Wolfowitz (DKW) inequality [19]:

T������ 4.4 (D��������–K�����–W�������� ���������). Given B samples from a distribution
with c.d.f. � , for any n > 0, we have

Pr

sup
G 2R

|b�B (G) � � (G) | > n

�
 2 · exp (�2B · n2).

Given that the number of observed samples at each round is a random quantity, we can leverage
standard techniques to convert Theorem 4.4 into the following “anytime” bound on the concentra-
tion of our estimator around its mean:

L���� 4.5. Given a random number #C of samples from a distribution with c.d.f. � , for any
< 2 [C � 1], we have

Pr

sup
G 2R

���b�#C (G) � � (G)
��� > n#C and #C � <

�
 X< .

P����. The proof follows essentially from a union bound over the possible values of#C , combined
with Theorem 4.4. Indeed,

Pr

sup
G 2R

���b�#C (G) � � (G)
��� > n#C and #C � <

�
=

C�1’
B=<

Pr

#C = B and sup

G 2R

���b�B (G) � � (G)
��� > nB

�



C�1’
B=<

Pr

sup
G 2R

���b�B (G) � � (G)
��� > nB

�



C�1’
B=<

2 · exp
✓
�2B ·

✓
log (2/XB) + log (B · (B + 1))

2B

◆◆



C�1’
B=<

XB ·
1

B (B + 1)

 X<,

where the second inequality follows by Theorem 4.4, and the last since XB is decreasing in B andÕ
1

B=1
1

B (B+1) = 1. ⇤
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Using the above “anytime” version of the DKW inequality we are able to prove Lemma 4.3,
through which we can bound the probability of policy L making a di�erent decision from A when
L has collected at least< samples:

P���� �� L���� 4.3. Consider a random sample -C ⇠ D drawn independently from the past
observation history. Let us denote

NC =
⇢
sup
G 2R

���b�#C (G) � � (G)
���  n#C

�
.

Intuitively, NC is a “nice sampling” event when the empirical c.d.f. has been su�ciently well-
estimated. Under this notation, we obtain the following decomposition:

Pr
⇥
-C 2 [bg#C , g) [ [g,bg#C ) and #C � <

⇤
 Pr

⇥
-C 2 [bg#C , g) [ [g,bg#C ) and #C � < | NC

⇤
+ Pr [¬NC and #C � <] ,

where the inequality follows by upper-bounding Pr [NC ] and Pr
⇥
-C 2 [bg#C , g) [ [g,bg#C ) | ¬NC and #C � <

⇤
by 1.

In order to bound the �rst term above, notice that the event {-C 2 [bg#C , g)[ [g,bg#C )} is equivalent
(by our assumption of continuity of � (·)) to the event {� (-C ) 2 [� (bg#C ), � (g)) [ [� (g), � (bg#C ))}.
By de�nition, � (g) = 1 � d (3). Further, assuming NC , it follows that

���b�#C (bg#C ) � �#C (bg#C )

���  n#C .

By de�nition of bg#C , we know that b�#C (bg#C ) � (1 � d (3)) 2 [0, 1/#C ) almost surely. Therefore, sincebg#C is computed before observing the sample -C , we have that

Pr
⇥
-C 2 [bg#C , g) [ [g,bg#C ) and #C � < | NC

⇤
= Pr

⇥
� (-C ) 2 [� (bg#C ), � (g)) and #C � < | NC ,bg#C  g

⇤
Pr

⇥bg#C  g | NC
⇤

+ Pr
⇥
� (-C ) 2 [� (g), � (bg#C )) and #C � < | NC ,bg#C > g

⇤
Pr

⇥bg#C > g | NC
⇤

 Pr
⇥
� (-C ) � (1 � d (3)) 2 [�n#C , 0) and #C � < | NC ,bg#C  g

⇤
Pr

⇥bg#C  g | NC
⇤

+ Pr
⇥
� (-C ) � (1 � d (3)) 2 [0, n#C +

1/#C ) and #C � < | NC ,bg#C > g
⇤
Pr

⇥bg#C > g | NC
⇤

 n< +<�1,

where in the last inequality we use the fact that � (-C ) is uniformly distributed in [0, 1], when -C is
drawn independently of N(C) and bg#C .

The proof follows by combining the above inequalities with the fact that Pr [¬NC and #C � <] 

X< , which follows by Lemma 4.5. ⇤

Su�ciency of samples. With Lemma 4.3 in place, to upper-bound the regret through (4.2), it
su�ces to �nd a su�ciently strong lower bound on #C .
By noticing that any policy observes at least one sample every 3 + 1 rounds, the following

deterministic lower bound on the number of samples obtained is immediate:

F��� 4.6. For any instance of delay 3 , for the number of samples collected by the policy at the
beginning of round C , we have #C � b

C�1
3+1 c.

As it turns out, simply using Fact 4.6 to lower bound #C would yield an unnecessary dependence
on the delay parameter 3 in our regret upper bound. To see that this dependence is unnecessary, let
us �rst consider the following simpler question: how many samples does a policy A

0 with a �xed
threshold g 0 = ��1 (1 � 1.5/(3+1)) “typically” collect? Using the same arguments as in Lemma 3.4,
it is straightforward to verify that the stationary resource availability distribution induced by
A
0 satis�es c 0(0) = (3+1)/(2.53+1), and, thus, A 0 collects a linear and independent of 3 number
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of samples in expectation. Moreover, by appealing to a particular form of the Azuma-Hoe�ding
inequality [17, Corollary 5.20], we can show that this occurs not only in expectation, but also with
high probability:

L���� 4.7. Let # 0C denote the number of samples available at the beginning of round C to the
policy which uses as threshold g 0 = ��1 (1 � 1.5/3+1), initialized in an arbitrary availability state
( 00 2 {0, . . . ,3}. Then, with probability at least 1 � X ,

# 0C �
©≠
´
d 0(3) � 43 · 3

s
log(1/X)
2(C � 1)

™Æ
¨
· (C � 1) � 43 · 3,

where d 0(3) = (3+1)/2.53+1.

Notice that algorithm A
0 described above can be thought of as an “eager” version our Bayesian

policy, which collects rewards more frequently than Algorithm 1. The key-idea is that we can view
the threshold set by this eager policy (after a small number of rounds) as a high-probability lower
bound on the estimated threshold used by Algorithm 2. As long as this high-probability event
occurs, we can show that, by reasoning about a coupled version of A 0 and Algorithm 2, the latter
collects more samples than A

0 (up to a small additive loss). Using these insights, we are able to
establish the following key result:

L���� 4.8. Let #C denote the number of samples available to Algorithm 2 at the beginning of round
C . Then, with probability at least 1 � X, for any time C > C0 := 2(3 + 1)3 log(4=/X),

#C � # (C) := ©≠
´
d 0(3) � 43 · 3

s
log(2/X)

2(C � C0 � 1)
™Æ
¨
· (C � C0 � 1) � 43 · 3,

where d 0(3) = (3+1)/2.53+1.

P����. Recall that we use L to refer to Algorithm 2. For the sake of this proof, we de�ne
A
0 to be a policy that follows the decisions of L up to (and including) time C0 and then uses as

a �xed threshold the value g 0 = ��1 (1 � 1.5/(3+1)) for the remaining time steps. Thus, the two
algorithms have the same availability state (i.e., number of rounds until the resource is available) at
the beginning of time C0 + 1.
The high-level idea behind our proof is the following: �rst, using the weak lower bound of

Fact 4.6, we show that between rounds 1 and C0, algorithm L has collected enough information
so that its empirical threshold always overestimates that of A 0 in rounds C0 + 1 to C � 1. Then,
using a deterministic charging argument we show that, under the above assumption, the number of
samples collected by L between rounds C0 + 1 and C � 1 is lower bounded by that of A 0. Finally,
using Lemma 4.7, we provide a high-probability lower bound on this number of samples collected
by A

0 (and, hence, by L) between rounds C0 + 1 and C � 1.
Let us denote by # [C1,C2 ] (resp., # 0[C1,C2 ] ) the number of samples observed by L (resp. A 0) between

rounds C1 and C2 (including C1 and C2). Using this notation and recalling that #C (resp., # 0C ) is the
number of samples collected by L (resp. A 0) at the beginning of round C , we have that

Pr
⇥
#C < # (C)

⇤
= Pr

⇥
#C0 + # [C0+1,C�1] < # (C)

⇤
 Pr

⇥
# [C0+1,C�1] < # (C)

⇤
,

where the inequality follows by the fact that #C0 and # [C0+1,C�1] are non-negative integers. Hence,
to prove the lemma it su�ces to show that Pr

⇥
# [C0+1,C�1] < # (C)

⇤
 X .

Let us denote G✓ =
�bg#✓ � g 0

 
as the indicator of a “good” event at time ✓ – namely, that the

threshold bg#✓ used by L overestimates g 0 = ��1 (1 � 1.5/(3+1)). Further, for any C2 � C1, let us denote
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by G[C1,C2 ] =
—C2

✓=C1 G✓ the event that G✓ is true for all rounds ✓ 2 [C1, C2]. Then, by using the above
de�nitions, we have that

Pr
⇥
# [C0+1,C�1] < # (C)

⇤
= Pr

⇥
# [C0+1,C�1] < # (C),¬G[C0+1,C�1]

⇤
+ Pr

⇥
# [C0+1,C�1] < # (C),G[C0+1,C�1]

⇤
 Pr

⇥
¬G[C0+1,C�1]

⇤
|              {z              }

(�)

+ Pr
⇥
# [C0+1,C�1] < # (C),G[C0+1,C�1]

⇤
|                                       {z                                       }

(⌫)

.

In the rest of this proof, we upper-bound each of the terms (�) and (⌫) above by X
2 .

Upper-bounding term (�). We �rst note that, for g = ��1
�
1 � 1

3+1
�
, we have

Pr
⇥
¬G[C0+1,C�1]

⇤


C�1’
✓=C0+1

Pr
⇥bg#✓ < g 0

⇤



C�1’
✓=C0+1

Pr
⇥
� (bg#✓ ) < � (g 0)

⇤

=
C�1’

✓=C0+1
Pr

h
� (bg#✓ ) �

b�#✓ (bg#✓ ) < � (g 0) � � (g) + � (g) � b�#✓ (bg#✓ )

i
.

Now, by de�nition of bg#✓ , we know that b�#✓ (bg#✓ ) � 1 � 1/(3+1) for every ✓ . Further, by de�nition of
g and g 0, � (g 0) � � (g) = �1/2(3+1). Thus, combining these facts with the above, we conclude that

Pr
⇥
¬G[C0+1,C�1]

⇤


C�1’
✓=C0+1

Pr

� (bg#✓ ) �

b�#✓ (bg#✓ ) < �
1

2(3 + 1)
)

�



C�1’
✓=C0+1

Pr

sup
G 2R

���b�#✓ (G) � � (G)
��� > 1

2(3 + 1)

�



C�1’
✓=C0+1

2 exp
✓
�

✓�
✓ � 1
3 + 1

⌫◆
1

2(3 + 1)2

◆


X

2
.

where the third inequality follows by Lemma 4.5 combined with #✓ � b (✓�1)/(3+1)c, by Fact 4.6. The
last inequality follows by our choice of C0.

Upper-bounding term (⌫). The �rst step to upper-bound term (⌫) above is to compare through a
deterministic charging argument the number of samples collected within rounds C0 + 1 to C � 1 by
L with that of A 0.

Let us �x any sequence of realized rewards-✓ for ✓ 2 [1, C�1], which satis�es the event G[C0+1,C�1]
(recall that for �xed realizations the trajectory of L is deterministic). We argue that in any such
realization, it holds # [C0+1,C�1]  # 0

[C0+1,C�1]
, namely, algorithm L collects at least as many samples

as A 0.
Letl✓ (resp.,l 0✓ ) be the availability state of algorithmL (resp.A 0) at round C , namely, the number

of rounds until the resource becomes available again. Recall that, by de�nition of A 0, the two
algorithms meet at round C0 + 1. Further, we call some round ✓ a meeting point if the two algorithms
meet at state l✓ = l 0✓ = 0. Then, it su�ces to show that between two consecutive meeting points ✓1
and ✓2, the number of samples collected by L cannot be less than that of A 0.
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Suppose the two algorithms reach a meeting point ✓1. First, we note that as long as none of the
algorithms collects a reward, the di�erence between the numbers of observed samples does not
change. Second, by de�nition of G[C0+1,C�1] , the threshold of L cannot be smaller than that of A 0
for any ✓ 2 [C0 + 1, C � 1] and, hence, if L collects a reward at time ✓1, so must A 0. Now, suppose at
some meeting point ✓1 2 [C0 + 1, C � 1] algorithm A

0 collects a reward and L does not. Then, if L
does not collect any reward until the next meeting point (where A 0 returns to state 0), then L has
trivially observed more rewards than A

0 between the two meeting points. In the opposite case, let
a be the number of rounds after ✓1 where L observes rewards while A 0 is blocked. This creates
an excess of a in the samples collected by L compared to A

0. Now, notice that in order for this
excess to decrease, it has to be that A 0 stays at state 0, while L is blocked. However, every time
the excess decreases by 1, algorithm L comes one step closer to also being available (thus leading
to a new meeting point). By the above argument, it is easy to verify that the excess in number of
samples of L against A 0 can never become negative.

By the above analysis, for every �xed sample pathwhereG[C0+1,C�1] holds, we have that# [C0+1,C�1] 

# 0
[C0+1,C�1]

and, thus

Pr
⇥
# [C0+1,C�1] < # (C),G[C0+1,C�1]

⇤
 Pr

h
# 0

[C0+1,C�1] < # (C),G[C0+1,C�1]

i
 Pr

h
# 0

[C0+1,C�1] < # (C)
i
.

Now, by applying Lemma 4.7 for X/2 (which allows A
0 to start from an arbitrary state) for

C � (C0 + 1) + 1 = C � C0 rounds, we get that Pr
h
# 0

[C0+1,C�1]
< # (C)

i


X
2 , which concludes the

proof. ⇤

Putting it all together. Given the result of compensated coupling in Lemma 4.2, together with
Lemmas 4.3 and 4.8, the proof of Theorem 4.1 is immediate:

P���� �� T������ 4.1. By Lemma 4.2, it su�ces to bound Pr
⇥
-C 2 [bg#C , g) [ [g,bg#C )

⇤
for each

time C . Now, by Lemma 4.8, and taking C0 = 2(3 + 1)3 log(4=/X), if we have that C � C1 := (C0 + 1) +
2433 log(2/X)

d0 (3) , then with probability at least 1 � X , #C � d0 (3)/2 · (C � C1). Combining this insight with
Lemmas 4.2 and 4.3, it follows that, setting<C = d0 (3)/2 · (C � C1),

Regretd (3) (=)  C1 +
=’

C>C1

�
Pr

⇥
-C 2 [bg#C , g) [ [g,bg#C ) and #C � <C

⇤
+ Pr [#C < <C ]

�

 C1 + = · X +

=’
C>C1

�
n<C +<

�1
C + X<C

�

 C1 + = · X +

=�C1’
B=1

©≠
´

s
2(log(d0 (3)2/2 · B2) + log(B (B + 1)))

d 0(3)B
+

2
d 0(3)B

+
4

d 0(3)2B2
™Æ
¨

 C1 + = · X +
2p
d 0(3)

q
2
�
log(d0 (3)2/2 · =2) + log(=(= + 1))

�
· =

+
2

d 0(3)
(1 + log(=)) +

2c2

3d 0(3)2
.
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Therefore, recalling our choices of C0 and C1, and choosing X = 1/=, we conclude that

Regretd (3) (=)  4

s
log(2=2)
d 0(3)

· = + 2(3 + 1)3
✓
1 +

1
(3 + 1)3d 0(3)

◆
+

43

(3 + 1)2d 0(3)
log(4=2)

+ 2
✓
1 +

1
d 0(3)

◆
+

2c2

3d 0(3)2

.
p
= · log(=) + 33 log(=),

as claimed. ⇤

5 UNCONDITIONAL HARDNESS AND REGRET LOWER BOUND
In this section, we study the tightness of the upper bounds presented in Sections 3 and 4. Speci�cally,
we �rst show that the policy we provide for the Bayesian setting achieves (asymptotically) the
optimal competitive guarantee. Then, we show that the d (3)-regret upper bound we provide for
learning this optimal policy has an optimal dependence in the time horizon up to poly-logarithmic
factors.

5.1 Unconditional hardness
Our upper bound on the asymptotic competitive guarantee is based on the following construction:
H��� E����������: For any �xed n > 0 and delay 3 � 1, we consider a discrete reward

distribution, such that - = 1 (“small”) with probability 1 � n , and - = -max = 1 + 1
3 ·n (“large”) with

probability n . The time horizon is =.
The following result implies that our Bayesian policy of Section 3 achieves the best possible

competitive guarantee (asymptotically). Interestingly, this result has been proven in the setting of
contextual blocking bandits [5], which is related to our setting, when the distribution is discrete
and has a small �nite support. For completeness, we provide a proof of this result in Appendix C.

T������ 5.1 (U������������ ��������, [5]). For any n > 0 and delay 3 � 1, there cannot exist
a (d (3) + n)-competitive algorithm for the asymptotic case of our problem, where d (3) = 3+1

23+1 .

5.2 Regret lower bound
We now turn our attention to the regret against an optimal gambler’s policy. We are able to show
the following lower bound on the regret guarantee.

T������ 5.2 (R����� ����� �����). For any learning policy and any 3 � 1, there exists an
environment with delay 3 such that the regret of that policy is at least ⌦

�p
=/33/2

�
.

For any delay 3 � 1, time horizon = � 1, and parameter n 2 (0, 1/(3+1)), the proof of Theorem 5.2
relies on the construction of the following two environments:

E���������� E1 (resp., E2): We consider a discrete reward distribution, such that- = 1 (“small”)
with probability 1� 1/(3+1) + n (resp., 1� 1/(3+1) � n), and - = -max = 23+1

3 (“large”) with probability
1

3+1 � n (resp.,
1

3+1 + n).2
It is not hard to see that, at any round C , and for our chosen environments, any policy can be

viewed as choosing to play one of the following two natural “strategies,” which apply both in
environments E1 and E2 (we make this point clear in the following paragraph):

2One might notice that the regret upper bound in Theorem 4.1 assumed all rewards were on the interval [0, 1], while here,
the rewards are on the interval [1, 3] (since (23+1)/3  3). This discrepancy is no issue, however, since is straightforward to
show that Theorem 4.1 continues to hold (up to constant factors) as long as the rewards are upper bounded by a constant.
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S������� S1 (resp., S2): If the resource is available at time C , accept any reward (resp., accept
only the reward -max = 23+1

3 ). Otherwise, skip the round.
One key di�culty in proving Theorem 5.2 is that, unlike in standard bandit lower bounds, our

policies observe each reward before making the decision of whether or not to accept it. However, a
crucial insight is that, for the environments E1 and E2 considered in the lower bound construction,
we may assume w.l.o.g. that any policy decides before observing the reward whether to play strategy
S1 or S2 at each round. While this assumption is not generally true, it holds for our choice of E1
and E2. In order to see that, we �rst note that, for the purpose of lower bounding the regret, we can
assume that the player knows a priori the support of the reward distribution (which is common in
both environments). Further, since the large reward - = -max = 23+1

3 is always collected by both
S1 and S2 (if the resource is available), any algorithm can be characterized by the probability of
playing according to strategy S1 or S2 at each round. Thus, since this decision produces a di�erent
outcome only when the subsequent reward is small (that is, - = 1), any algorithm can simulate
this decision before the observing the next reward.

Collected rewards. It is convenient to consider the asymptotic expected time-averaged reward
collected by an (asymptotically) optimal3 policy, which we denote as:

E
h
ALG

⇤

1

i
= lim

=!1
sup
g 2R

1
=

’
C 2 [=]

E [-C · {-C > g and free (C)}] . (7)

Let us denote by Regretd (3) (=; E8 ) the regret of a policy under environment E8 . Note that, as a
consequence of Lemmas 3.2 and 3.4, and since the rewards o�ered at each round are at most a
constant, the regret in environment E8 can be lower bounded under this notation as:

Regretd (3) (=;E8 ) � = · E
h
ALG

⇤

1

i
� E

266664
’
C 2 [=]

-C · {ALG collects -C }

377775
� O(3). (8)

In the next Lemma, we characterize the asymptotically-optimal policy for each of our environ-
ments.

L���� 5.3. The asymptotically-optimal policy for environment E1 (resp., E2) is to play strategy
S1 (resp., S2) at every time step. Further, the asymptotic expected time-averaged reward collected by
these policies is

E
E1

h
ALG

⇤

1

i
=
1 � n
3

and E
E2

h
ALG

⇤

1

i
=
1 + n · W (3, n)

3
,

where W (3, n) := 1+3
1+3 ( 1

3+1+n)
. Note that W (3, n) > 1 for every 3 � 1 and n 2 (�

1
3+1 ,

1
3+1 ).

Time-aggregated suboptimality gaps. Another main di�culty in proving Theorem 5.2 is that,
unlike in standard bandit lower bound arguments (e.g., [7]), the instantaneous regret can be
negative. In particular, whenever an algorithm collects the large reward, the optimal policy’s
expected instantaneous reward is smaller than this value.
However, the key insight is that even though a policy might instantaneously be better than the

expected optimal policy, the resource becomes blocked for the next 3 time steps and, thus, the policy
becomes unable to collect (or even observe) the associated rewards. Therefore, instead of considering
what the optimal policy collects instantaneously, we consider what it collects cumulatively over
this 3 + 1-time window, so that the regret over this interval is no longer negative.
3Note that, as a consequence of Lemma 3.2, there exists an asymptotically optimal threshold-based policy. Hence, we may
restrict our attention to threshold-based policies, which accept a reward only it is greater than some threshold g .
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L���� 5.4. Let �C 2 {S1,S2} be the strategy chosen by an algorithm A at time C , and denote by
)S8 (=) =

Õ=
C=1 {�C = S8 and freeA(C)} the number of times over a time horizon = where strategy S8

is played while the resource is not blocked. Then, the regret in environment E8 can be lower bounded as

Regretd (3) (=; E8 ) � �E8
S1
E
E8

⇥
)S1 (=)

⇤
+ �E8

S2
E
E8

⇥
)S2 (=)

⇤
� O(3),

where �E8
S9

is the time-aggregated suboptimality gap corresponding to the regret incurred by the
algorithm for playing strategy S9 in environment E8 , where:

�E8
S1

= (3 + 1) · E
E8

h
ALG

⇤

1

i
� E

E8

[- ] ,

�E8
S2

= E
E8

h
ALG

⇤

1

i
· Pr
E8

[- = 1] +
✓
(3 + 1) E

E8

h
ALG

⇤

1

i
� -max

◆
· Pr
E8

[- = -max] .

In particular, �E1
S1

= 0 = �E2
S2
, and

�E1
S2

=
n · 3 + n2 · (3 + 1)

1 + 3
= ⇥(n) and �E2

S1
=
n · 3 � n2 · (3 + 1)
1 + 3

� 1
3+1 + n

� = ⇥(3 · n).

With this regret decomposition in place, we are now ready to prove Theorem 5.2.

P���� �� T������ 5.2. Using the time-aggregation insight from Lemma 5.4, together with the
fact that the algorithm deterministically collects =/(3+1) samples over = time steps (i.e., )S1 (=) +
)S2 (=) � =/(3+1)), we may obtain a regret lower bound in a similar manner as in the stochastic
bandit setting (see, e.g., [34, Theorem 15.1]). In particular,

Regretd (3) (=; E1) + Regretd (3) (=; E2)

� �E1
S2
E
E1

⇥
)S2 (=)

⇤
+ �E2

S1
E
E2

⇥
)S1 (=)

⇤
� O(3)

� �E1
S2
E
E1


)S2 (=)

⇢
)S2 (=) �

=

2(3 + 1)

��
+ �E2

S1
E
E2


)S1 (=)

⇢
)S2 (=) <

=

2(3 + 1)

��
� O(3)

�

min{�E1
S2
,�E2

S1
}=

2(3 + 1)

✓
Pr
E1


)S2 (=) �

=

2(3 + 1)

�
+ Pr

E2


)S2 (=) <

=

2(3 + 1)

� ◆
� O(3)

�

min{�E1
S2
,�E2

S1
}=

4(3 + 1)
exp

✓
�⇡KL

✓
Pr
E1

[·] k Pr
E2

[·]

◆◆
� O(3),

where the �rst inequality follows by the fact that �E8
S8

= 0 for 8 2 {1, 2}, and the second by the fact
that )S1 +)S2 �

=/(3+1), since the resource is available for at least =/(3+1) rounds. Finally, the third
inequality follows by the Bretagnolle-Huber inequality [6].

Let�= = (�1,-1,'1, . . . ,�=,-=,'=) be the sequence of action-observed sample-collected rewards
produced by an =-round interaction between the learning policy and the environment. Denote ?
(resp., ? 0) as the Radon-Nikodym derivative of PrE1 [·] (resp., PrE2 [·]). Under this notation, we
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have that

⇡KL

✓
Pr
E1

[·] k Pr
E2

[·]

◆
= E

E1


log

✓
? (�=)

? 0(�=)

◆�

=
=’
C=1
E
E1


log

✓
? (�C | �C�1)? (-C | �C�1,�C )? ('C | �C�1,�C ,-C )

? 0(�C | �C�1)? 0(-C | �C�1,�C )? 0('C | �C�1,�C ,-C )

◆�

=
=’
C=1
E
E1


log

✓
? (-C | �C�1,�C )

? 0(-C | �C�1,�C )

◆�

 = · ⇡KL (? (- ) k ? 0(- )) ,

where the �rst equality follows by de�nition of KL-divergence and the second by Bayes’ rule. The
third equality follows by noting that (i) w.l.o.g., the policy decides on an action (or a distribution
over actions) before observing the reward and (ii) the collected reward is a deterministic function
of the history and current action and sample. The fourth inequality follows since the sample -C is
either (a) not observed in either environment (an occurrence which is completely determined by
the hisory �C�1), or (b) drawn independently from the environment’s distribution.

Since the KL-divergence is upper-bounded by the j2-distance, we get that

⇡KL (? (- ) k ? 0(- ))  j2 (? (- ) k ? 0(- )) =
4n2� 1

3+1 + n
� �
1 � 1

3+1 � n
�  16 · (3 + 1) · n2,

where the �nal inequality holds assuming that 0 < n < 1
2(3+1) . Finally, by combining the above

bounds, we have that

Regretd (3) (=; E1) + Regretd (3) (=; E2) �
min{�E1

S2
,�E2

S1
} · =

4(3 + 1)
· exp

�
�16(3 + 1) · n2 · =

�
� O(3).

Noting that n < 1
2(3+1) , the expressions from Lemma 5.4 imply that min{�(1)

S2
,�(2)

S1
} � 2·n/7. There-

fore, taking n = 1
4
p

(3+1)=
(which sati�es n  1

2(3+1) , since w.l.o.g., = � 3 � 3+1
4 for 3 � 1), we then

have that

Regretd (3) (=; E1) + Regretd (3) (=; E2) �
4�1
p
=

56(3 + 1)3/2
� O(3).

Hence, there must exist an environment with regret at least ⌦
�p

=/33/2
�
. ⇤

CONCLUSION AND FURTHER DIRECTIONS
We introduced and studied a practical variant of the IID prophet inequality problem where, once a
reward is collected by the decision-maker, she loses her ability to collect or observe any reward for a
�xed number of rounds. For the Bayesian case of our problem, we designed a simple threshold-based
prophet inequality and proved its asymptotic optimality. For the learning case, we showed that
the empirical estimate of the threshold from the Bayesian setting has a su�ciently high accuracy,
and that using this estimate as a threshold achieves sublinear regret. Moreover, by introducing a
notion of time-aggregated suboptimality gaps, we were able to reduce a speci�c instance of our
learning problem to that of a two-armed bandit problem, allowing us to prove a lower bound on
regret which matches our upper bound up to poly-logarithmic factors.
Our work leaves behind a number of interesting open questions. One natural extension of our

model is that of stochastic delay of known distribution (possibly correlated with the rewards). We
remark, however, that in the case where the delay realization is not observed by the gambler before
taking an action, there is no policy with non-trivial competitive guarantee against a prophet which
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knows all reward and delay realizations a priori. Another natural extension is to multiple (identical
or not) reusable resources. For the identical case, while the problem can still be modeled as an LP
(similarly to (MP)), it is unclear to us if its optimal solution can still motivate the construction of an
e�cient (or even threshold-based) algorithm. Finally, it would be interesting to show if there is any
advantage a learning policy might receive by observing samples at every round, independently of
the resource availability. Notice that since, by Lemma 4.8, our policy collects ⌦(C) samples at time
C with high probability, any such di�erence should come from the deterministic guarantee on the
number of samples available. Identifying the actual dependence on the delay parameter is by itself
an interesting direction.
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A CONSTRUCTING AN OPTIMAL POLICY IN THE BAYESIAN SETTING: OMITTED
PROOFS

L���� 3.2. LetMP⇤ be an optimal solution of (MP) andOPT be the reward collected by the prophet.
Then, it is the case that

MP⇤ �
✓
1 �

3 + 1
= + 3 + 1

◆
· E [OPT] .

P����. Let @̂(G) = 1
=

Õ=
C=1 5 (G,-C 2 OPT), where by OPT we denote both the total reward and

the set of rewards collected by the prophet, and 5 denotes the joint density of a reward -C ⇠ D

and the outcome of {-C 2 OPT}. For the expected prophet’s reward, we have:

E [OPT] =
’
C 2 [=]

π
1

G=0
G · 5 (G,-C 2 OPT)3G

= = ·

π
1

G=0
G ·

1
=

’
C 2 [=]

5 (G,-C 2 OPT)3G = = ·

π
1

G=0
G · @̂(G)3G .

For the second set of constraints of (MP) and for any G , we have

0  @̂(G) =
1
=

=’
C=1

5 (G,-C 2 OPT) 
1
=

=’
C=1

5 (G,-C 2 OPT) + 5 (G,-C 8 OPT) = 5 (G).

Finally, for the �rst set of constraints, we have

π
1

G=0
@̂(G)3G =

1
=

=’
C=1

π
1

G=0
5 (G,-C 2 OPT)3G 

1
=

l =

3 + 1

m


1
3 + 1

✓
1 +

3 + 1
=

◆
,

where we use the fact that for time horizon = and delay 3 , at most
⌃

=
3+1

⌥
elements can be collected.

By the above analysis, it follows immediately that the solution @̃(G) =
⇣
1 + 3+1

=

⌘�1
@̂(G) for each

G is a feasible solution to (MP) with objective value
⇣
1 � 3+1

=+3+1

⌘
· E [OPT]. This concludes the

proof. ⇤

L���� 3.3. For any continuous distribution D and g = ��1 (1 � 1
3+1 ), the optimal solution of (MP)

equals = · E [- · {- � g}].

P����. Let _G (resp., AG ) be the dual variable corresponding to constraint @(G)  5 (G) (resp.,
@(G) � 0) of (MP) for each G � 0. We denote by ^ the dual variable corresponding to constraintØ
1

G=0 @(G)3G 
1

3+1 .
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The following formulation is the dual of (MP):

minimize:
π
1

G=0
_G · 5 (G)3G +

^

3 + 1
(DMP)

s.t.: ^ + _G � AG  = · G 8G � 0
_G , AG � 0 8G � 0

^ � 0.

Let g = ��1
�
1 � 1

3+1
�
, where � is the c.d.f. of D. Note that by continuity of D, we have thatØ

1

G=g 5 (G)3G = 1
3+1 . We consider the following assignment: (i) We set @(G) = 5 (G) for all G � g , and

@(G) = 0, otherwise. (ii) We set _G = = · G � = · g for G � g and _G = 0, otherwise. (iii) Similarly, we
set AG = 0 for G � g and AG = = · g � = · G , otherwise. Finally, (iv) we set ^ = = · g .

For the above assignment, the primal objective becomes

= ·

π
1

G=0
G · @(G)3G = = ·

π
1

G=g
G · 5 (G)3G = = · E [- · {- � g}] .

Similarly, the dual objective becomesπ
1

G=0
_G · 5 (G)3G +

^

3 + 1
= = ·

π
1

G=g
(G � g) · 5 (G)3G + = ·

g

3 + 1

= = ·

π
1

G=g
G · 5 (G)3G � = · g ·

π
1

G=g
5 (G)3G � = ·

g

3 + 1
= = · E [- · {- � g}] ,

where in the last equality we use the fact that
Ø
1

G=g 5 (G)3G = 1
3+1 , by de�nition of g .

Now that strong duality is established, it su�ces to verify the Karush–Kuhn–Tucker (KKT)
optimality conditions. The associated Lagrangian is de�ned as

!(@, _,^, A ) = �= ·

π
1

G=0
G · @(G)3G +

π
1

G=0
_G (@(G) � 5 (G)) 3G

+^

✓π
1

G=0
@(G)3G �

1
3 + 1

◆
�

π
1

G=0
AG · @(G)3G .

It is easy to verify that the above assignment satis�es primal and dual feasibility. Further, for any
G � 0, it can be veri�ed that

m!(@, _,^, A )

m@(G)
= =G � _G � ^ � AG = 0.

In order to verify the complementary slackness conditions, for each G � 0, we have

_G · (@(G) � 5 (G)) = 0,

since _G = 0 if and only if @(G) < 5 (G). Similarly, for each G � 0, we have AG ·@(G) = 0, since AG = 0
for any G � g , where @(G) = 5 (G).

Finally, we have

^ ·

✓π
1

G=0
@(G)3G �

1
3 + 1

◆
= ^ ·

✓π
1

G=g
5 (G)3G �

1
3 + 1

◆
= 0,

since
Ø
1

G=g 5 (G)3G = 1
3+1 . ⇤

Hence, it follows that b�B (bgB )  1� 1
3+1 +

1
B . Further, by construction, b�B (bgB ) � 1� 1

3+1 . Combining
these two bounds proves the claim.
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B DESIGNING A REGRET-MINIMIZING POLICY FOR THE LEARNING SETTING:
OMITTED PROOFS

L���� 4.7. Let # 0C denote the number of samples available at the beginning of round C to the
policy which uses as threshold g 0 = ��1 (1 � 1.5/3+1), initialized in an arbitrary availability state
( 00 2 {0, . . . ,3}. Then, with probability at least 1 � X ,

# 0C �
©≠
´
d 0(3) � 43 · 3

s
log(1/X)
2(C � 1)

™Æ
¨
· (C � 1) � 43 · 3,

where d 0(3) = (3+1)/2.53+1.

P����. Let us denote by A
0 the �xed-threshold policy with threshold g 0 = ��1 (1 � 1.5/3+1). We

show this result by proving that # 0C satis�es the averaged Lipschitz condition, which implies that
we can apply the Azuma-Hoe�ding inequality [17, Corollary 5.20].

To begin, let ( 0C 2 {0, . . . ,3} denote the availability state of A 0 at the end of round C , where
( 00 2 {0, . . . ,3} is arbitrary. To begin, let us observe that, by the same arguments as used in
Lemma 3.4,

E
⇥
# 0C

⇤
=

C�1’
B=1
E

⇥ �
( 0B�1 = 0

 ⇤
� d 0(3) · (C � 1) � 43 · 3, (9)

where d 0(3) = (3+1)/(2.53+1). We aim to prove that # 0C satis�es the averaged Lipschitz condition with
parameter 43 · 3 , that is, for any time B 2 {0, . . . , C � 1}, and for any states l,l 0 2 {0, . . . ,3}, we
will show that��E ⇥

#C | (
0

0, . . . , (
0

B�1, (
0

B = l
⇤
� E

⇥
#C | (

0

0, . . . , (
0

B�1, (
0

B = l 0
⇤ ��

=

�����
C’
8=B

E
⇥ �

( 08 = 0
 
| ( 00, . . . , (

0

B�1, (
0

B = l
⇤
� E

⇥ �
( 08 = 0

 
| ( 00, . . . , (

0

B�1, (
0

B = l 0
⇤ �����

 43 · 3 .

Let us denote e( 08 as the process which follows ( 08 for the �rst B�1 time steps, and is at statel 0 at time
B , and evolves according to the analogous coupling as was considered in the proof of Lemma 3.4.
Then under this notation, and as a result of Lemma 3.4, we have that��E ⇥

#C | (
0

0, . . . , (
0

B�1, (
0

B = l
⇤
� E

⇥
#C | (

0

0, . . . , (
0

B�1, (
0

B = l 0
⇤ ��

=

�����
C’
8=B

E
h �

( 08 = 0
 
�

ne( 08 = 0
o
| ( 00, . . . , (

0

B�1, (
0

B = l,e( 0B = l 0
i �����



C’
8=B

E
h��� �

( 08 = 0
 
�

ne( 08 = 0
o��� | ( 00, . . . , ( 0B�1, ( 0B = l,e( 0B = l 0

i



C’
8=B

E
h n

( 08 < e( 08
o
| ( 00, . . . , (

0

B�1, (
0

B = l,e( 0B = l 0
i

 43 · 3,

where the �rst inequality follows by the triangle inequality and Jensen’s inequality, the second
follows since if one of ( 08 or e( 08 is not 0, then ( 08 < e( 08 , and third follows by the same arguments as in
Lemma 3.4.
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Hence, by applying (9) together with Azuma-Hoe�ding [17, Corollry 5.20], we conclude that

Pr

"
# 0C < d 0(3) · (C � 1) � 43 · 3

 
1 +

r
(C � 1) log(1/X)

2

!#

 Pr

"
# 0C < E

⇥
# 0C

⇤
� 43 · 3

r
(C � 1) log(1/X)

2

#
 X,

as claimed. ⇤

C UNCONDITIONAL HARDNESS AND REGRET LOWER BOUND: OMITTED
PROOFS

T������ 5.1 (U������������ ��������, [5]). For any n > 0 and delay 3 � 1, there cannot exist
a (d (3) + n)-competitive algorithm for the asymptotic case of our problem, where d (3) = 3+1

23+1 .

P����. For any �xed n > 0 and delay 3 , we consider a discrete reward distribution, such that
- = 1with probability 1�n , and- = -max = 1+ 1

3n with probability n . The time horizon is assumed
to be in�nite, thus we focus our attention on maximizing the expected average reward.

It is easy to see that any optimal policy can either (i) collect any observed reward, if the resource
is available, or (ii) collect the reward only if -C = -max. Clearly, since -max > 1, no optimal policy
skips the reward -max, if it is possible to collect it. For the policy of case (i), we can easily verify
that the average expected reward is equal to 1

3+1 (n-max + 1 � n). For the policy of case (ii), notice
that when the resource is available, a reward is collected with probability n (that is, if -C = -max).
By analyzing the underlying Markov Reward Process, it is easy to see that the expected average
reward of the second policy is exactly equal to n · -max ·

1
1+3n , where

1
1+3n is the probability that

the resource is available. For -max = 1 + 1
3n , we can see that both policies have exactly the same

average reward, which is equal to E [ALG] = 1/3. Thus, the expected average reward that can be
collected by any gambler in the above instance is exactly 1/3.
We now turn our attention to the prophet’s expected average reward. Given that the analysis

of E [OPT] is hard, we instead lower bound the prophet’s expected reward by considering an
approximate prophet that computes a possibly suboptimal solution given knowledge of the reward
realizations. For : 2 Z, we divide the time horizon into blocks of : (3 + 1) consecutive time steps.
At each block, the approximate prophet operates as follows: (a) if all the rewards of the block are
1, the prophet greedily collects any reward within the block starting from the �rst time step. On
the other hand, (b) if there exists a reward -max within the �rst (: � 1) (3 + 1) + 1 time steps of the
block, the prophet collects only this reward within the block. For simplicity, we assume that in any
other case the prophet collects no reward from the block. We remark that in the above algorithm,
the resource is always available at the beginning of each new block. In this setting, the expected
average reward of the approximate prophet is

E [OPT0] =
1

: (3 + 1)

⇣
(1 � n): (3+1) · : + ((: � 1) (3 + 1) + 1) n (1 � n) (:�1) (3�1)-max

⌘

=
(1 � n): (3+1)

3 + 1
+

✓
1 �

1
:
+

1
: (3 + 1)

◆
(1 � n) (:�1) (3�1)

✓
n +

1
3

◆
.

Now, by setting : = 1
3 d> (n

�1
)e and taking the limit for n ! 0, the expected reward collected by

the approximate prophet becomes E [OPT0] = 1/(3+1) + 1/3. Therefore, the competitive ratio of this
instance can be upper-bounded by

E [ALG]
E [OPT]


E [ALG]
E [OPT0]

=
1/3

1/(3+1) + 1/3
=

3 + 1
23 + 1

= d (3).
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⇤

L���� 5.3. The asymptotically-optimal policy for environment E1 (resp., E2) is to play strategy
S1 (resp., S2) at every time step. Further, the asymptotic expected time-averaged reward collected by
these policies is

E
E1

h
ALG

⇤

1

i
=
1 � n
3

and E
E2

h
ALG

⇤

1

i
=
1 + n · W (3, n)

3
,

where W (3, n) := 1+3
1+3 ( 1

3+1+n)
. Note that W (3, n) > 1 for every 3 � 1 and n 2 (�

1
3+1 ,

1
3+1 ).

P����. We can easily observe that, when the policy is initialized in the available state, by always
playing under strategy S1 it collects a reward exactly once every 3 + 1 time steps. Thus, at any time
C = : (3 + 1) for some integer : � 0, in environment E1, by playing under strategy S1 the algorithm
collects

E
E1

⇥
-: (3+1)

⇤
= 1 ·

✓
1 �

1
3 + 1

+ n

◆
+ -max ·

✓
1

3 + 1
� n

◆
=

(3 + 1) (1 � n)
3

.

Similarly, when the policy plays in environment E1 under strategy S2, once it reaches stationarity4,
at each time C it collects

-max · Pr
E1

[-C = -max] · cE1 (0) =
1 � n · W (3,�n)

3
,

where cE1 (·) is the stationary distribution of always playing under S2 in environment E1, and
W (3,�n) = 1+3

1+3 ( 1
3+1�n)

> 1 (since n 2 (0, 1/3+1)).
Therefore, noting that the rewards collected in environment E2 have exactly the same expression

after replacing n with �n , the (asymptotically) optimal policy for E1 (resp., E2) is to play S1 (resp.,
S2) at every time step. Using the above expressions, we thus have that

E
E1

h
ALG

⇤

1

i
=
1 � n
3

and E
E2

h
ALG

⇤

1

i
=
1 + n · W (3, n)

3
,

as claimed. ⇤

L���� 5.4. Let �C 2 {S1,S2} be the strategy chosen by an algorithm A at time C , and denote by
)S8 (=) =

Õ=
C=1 {�C = S8 and freeA(C)} the number of times over a time horizon = where strategy S8

is played while the resource is not blocked. Then, the regret in environment E8 can be lower bounded as

Regretd (3) (=; E8 ) � �E8
S1
E
E8

⇥
)S1 (=)

⇤
+ �E8

S2
E
E8

⇥
)S2 (=)

⇤
� O(3),

where �E8
S9

is the time-aggregated suboptimality gap corresponding to the regret incurred by the
algorithm for playing strategy S9 in environment E8 , where:

�E8
S1

= (3 + 1) · E
E8

h
ALG

⇤

1

i
� E

E8

[- ] ,

�E8
S2

= E
E8

h
ALG

⇤

1

i
· Pr
E8

[- = 1] +
✓
(3 + 1) E

E8

h
ALG

⇤

1

i
� -max

◆
· Pr
E8

[- = -max] .

4Note that, by Lemma 3.4, and since -max  3, the expected reward collected by always playing under strategy S2 in
stationarity and initialized as deterministically available, over any time horizon, di�ers at most by O(3) . Thus, when
considering the asymptotic time-averaged reward collected by this policy, it su�ces to assume it is stationary.
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In particular, �E1
S1

= 0 = �E2
S2
, and

�E1
S2

=
n · 3 + n2 · (3 + 1)

1 + 3
= ⇥(n) and �E2

S1
=
n · 3 � n2 · (3 + 1)
1 + 3

� 1
3+1 + n

� = ⇥(3 · n).

P����. Recalling the lower bound for the regret from (8), in order to prove the claimed bound, it
su�ces to show that

= · E
E8

h
ALG

⇤

1

i
�

’
C 2 [=]

E [-C · {ALG collects -C }] = �E8
S1
E
E8

⇥
)S1 (=)

⇤
+ �E8

S2
E
E8

⇥
)S2 (=)

⇤
� O(3).

Notice that, without loss of generality, at every round C , the algorithm can decide on a strategy
�C 2 {S1,S2} regardless of whether the resource is available or not. Hence, we may decompose the
inner terms of the LHS as

E
E8

h
ALG

⇤

1

i
� E

E8

[-C · {ALG collects -C }]

= E
E8

h
ALG

⇤

1

i
· E [ {�C = S1}] � E

E8

[-C ] E
E8

[ {�C = S1, free (C)}]

+ E
E8

h
ALG

⇤

1

i
· E
E8

[ {�C = S2,-C = 1}] � 0 · E
E8

[ {�C = S2,-C = 1, free (C)}]

+ E
E8

h
ALG

⇤

1

i
· E
E8

[ {�C = S2,-C = -max}] � -max E
E8

[ {�C = S2,-C = -max, free (C)}] .

Now, at this point, one might be concerned that some of the terms could be negative. For example,
at the time when the algorithm plays S2 and collects -max, the asymptotically-optimal policy only
collects E[ALG

⇤

1] < -max. However, observe that in that case the algorithm cannot collect any
reward for the next 3 time steps. Meanwhile, the asymptotically-optimal policy collects E[ALG

⇤

1]

at every time step. Applying this observation to the �rst and third terms above, and assuming that
C  = � 3 , we may rewrite the above in the following manner:

E
h
ALG

⇤

1

i
� E [-C · {ALG collects -C }]

=
⇣
(3 + 1)E

h
ALG

⇤

1

i
� E [-C ]

⌘
E [ {�C = S1, free (C)}]

+

⇣
E

h
ALG

⇤

1

i
� 0

⌘
E [ {�C = S2,-C = 1, free (C)}]

+

⇣
(3 + 1)E

h
ALG

⇤

1

i
� -max

⌘
E [ {�C = S2,-C = -max, free (C)}] .

Recalling that the choice of �C , as well as the availability of the resource at time C is independent of
-C , and summing the above expression over all C 2 [=], we obtain’

C 2 [=]

E
h
ALG

⇤

1

i
� E [-C · {ALG collects -C }] = �E8

S1
E

⇥
)S1 (=)

⇤
+ �E8

S2
E

⇥
)S2 (=)

⇤
� O(3),

where the additive loss of O(3) corresponds to the �nal O(3) rounds for which the time-aggregation
arguments above may not (necessarily) apply. Finally, observe that, using the expressions for
E[ALG

⇤

1] from Lemma 5.3, it is easy to verify that �E1
S1

= 0 = �E2
S2
, and that

�E1
S2

=
n · 3 + n2 · (3 + 1)

1 + 3
and �E2

S1
=
n · 3 � n2 · (3 + 1)
1 + 3

� 1
3+1 + n

�
⇤
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