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Abstract 

The heterocubane (commonly referred to as the cubane cluster, a molecular species 

comprising a cube-shaped core with different atom types at opposite corners) is a 

conserved general structure found in some of nature’s most crucial enzymes. Nature 

owes some of its most important reactions—like catalytic water splitting, nitrogen 

fixation, and the citric acid cycle—to the reactive versatility of the cubane structure. 

Few reviews have comprehensively highlighted the importance of this naturally 

occurring structure outside of (and prior to) the biological context, or have explicitly 

focused on the role of the cluster’s global coordination environment on reactivity and 

electronic structure across multiple core metal and core ligand identities. In this review 

we summarize the scope of existing synthetic chemistry in context of coordination 

environment and geometry and draw connections between these systems and the 

natural systems to offer insights into the properties of heterocubane clusters and their 

relation to biology. With biological uses ranging from simple one-electron transfer to 
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some of the most challenging chemistries such as water oxidation and nitrogen 

fixation, the cubane cluster is ubiquitous and requires a more general elaboration than 

has been previously provided; thus, we aim to provide a summary of the history and 

the current research climate regarding heterocubanes, hoping that it will inspire future 

endeavors and discoveries.  
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1. Introduction 

Cubane clusters have become a pervasive topic in the field of inorganic chemistry in the past few 

decades, largely due to their prevalence as metallocofactors in biology.[1, 2] However, their 

exploration as synthetic catalysts[2, 3] and magnetic materials[4] have made them of interest to a 

broader community of chemists as well. A cubane cluster is an inorganic cluster containing an 8-

membered cube-shaped core, where each atom is placed in a corner. The most common motif is 

the heterocubane cluster, typically made of 4 metal atoms and 4 non-metal atoms arranged as 

concentric opposing tetrahedra (Figure 1). 

Although diagramed as having square faces in Figure 1, the faces of cubane clusters can be 

rhombs resulting in a 3D structure more accurately described as a rhombohedron. The degree to 
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which these facial rhombs are "racked" in this manner is dependent upon the coordination 

environment about the metals and has implications for the reactivity and electronic structure of the 

resulting cluster. Cubane cluster chemistry has been reviewed on a number of occasions, usually 

with a focus on their relationship to specific biological cofactors[1, 5-11] or focusing on specific 

core atom compositions.[12-21] However, a comprehensive review of synthetic heterocubane 

cluster chemistry outside the context of direct biomimetics, and exploring the role of global 

coordination environment (core and terminal ligand identity, cluster geometry, and metal 

coordination number) on reactivity and electronic structure has not been undertaken. Such a broad-

scope examination of older systems, and systems that have not been explicitly linked to biology, 

reveals links to the biological systems and can offer insights. This review will highlight the 

importance of coordination environment and geometry in understanding the properties of 

heterocubane clusters as they relate to biological and biomimetic chemistry, reactivity, and 

electronic structure. 

 

Figure 1: Diagram of a simple heterocubane cluster constructed from an intervening tetrahedron 
of metal atoms (black) and one of non-metal atoms (white). Terminal ligands not shown. 
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1 A Brief Early History 

To our knowledge, the first known reports of a heterocubane cluster structure came in 1936 from 

Mann and Wells[22, 23] of a copper iodide heterocubane (though this word was not yet coined) 

with terminal trimethylarsine ligands. The structure was described as having "four cuprous 

atoms...arranged at the apices of a regular tetrahedron: the four iodine atoms lie each at the centre, 

but above the plane of, one face of the tetrahedron..." The structural figures from this report are 

shown in Figure 2. 

 

Figure 2: Reproduction of structural figures from the original report of the Cu4I4 cubane cluster, 
reproduced with permission from the Royal Society of Chemistry. Left: "The broken lines 
represent the edges of the tetrahedron formed by the four copper atoms, the apex occupied by the 
central copper atom being tilted forward to show all the four bonds joined to this atom. The iodine 
atoms are depicted on the faces of the tetrahedron in order to show their linkage to the neighbouring 
copper atoms: actually they lie well above the plane of the tetrahedral faces, as shown [at right]. 
The iodine atom on the rear face of the tetrahedron is not shown." Right: "the relative positions of 
the atomic centre...the rear iodine atom is vertically shaded for identification."[24] 

A second structure of such a cluster was not seen again for twenty-four years, until 1960, when a 

cube cluster structure was proposed as one of several possibilities for Cr4O4Cp4 (Figure 3),[25] a 

proposal that turned out to be correct.[26] Prior to this confirmation of the structure of Co4O4Cp4, 

the crystal structure of analogous Fe4S4Cp4 cubane systems were determined almost 

simultaneously in 1966 by Schunn et al at Dupont[27] and by the group of Dahl.[28] 
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Figure 3: Left: Proposed structure of Cr4O4Cp4 from Fischer in 1960[25], center: crystal structure 
of Fe4S4Cp4 from Dahl in 1966,[28] and right: confirmed structure of Cr4O4Cp4 from Bottomley 
in 1981[29]. Reproduced with permission from ACS and Wiley 

 
2. An Overview of Synthetic Cubanes in the Literature 

Since reports on synthetic heterocubane clusters precede the discovery of their biological 

counterparts by a significant margin, they were not connected to biology until much later in the 

1970s. For structurally characterized compounds alone, the Cambridge Structural Database 

suggests more than 4000 clusters; far too many to review here. Instead, this review seeks to offer 

a reasonable sampling to illustrate the synthetic permutations achieved on the heterocubane 

synthon, and to select representative and noteworthy examples of particular specimens with 

structural, magnetic, and reactivity features relevant to the more famous biological systems. Since 

the discovery of cubanes in biology, reports of synthetic cubane motifs have garnered additional 

interest, while their synthetic ancestors have largely been ignored. By a systematic and well-

sampled review of this chemistry, it is hoped that forgotten but equally relevant compounds may 

awake new interest and attention.  

2.1 Cyclopentadienyl-ligated systems 

While the cyclopentadienyl ligand is not to be found in biology and is electronically and 

structurally dissimilar from any biological ligand, these systems laid the groundwork for 

understanding of the electronic structure of cubane type clusters relevant to biology.  The study of 
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the magnetic properties of the cyclopentadienyl systems led to molecular orbital descriptions 

explaining coupling through covalent interactions between transition metals ions, and forms the 

foundation for much of modern understanding of metal-metal coupling in biological cubane 

clusters discussed throughout this review.  

The cyclopentadienyl-ligated cubane clusters typically display an η5-cyclopentadienyl type 

ligand at the four metal-based corners of the cubane, as illustrated in Figure 3, which shows the 

first example of such a system. The reports on metal-oxo cubanes with Cp-type ligands are almost 

exclusively limited to chromium systems[29, 34, 35], with the sole exceptions being Rh and Ir 

heterometallic systems where the cubane is part of a larger molybdenum- or tungsten oxide 

cluster.[36-39] Magnetic properties of these cubane systems find typically that Cr centers are 

antiferromagnetically coupled, giving rise to a ground state S = 0 magnetic state with the 

characteristic S-shaped temperature dependent magnetic susceptibility curve (Figure 4).[34] In 

this system, the default expectation is a Td symmetric 60-electron, diamagnetic spin system, which 

is presumed the case at low temperature. However, the covalent interactions between metal ions 

are weak, leading to thermal population of asymmetric spin states, leading to geometric distortion 

and nonzero magnetic states at room temperature.  

 

Figure 4. Original plot of temperature-dependent effective magnetic moment of Cr4O4Cp4, 
reproduced with permission from The American Chemical Society.[34] 
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The weak bonding, and thermally accessible magnetic excited states in the Cr4O4 systems 

is in contrast to the behavior in heavier-chalcogenide systems with terminal cyclopentadienyl type 

ligands. S-bridged cubanes are more common than the oxo-bridged systems[27, 28, 40-52] and 

are augmented by a few reports of analogous heavier chalcogenide-based cubanes containing 

metal ions bridged by Se[47, 48, 50, 52-55] and Te[51, 53, 56] atoms. Many of these reports were 

specifically focused on the M-M bonding character in the cubane clusters. While weaker 

interactions in metal-oxo clusters gives thermally accessible paramagnetic states[40, 41, 43], 

systems with stronger covalent bonds in the clusters of heavier chalcogenides such as S[48, 49, 

52, 54, 56]  lead to strong antiferromagnetic coupling. For the Cr systems, whereas the Cr-O 

cubane cluster possesses a weak antiferromagnetic coupling between metal centers due to weak 

bonding interactions, the S- and Se-bridged systems exhibit temperature-independent diamagnetic 

behavior resulting from the formation of stronger M-M bonds, despite similar M-M distances for 

the sulfur system[41], and longer distances for the selenium system.[57] Based on magnetic data, 

extended Hückel calculations, and comparative photoelectron spectra of the O and S systems, the 

argument was made that a similar electronic structure description applies to the chromium 

chalcogenide systems, but that the more narrow range of O-based orbital energies gives a narrower 

range of resulting molecular orbital energies, resulting in thermally accessible paramagnetic states 

for the O-bridged systems, but not for the S or Se bridged systems.[34, 57]  

Many of the studies of 2nd and 3rd row transition metal analogues of the heavier 

chacogenide-bridged clusters focused on a common theme: the variation in bond order in the 

internal M-M tetrahedron as a function of electron count, wherein a 60-electron system (i.e., a 

tetrahedron of four 15-electron metal centers, each of which with 3 d-electrons available for 

bonding) would contain six covalent bonds within the M4 tetrahedron (Figure 5). This is the case 
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in the Cr(III) systems discussed above. Every addition (or removal) of 2 more electrons effectively 

decreases the bond order by 1, giving systems with a partially covalently bonded central metal 

tetrahedron (Figure 6).[40, 43, 48, 49, 52] The effects of this covalent bonding is apparent in 

asymmetric distortions in clusters with an incompletely bonded M-M tetrahedron. Rauchfuss 

showed that such systems can have “mobile” M-M bonds, demonstrated in a thoroughly 

characterized Ir-S system, where the geometric distortion is localized, but equilibrates across all 

the M-M faces based upon temperature-dependent NMR studies.[52]  

 

Figure 5. Illustration of a 60-electron cubane cluster consisting of four 15-electron metal centers. 
The pairing of metal d-electrons (3 per metal center, red arrows) across the cubane provides a 
tetrahedron of six covalent M-M bonding interaction (red lines).  

 

Figure 6. Reproduced figure from Venturelli et al[52] showing idealized structures of M4S4Cp4 
cluster cores showing patterns of localized M-M bonding as a function of electron count. 
Reproduced with permission from The American Chemical Society. Terminal ligands are not 
shown but their donated electrons are included in the total electron count.  

 

The distortion of the heterocubane structure from the idealized 90° angles is thus highly 

dependent upon the electronic structure and does not obey a general set of rules. Systems with 

extensive M-M covalent bonding (e.g., Figure 5) tend to have obtuse internal X-M-X bond angles 

due to the metal atoms being attracted toward one another, with concomitant acute M-X-M bond 
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angles. In contrast, where M-M bonding is absent, and the M-M distances are increased, the 

rhombs of the cubane are distorted such that X-M-X angles are acute, and M-X-M angles obtuse. 

This is well illustrated in the crystal structure of the mixed-valent, formally [FeIII
2FeIV

2S4Cp4]2+ 

cluster[43], a 66 e- system which shows Fe-Fe bonding interactions across four faces of the cubane, 

and two faces without Fe-Fe bonds. The result is a distorted cubane with acute-S-Fe-S angles 

across the two non-bonded faces, and obtuse S-Fe-S angles across the four bonded faces. In Figure 

7, this is contrasted with an analogous 60-electron Cr4S4 cluster with covalent interactions across 

all faces of the cubane. 

 

Figure 7. X-ray crystallographic structures of [Cr4S4(MeCp)4]2+(left) and[Fe4S4Cp4]2+ (right) 
illustrating distortions resulting from covalent interactions. In the fully-bonded Cr system, all S-
Cr-S bonds are obtuse, while in the partially-bonded Fe system, widening of S-M-S bond angles 
is observed where M-M bonding occurs, and compression of S-M-S angles is observed where M-
M bonding is absent.[41, 43] Cp ligands shown in wireframe mode and hydrogens omitted for 
clarity. Coloring: Cr: blue, Fe: orange, S: yellow.  

 
Examples of cyclopentadienyl-terminated cubane clusters with hydroxide[58-61] ligands are less 

common and restricted to synthetic and crystallographic studies. CO-[62-66], imide[66], and 

hydride [64, 66] bridging ligands in Cp-ligated clusters have also been reported. The few examples 
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of structurally characterized μ3-phosphide-bridged heterocubane clusters are all at Cp-terminated 

clusters.[67-69]  

Carbon-based bridging organic ligands are much less common than those bearing nitrogen, 

oxygen, or sulfur, though these types of ligands are of particular interest to the nitrogenase 

enzyme’s iron molybdenum cofactor (section 3.7), and its central carbide atom. An example is 

methyl, which has been reported at structurally characterized Cp-type cubane clusters in a few 

instances[64, 65, 70-74], with examples at iron being particularly relevant to nitrogenase (see 

section 3.7.4).[65, 67, 75, 76] Some of these C-based ligands will be discussed further in section 

3.7.4.  

The most closely spaced metal-metal contacts in heterocubane clusters occur in boride (BH) 

systems. This is because the bridging boron atoms provide few electrons to the total electron count, 

leading to unpaired d-electrons for M-M bonding, and due to the small size of B, which allows the 

metal ions close to one another. For example, the Ni4(BH)4Cp4 cluster of Grimes[77] featured a 

closo structure with two Ni-Ni covalent bonds at a remarkably short 2.35 Å, while the other 

unbonded Ni-Ni contacts were longer at 3.56-3.59 Å (Figure 8). Though Grimes argued this 

structure was unexpected based on Wade’s rules[78] for borane clusters, a full electron count 

including the Ni, Cp, and BH ligands indicates this structure is a 68-electron cluster, consistent 

(see Figure 6) with the observed two Ni-Ni bonds.  
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Figure 8. X-ray crystal structure of Ni4(BH)4Cp4 cubane cluster with two Ni-Ni covalent bonds 
shown in gray.[77] Reproduced, recolored, and relabeled with permission from the American 
Chemical Society. 

 
Surprisingly, the analogous cobalt cluster from the same group, Co4(BH)4Cp4 exhibited the same 

closo structure with two apparent Co-Co bonds based on two crystallographically independent 

molecules, one on a general position, and one on a special position. This violates the expected M-

M bond order for such a 70-electron cluster, which should have only one Co-Co bond. The authors 

also note[79] that the structure does not obey Wade’s rules either. This anomaly may be 

explainable by the presence of two 0.5-bond-order contacts across the two bonded pairs of cobalt 

atoms. This half bond order is consistent with the rather longer (2.47-2.48 Å) Co-Co bonds in 

comparison to the 68-electron nickel system (2.35 Å).[77] Alternatively, some uncertainty in the 

composition of the crystalline phase is evidenced by the refinement of a spurious 1/5-occupancy 

chloride atom as part of the structure, whose origin and effect on electronic structure was not fully 

explained in this report.  

2.2 Strong-field-ligated cubane clusters 

Metal carbonyl cluster systems constitute perhaps the most extensive general class of cluster 

compounds. With the exception of the all-ferrous CN-ligated Fe4S4 cluster of Holm,[80] strong-
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field-ligand-ligated cubanes are not frequently discussed in the context of biological systems. 

However, these systems provide an important illustration of the biologically relevant bonding in 

cubane clusters by illustrating the stark contrast in M-M bonding effects in high-electron-count vs 

low-electron-count clusters. An overview of the M-M bonding in these systems is thus presented 

here using a few selected examples to provide completeness in the discussion of these biologically 

relevant bonding descriptions.   

In synthetic heterocubane clusters, CO[75, 81-92], CN-[80, 93-99], and NO[100-104] are 

frequently found as terminal ligands. Due to their π-acidic nature and neutral charge, CO terminal 

ligands typically support low-valent (electron-rich), low-spin, octahedral metal centers. Due to the 

low metallic charge, these systems most often achieve charge balance by featuring monovalent 

bridging ligands such as OH[81-85, 105], OR[86, 87], and SR[90-92] ligands. These systems have 

metal centers that tend toward ideal octahedral geometry with approximate 90° terminal C-M-C 

angles, but unlike the Cp-ligated systems, the core rhombs are usually distorted such that the Q-

M-Q angles are slightly acute, and the M-Q-M angles slightly obtuse (Figure 9). NO ligands almost 

exclusively feature S2- bridging ligands,[101, 103, 104] with the exceptions being examples of 

imide (NR2-) bridging ligands,[100] or mixtures of imide and sulfide.[101, 102] 

In addition to its π-acidity, CN is also negatively charged, and a stronger σ-donor than CO, 

and supports metals in the oxidation states (II-V), and usually with dianionic bridging ligands such 

as S2- [80, 85, 93, 94, 98, 99, 105, 106], Se2- [95, 96], and Te2- [97] for charge balance. Cubane clusters terminally 

ligated by CN can have either six-[95-98] or four-coordination.[80, 93, 99, 105, 107, 108] Six-

coordinate clusters are almost exclusively ReIV/V-based clusters[95-98], with Mo- and W-based 

clusters constituting the second most common class.[109-115] There have been a few classes of 

four-coordinate clusters terminally ligated by CN. 1) Fe4S4 model clusters of the nitrogenase iron 

protein cluster (more in Section 3.7),[80, 93, 99] 2) Fe-S clusters with corner substitution by 
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Mo[116] or V[117] analogous to the heterometallic nitrogenases (more in section 3.7), or 3) a class 

of Cu-S cubane clusters with corner-substituted Mo[118, 119] or W[120-122]. This latter class of 

Cu clusters is of interest in light of the sulfide-bridged Mo-Cu active site of the molybdopterin-

based carbon monoxide dehydrogenase enzyme discovered in the early 2000s (Section 3.6).[123-

126] 

The facial rhombs of terminally CN-ligated clusters distort in a manner opposite that of the 

CO- and NO-based clusters, with M-M contacts shortening, resulting in obtuse X-M-X angles and 

acute M-X-M angles. Unlike in the case of predictably bonded Cp-ligated clusters, there is very 

little variation in these structural trends, which hold for 1st, 2nd, and 3rd row, and for both early and 

late transition metals. These structural features occur because octahedral CO clusters tend to have 

high total electron count due to having six donor ligands per metal, and lower oxidation state 

(higher d-electron count) bringing them closer to the fully M-M antibonding 72 e- scenario, 

whereas the other geometries tend to have lower electron counts toward the fully bonding, 60 e- 

scenario. Though isolelectronic to CO, CN-ligated clusters show this tendency toward covalent 

metal-metal interactions because the negatively charged ligand encourages higher concomitant 

oxidation states for charge balance, reducing the electron count. And in the case of the four-

coordinate clusters, the decreased number of ligands further lowers the total electron count. In one 

example, the synthetic replacement of four NO ligands on tetrahedral Fe4Q4(NO)4 clusters (Q = S, 

Se) by twelve CO ligands resulted in a geometry change whereby the short 2.65 Å FeꞏꞏꞏFe contacts 

in the 60-electron nitrosyl (NO+-FeI) cluster expand substantially to 3.47 Å. This may be attributed 

to the conversion of the 60-electron cluster to the fully Fe-Fe antibonding 72 e- cluster[127]. 
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Figure 9. Typical distortions of the cubane core with the metal six-coordinated with (left) CO, 
(middle) CN, and (right) four-coordinate CN (or NO).  

A thorough computational study for the idealized 60-electron case in [Re4S4(CN)12]4- was 

predicted [128] to have the full complement of a tetrahedron of 6 M-M bonds based on electron 

localization function (ELF) analysis.[129] ELF is a useful analysis for the visualization of bonding 

and non-bonding electron pair locations, which provides a computationally rigorous analogy to 

Lewis theory. The ELF takes advantage of the Pauli exclusion principle to assign basins with high 

probability of paired electrons, which correspond to the locations of bonds, non-bonding “lone 

pairs”, or paired core electrons. This analysis uncovered disynaptic basins (bonds) centered 

between all six Re-Re vectors. (Figure 10). The analysis is consistent with the atoms in molecules 

(AIM) analysis[130] which also identifies six bond-critical points between all six of the Re-Re 

contacts. The terminal ligation by CN in these systems results in a cubane core distortion that 

moves the Re atoms toward one another and into bonding range (i.e., Fig 9, center). 
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Figure 10. (Left) ELF secant plane through three Re atoms in [Re4Se4F12]4–, essentially identical 
to the bonding motif in [Re4Se4(CN)12]4–. V(Re, Re) is the center of the disynaptic basin. (Right) 
ELF secant plane through two Re atoms and the Se atom in [Re4Se4(CN)12]4– illustrating disynaptic 
basins (bonds) for the C≡N (V(C, N)), Re-Se (*), and Re-Re (V(Re, Re)) covalent bonds. 
Monosynaptic basins (lone pairs) are shown for the CN—nitrogen lone pair (V(N)) and for the CN- 
donor pair V(C), which suggests the Re-C bond is predominantly an ionic interaction. Figures 
reproduced and modified with permission from Springer-Nature.[128] 

An example of a non-60-electron case, [Mo4S4(CN)8(NO)4]8-,[131] (Figure 11) may be described 

as a formally Mo(I) anionic cluster, a 68-electron system, four electrons short of the fully 

antibonding 72 e- case and providing the opportunity for the formation of two Mo-Mo bonds. 

Crystallographic evidence for these two Mo-Mo bonds is observed, and the cluster geometry is 

described as “two linked Mo2S2 quadrilaterals with metal-metal bonds (Mo-Mo = 2.99(3))”.  
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Figure 11. X-ray crystallographic structure and selected bond lengths in the distorted cubane 
cluster K8[Mo4S4(CN)8(NO)4]. [131] The bond metrics suggest Mo-Mo bonds between the two pairs 
of metals in each of the left and right Mo2S2 rhombs (individually), but no Mo-Mo bonding 
contacts across the cluster between the left- and right-hand rhombs. Image reproduced with 
permission from Wiley. 

As an example of a system lacking M-M bonds, the neutral Co4Sb4(CO)12 system represents the 

fully antibonding 72 e- system, and exhibits a cluster distortion that moves the metal atoms away 

from one another due to M-M antibonding (as in Figure 9, left), with a > 4 Å separation between 

the metals, and thus possessing no evidence of Co-Co bonding interactions.[132]  

The terminally cyano-ligated tetrahedral iron-sulfur cluster, [Fe4S4(CN)4]4- was 

biologically inspired and represented the first example of a fully ferrous iron sulfur heterocubane 

cluster[80], inspired by the iron protein of nitrogenase (discussed further in section 3.7).[80, 93, 

99] This cluster features a heterocubane with the expected distortion for a low-electron-count 

cluster, moving the iron atoms nearer the center of the cluster (Figure. 9-right), but outside of 

covalent bonding distance (2.68-2.69 Å), and despite structural similarity to the biological cluster, 

and to later synthetic models, the cyano-ligated cluster appears somewhat electronically distinct 

from the biological systems; it exhibits four equivalent iron centers based on Mössbauer 
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spectroscopy, whereas the comparative biological[133] and more accurate synthetic model 

systems[134, 135] show an electronic distortion evidenced by a 3:1 Mössbauer signal.  

  One particularly unusual iron heterocubane cluster, which bridges the discussion of 

cyclopentadienyl- and strong-field-ligated clusters, is the carbonyl-bridged, Cp-terminated iron 

cubane cluster of King[136] whose structure was determined by the group of Dahl (Figure 12).[62] 

Unlike the iron-sulfur clusters, this system is described as having a central tetrahedron of fully-

covalently-bonded FeI ions with internuclear FeꞏꞏꞏFe separations from 2.50-2.53 Å. This 

arrangement of Fe(I) and CO makes this system a terameric 1:1 CO:Cp analogue of the 

cyclopentadienyliron dicarbonyl (Fp) dimer, [(Cp)(CO)(μ-CO)Fe]2 for which the existence of an 

Fe-Fe bond is controversial. While the Fp dimer possesses an FeꞏꞏꞏFe interatomic vector of 2.46Å, 

well within the range for possible covalent bonding, most careful analyses have concluded that 

there is no formal Fe-Fe bond in the Fp dimer, and that the Fe-Fe interaction is actually an 

antibonding one.[137] In the heterocubane cluster, however, the d7 electron count of each 

tetrahedral Fe(I) ion implies a 60 e- cluster, and suggests the possibility for a full set of six Fe-Fe 

covalent bonds, and the pairing of all available d-electrons. This electronic structure is supported 

by the compound’s diamagnetic 1H NMR spectrum, which shows only a single, sharp Cp-based 

resonance.[136] 



19 

 

Figure 12. X-ray crystallographic structure of Fe4(CO)4(Cp)4 from Neuman et. al[62] illustrating 
an inscribed tetrahedron of covalent Fe-Fe bonds. 

2.3 Weak-field metal oxide/imide heterocubane systems 

The oxo ligand, being a strong σ- and π-donor, tends to favor high-oxidation states at early-to mid-

transition metals (so-called “oxophillic” metals). As such, the class of mid- to high-valent metal-

oxo clusters with cubane motifs constitute a large class of reported molecules. While a large 

proportion of these are of interest as small molecule magnets (SMMs), the manganese-oxo systems 

are of interest as biological mimics of the Oxygen Evolving Complex (OEC: a Mn-Ca-O cluster 

coenzyme responsible for the oxidation of water to dioxygen, Section 4). Due to the high-spin, d5 

nature of Mn(II) ions (S = 5/2 per Mn) and their propensity for ferromagnetic coupling in 

octahedrally ligated clusters, their SMM behavior is of interest and has been reviewed.[138, 139] 

A number of parent Mn4O4 cubane systems are worthy of note[140-147] as model compounds of 

the OEC of photosystem II (PSII, see Section 4).  

Among the most explored examples is the Mn12 cluster containing a Mn4O4 hetreocubane core 

with an equatorial ring of 8 carboxylate-bridged manganese atoms.[138] This motif was made 

famous by the group of Christou for having remarkably large magnetic moments: as high as S = 

19/2 and S = 10 (Figure 13), and has been the subject of extensive study.[148-167] Additional 
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examples of Mn-O cubane clusters are shown in Figure 14. Additional manganese cubane clusters 

with greater biological relevance are discussed in Section 4. 

 

Figure 13. Crystal structure of the Mn12 SMM motif[154] showing central heterocubane with 8 
equatorial, pendant, carboxylate-bridged Mn centers. Neopentyl and methyl groups shown in 
wireframe mode and hydrogens omitted for clarity.  

 

 

Figure 14. Face-fused dicubane-[169] and tricubane-[170] based SMMs. Polyoxometalate  
frameworks are shown in polyhedron mode. Carbon atoms shown in stick mode and hydrogen 
atoms omitted for clarity.  
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Reactivity studies on MnO cubane clusters are rare, usually limited to ligand exchange 

reactions[167], and a few examples of geometric rearrangements[171, 172], which will be further 

discussed in the context of the biological OEC in Section 4. Structurally characterized manganese 

oxo clusters with coordination number less than 6 are rare, though cubane clusters with other 

bridging ligands, such as organic oxide[173, 174], phosphine nitride[175, 176], and imide[177-

179] are known.  

Cubane clusters of other metals with oxide are not as extensively reported, but include examples 

with cobalt[180-186], chromium[26, 29, 34, 35, 57, 187-189], iron[190-192], copper[193], 

zinc[194, 195], ruthenium[196], and mixed-metal systems[36-39, 197-200]. Reactivity in metal-

oxo cubane systems frequently involves oxidation chemistry, suggesting possible parallels to the 

powerful cubane oxidant in the OEC—the biological water oxidation catalyst—since the cubane 

cluster systems of redox-active transition metal ions can act as a reservoir of electron density, and 

serve as a template for cooperative catalysis between multiple metal centers. Noteworthy examples 

include a cobalt hetreocubane catalyst for oxidation of benzylic alcohols to the corresponding 

benzaldehyde at low (0.2%) catalyst loading[180]. A zinc-oxo cubane system[194] exhibits unique 

O2 activation chemistry (Figure 15), succeeding in dioxygenation of a methyl ligand to a methyl 

peroxo ligand, detectable at low temperature. Upon warming, this system converts to the well-

established[201-207] corner-fused methylzinc-alkoxo double-cubane motif. It is worthwhile to 

note that Zn is putatively redox innocent, and the reducing equivalents that activate O2 are stored—

not in the metals—but in the methyl ligands, which are formally oxidized to a mixture of oxo and 

methylperoxo ligands. An iron-oxo heterocubane cluster with four additional pendant iron atoms 

was shown to exhibit water oxidation electrocatalysis, and act as a possible iron-based mimic of 

the Oxygen Evolving Complex of Photosystem II (Figure 16).[208] 
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Figure 15. O2 activation by a methylzinc diamine system to give cubane clusters concomitant with 

oxidation of methyl ligand to methylperoxo and methoxo ligands.  

 

Figure 16: X-ray crystallographic structure of the octanuclear water-oxidizing cubane cluster of 
Deutscher et al. Most carbon and nitrogen atoms shown as wireframe and hydrogen atoms omitted 
for clarity. Reproduced with permission from Wiley.[208] 

An important class of metal oxo cubanes are the cobalt oxide cubane clusters that have been 

implicated as water oxidation catalysts or precatalyts. Cobalt is often explored as an alternative 

metal to manganese in models of the oxygen evolving complex of photosystem II (see section 4) 
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due to the abundance of cobalt in the earth’s crust.[209] Molecular cubane clusters act as 

homogenous analogs to the water-oxidizing cobalt oxide/hydroxide amorphous films of Nocera, 

which are proposed to contain Co-O cubane motifs.[210] The cubane structure is also implicated 

in other cobalt catalysts as well; the group of Dismukes showed that incomplete (voided) cubane 

catalysts did not oxidize water in high pH environments (pH ≥ 7) that favor water oxidation, but 

the completed Co4O4 cubane cluster did catalyze the reaction.[211] Thus, a class of Co4O4 clusters 

for water oxidation have emerged,[212, 213] with various ligands aimed towards optimizing the 

catalysis. Studies using oxygen isotopic labeling of a homogenous Co4O4(OAc)4py4 (py = 

pyridine, OAc = acetate) revealed that the core stays intact during the reaction, hinting that the 

terminal oxo ligands are accountable for forming O2.[209] However, combined EPR, 31P NMR, 

and EDTA titrations determined that a Co(II) impurity may be responsible for most water 

oxidizing activity in the Co4O4(OAc)4(Py−X)4 class of cobalt cubanes (Figure 17).[214] 

 

Figure 17. Comparison of the structure of the Co4O4(OAc)4Py4 cubane cluster of Tilley with the 
hemicubane-containing structure of cobalt oxyhydroxide. Reproduced with permission from the 
American Chemical Society.[209] 

In addition to the abundance of reported metal oxo cubane systems, the isolobal imido ligand has 

a propensity to form the analogous cubane systems (see Figure 18), with iron and manganese 

systems representing the largest portion of reported structures. Also worthy of note are the cobalt 

imido structures of Fenske.[215] These clusters have been related to the nitrogenase and 
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photosystem II clusters, and will be discussed further in Sections 3.7 and 4.1.4. Like the Cp-ligated 

systems, metal imido cubane clusters tend to exhibit antiferromagnetic coupling, resulting in 

systems with minimized quantum spin. An all-Fe(III)-imido cluster from Lee, Fe4(μ3-

NTol)4(SMes)4 (Mes = 2,4,6-trimethylphenyl)[216] exhibits the S = 0 shaped magnetic 

susceptibility curve,[217] analogous to that for Cr4O4Cp4 (see Figure 4),[35] and is suggestive of 

weak antiferromagnetic coupling. A one-electron-reduced analogue, [Fe4(μ3-

NTol)4(SMes)3(N(SiMe3)2)]-, a formally 3-FeIII:1-FeII cluster, exhibited an S = ½ ground spin state 

based on EPR spectroscopy, also indicative of antiferromagnetic coupling.[217] In a related paper, 

the all ferric Fe4(μ3-NtBu)4Cl4 cluster was EPR silent, but a cluster with a one electron oxidized 

core, Fe4(μ3-NtBu)4NtBuCl3 possessed a S = ½ ground state also based on EPR spectroscopy, 

consistent with the expected antiferromagnetically coupled 3-FeIII-1FeIV core. This cluster 

represented the first example of a terminal imido ligand on iron, which had previously been 

claimed an impossibility.[218] The antiferromagnetic coupling behavior is analogous to that 

observed in  biological Fe4S4 cubanes and their analogues (Section 3). 
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Figure 18. Iron-imido cubane clusters from the group of Lee. Odd-d-electron systems exhibit S = 
½ quantum spin, while even-electron systems exhibit S = 0 spin, consistent with antiferromagnetic 
coupling of high-spin metal centers in all cases. Reproduced with permission from the American 
Chemical Society. [217, 218]  

In a related, but higher-oxidation-state Mn-based system, the all-MnIV cluster, Mn4(μ3-

NtBu)4(NtBu) possesses  remarkably close Mn-Mn contacts in the range of 2.54-2.56 Å.[178] With 

triply-bonded terminal imido ligands (M-N distance = 1.64 to 1.65 Å) donating 6 electrons to each 

manganese atom, this cluster represents an idealized fully M-M bonded 60-electron system (see 

Figures 5, 6). Unlike typical weak antiferromagnetic coupling in heterocubanes of four-coordinate 

first-row transition metals, this system exhibits temperature-independent diamagnetism suggestive 
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of full M-M bonding similar to 2nd and 3rd row transition metal chalcogenide cubane clusters with 

terminal Cp ligation.[48, 49, 52, 54, 56]  In the Mn-N system, M-M bonding orbitals were 

described using MO theory and DFT, and these models suggested bonding combinations through 

the expected frontier orbital combinations (dx2-y2 dxy, and dz2) described by Peters[219] for four-

coordinate metals with one multiply bonded terminal imido ligand (Figure 19).  

 

Figure 19. (Left) Orbital interaction diagram between the basis dx2-y2 dxy, and dz2 orbitals of the 
four Mn atoms, in Td symmetry, showing formation of six bonds. (Top) molecular orbital cartoon 
of the a1 and e symmetry Mn-Mn orbitals, and (Bottom) Kohn-Sham molecular orbitals of the a1 
and e symmetry Mn-Mn orbitals. t2 bonding orbitals are not shown. 

A few additional examples of simple metal imido structures exist, such as yttrium-[207] and 

iridium-imido[220, 221]  analogues of the cyclopentadienyl structures, a zinc-titanium system 

with parent imido (NH) bridging ligands and Cp* and terminal acetylene organometallic 

ligands,[222] and a series of halide-ligated cadmium cubane systems. Outside of imido clusters, 

most N-bridged cubane cluster systems are bridged by the nitrogen atom of phosphine nitride. 

[175, 176, 217, 222-228]  It is noteworthy that while only a small percentage of metal-oxo cubane 

cluster reports feature reactivity (with exceptions highlighted in various sections of this review), 

the relatively fewer reports of metal imido cubane cluster reports feature extensive reaction 
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chemistry with potential relevance to several cubane-cluster containing enzymes such as 

nitrogenase and carbon monoxide dehydrogenase.  Specific reactions include catalytic 

disproportionation chemistry[216], N-N bond cleavage[216, 217, 229], N=N bond 

formation[178], C-N bond cleavage[230-232], hydrogen atom transfer, and alkene 

oxygenation.[179] 

Cubane complexes of metals with bridging monoanionic oxygen ligands such as hydroxo[58-60, 

81-86, 233-241] and alkoxo[86, 87, 173, 174, 202-206, 241-270] are the most common type of 

structurally characterized M4O4 clusters, especially with regard to non-manganese transition 

metals. Many of these have already been covered in sections 2.1 and 2.2 on cyclopentadienyl and 

CO-ligated systems, but the set of OR bridged metal clusters also includes carboxylate-terminated 

systems[173, 233, 234, 236, 239, 244, 253-255, 269, 271] conceptually related to the extensive 

class of MnO molecular magnets and to the oxygen evolving complex of Photosystem II. 

Acetonylacetate and related terminal ligands also make up a significant fraction of the reported 

structures.[242-244, 248, 257]  

2.4 Weak-field, low-valent metal chalcogenide clusters. 

Heavier chalcogenide (Q) bridging ligands such as S, Se, and Te are of interest in comparisons 

and labelling experiments in biological Fe4S4 clusters and model systems. These chalcogenides 

are “softer” ligands according to the Pearson hard-soft acid-base theory[272], and as such, tend to 

promote lower oxidation states in metals they bridge. Due to their ability to form good pπ-dπ 

overlap with metals, 2nd-row nonmetal atoms (O, N) tend to have different ligation properties than 

their 3rd-and-higher-row counterparts (S, P), which do not form good π-bonds. For example, while 

terminal oxo and nitrido compounds are common, terminal sulfo and phosphido compounds are 

not for these reasons. In cubane clusters however, p-orbitals are unavailable for π bonding, but 
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ideally suited for σ-bonding in all-μ3-binding modes of bridging ligands, and therefore, analogous 

geometries are accessible down the columns of nonmetals due to similar σ-only bonding properties 

of these bridging atoms. A surge of interest in the cubane structural motif occurred after the 

discovery of the Fe4S4 cubane cluster in biology (discussed further in section 3.1), and since then 

extensive synthetic exploration has shown that these cubane motifs are widely accessible using 

different metals and different bridging ligand atoms. The biologically relevant chemistry of 

biomimetic synthetic metal chalcogenide clusters, especially that of Fe-S clusters, will be 

discussed further in section 3.   

Reported synthetic metal chalcogenide clusters are predominantly of the Fe4S4 type, 

containing four-coordinate iron, most often with a biomimetic terminal thiolate ligand, as observed 

in biological iron-sulfur proteins.[1, 273] There has been interest in the degree to which core ligand 

substitution alters the electronic structure of such systems. The electronic structure of Fe4S4, 

Fe4Se4, Fe4Te4 are all remarkably similar considering the differences in basicity, polarizability, 

and ionization potential of these chalcogenides. For instance, the three homologous iron 

chalcogenide clusters: [Fe4Q4(SPh)4]3- (Q = S, Se, Te) all have an analogous cubane structure, with 

the Fe-Fe distances increasing slightly down the Q series due to increasing size of the chalcogenide 

ligand.[274] These clusters all have a ground spin state of 3/2, attributed by these authors to strong 

zero-field splitting, but magnetic behavior at elevated temperature is more simple, described as 

antiferromagnetic coupling of three high-spin Fe(II) ions and one high-spin Fe(III) ion, with the 

value of the antiferromagnetic coupling, J, decreasing down the Q series due to increasing 

intermetallic distance: J = -114.7, -65.3 cm-1 and -30.5 cm-1 for Q = S, Se, and Te, respectively 

(Figure 20). Magnetic ordering in Fe4Se4 clusters was also thoroughly investigated by Holm[274] 

and showed the same antiferromagnetic coupling with a ground spin state of 3/2. No analogous 
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four-coordinate Fe-O cubane clusters have been reported to our knowledge. This is presumably 

due to the influence of the hard oxide donors, which favor higher oxidation state and octahedral 

iron centers instead of the low-valent tetrahedral sites of Fe4Q4 clusters. The extensive chemistry 

of Fe4S4 cubanes will be discussed in more detail in the next section. 

 

Figure 20. Magnetic susceptibility for a series of Fe4Q4 cubanes (Q = Te, Se, S) and their 
corresponding values of magnetic coupling constant. Figures reproduced with permission from the 
American Chemical Society. [273] 

3. FeS Cubanes 

3.1 Discovery 

The chemistry of iron-sulfur clusters has been extensively reviewed,[1] and the present 

discussion is therefore limited to a short historical development of Fe-S cubane chemistry, with an 

emphasis on the electronic effect of core and terminal ligand identities where appropriate. In 1971, 

a structure of the long-sought "non-heme" iron center of the high-potential iron protein (HiPIP) 

was determined.[275] This structure showed the cofactor to be a heterocubane cluster of iron and 

sulfur atoms ligated to the protein by four cysteine residues (Figure 21). 
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Figure 21. 3D crystal structure of the HiPIP of Chromatium, displaying the central Fe4S4 

heterocubane cluster.[278] 

A few examples of Fe-S heterocubanes had already been synthesized at this time using 

cyclopentadienyl terminal ligands.[276, 277] However, with the discovery of the iron sulfur 

cubane cluster came a new effort to synthesize model compounds. The first report of a Fe-S 

heterocubane model complex came in 1972, close on the heels of the HiPIP crystal structure, and 

featured a Fe4S4 cubane core, with benzylthiolato terminal ligands accurately modeling the 

protein’s tetrahedral cysteine ligand environment (vide infra, section 3.2.2).[278] Since this 

discovery, the ubiquitous use of iron-sulfur clusters in electron transfer reactions has become 

apparent, not only in HiPIP, but also in ferredoxins, and other specialized electron transfer 

proteins.  

The discovery of Fe-S cubane clusters as catalytic cofactors widened the scope of the 

chemistry of these systems. Aconitase[279-281] is a hydrolytic enzyme responsible for 

isomerization of citrate to isocitrate in the Krebs cycle. The consensus mechanism of aconitase is 

a dehydration-rearrangement-hydration reaction with an unsaturated aconitate intermediate.[282] 
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It is curious that nature has evolved the use of an iron-sulfur cluster (an archetypal redox cofactor) 

to act as a redox-innocent Lewis acid catalyst to mediate a non-redox reaction, and a number of 

other hydrolases are based upon a similar motif exist as well.[283] In addition to serving as electron 

reservoirs or Lewis acid catalysts, Fe-S cubane systems can serve as redox catalysts, acting as a 

substrate binding site, but also as storage for redox equivalents for catalysis, as in nitrogenase, CO 

dehydrogenase, and hydrogenase. The highly variable functionality of these motifs will be 

described further in the following sections. 

3.2 Electron Transfer 

3.2.1 Fe-S cubane electron transfer proteins. 

The chemistry and biology of electron transfer proteins has been reviewed in a 

comprehensive book chapter accessible to a wide range of readers.[284, 285] The general purpose 

of iron-sulfur cubane clusters is electron transfer, for which they serve roles in bacterial HiPIP, as 

well as in the ferredoxins (Fdx). The cofactor also appears in numerous redox enzymes such as 

nitrogenase[286-289], hydrogenase[290], and multi-cofactor electron transfer proteins in the 

electron transport chain. [284, 285]  

Ferredoxins[284, 285] are found in all life forms, and several different versions are known. 

The archetypal 4-Fe Fdx has a single Fe-S cubane cluster ligated by four cysteine thiolates. There 

also exists a rarer 3-Fe Fdx with a “voided” Fe3S4 cubane structure (See Figure 23). The 7- and 8-

Fe Fdxs each have two iron-sulfur clusters; the 7-Fe ferredoxin possesses both a Fe4S4 

heterocubane cluster, and a Fe3S4 voided cubane cluster, while the 8-Fe Fdx has two Fe4S4 cubane 

clusters. These are attached to the protein via ligation of each iron by cysteine thiolate ligands. 

Despite having as many as eight potentially redox active metal centers, iron-sulfur electron transfer 
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proteins carry only one redox equivalent per protein. The four-iron ferredoxins, for example, use 

only the 2-FeII:2FeIII/3-FeII:1FeIII redox couple (abbreviated Fdxox/Fdxred respectively).  

Although some other members of the Fe-S protein families do not possess cubane structure, 

it is worthwhile to briefly mention them in the interest of completeness.[284, 285] These include 

the 2-Fe Fdxs, whose active sites contain a dimeric Fe2S2 rhomb, also held into the protein via four 

cysteine thiolates. A similar cofactor in the Reiske protein family possesses the same Fe2S2 rhomb 

but is ligated by two cysteine and two histidine residues. Finally, the 1-Fe rubredoxin (Rdx), 

despite the absence of sulfide ligands, is considered among the Fe-S proteins due to its sole iron 

center being ligated by four cysteine thiolate residues.  

Despite their apparent structural and compositional similarity, iron-sulfur cubane clusters 

have a remarkable versatility in their range of reduction potentials, spanning more than 1 V! These 

reduction potentials (vs. NHE) range from less than -600 mV for the 7-Fe ferredoxin to greater 

than +400 mV for the HiPIP (though there is a gap in the middle between -150 and +100 mV vs. 

NHE that is spanned by other Rdx, Reiske, and cytochrome c proteins).[284, 285] Biology tunes 

the potentials of Fe-S proteins via a number of means. Proximity of the cofactor to nearby amino 

acid dipoles or full charges (such as other Fe-S cofactors, as in the 7- and 8-Fe Fdx) will alter the 

reduction potentials. Additionally, the sign of the charged surface amino acids, which solubilize 

the protein, can alter the reduction potential over a range of 400 mV, with negatively charged 

residues (carboxylates) lowering the reduction potential while positively charged (ammonium) 

residues raise the reduction potential. Reduction potentials can also be tuned by the degree of 

solvent accessibility of the Fe4S4 cluster; an Fe4S4 cubane cluster near the surface of the protein 

will experience an increased reduction potential since the buildup of negative charge upon 

reduction can be shielded by nearby solvent water molecular dipoles. Similarly, poorly-solvent 
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accessible (deeply buried) iron-sulfur cofactors will have a decreased reduction potential since the 

buildup of negative charge upon one-electron reduction is poorly masked by the hydrophobic 

protein interior. The HiPIP system (Figure 21) exemplifies the alteration of redox potentials by 

deeply burying the cofactor in the low-dielectric interior of a protein. This deeply-buried cofactor 

has its reduction potential lowered by such a large degree that under physiological conditions it 

operates one entire oxidation number higher in comparison to Fdx. In other words, to avoid the 

buildup of a large negative charge in a low-dielectric protein pocket, while ferredoxins use the 

Fdx2-/Fdx3- couple (2FeII:2FeIII/3-FeII:1FeIII), the high-potential iron protein instead uses the 

HiPIP1-/HiPIP2- couple (1-FeII:3FeIII/2-FeII:2FeIII). Being an entire electron more oxidized, this 

protein has a higher reduction potential than the more reduced Fdxs, hence the name: high-

potential iron protein. The combination of all these redox tuning approaches permits biology to 

alter the redox potential of this simple cubane motif over arrange of about 1.1 V. The tactics by 

which biological systems tune the potentials of Fe-S proteins are illustrated in Figure 22. The 

exquisite tuning of redox potentials is prerequisite for effective electron transfer processes 

essential to life; precise redox tuning controls not only the thermodynamics, but the kinetics of 

electron transfer to selectively and precisely direct the flow of redox equivalents between proteins 

in the cell.[285] 
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Figure 22. Cartoon illustration of a generic Fe4S4 protein (center) and modifications used by 
biology to tune reduction potential from low to high. The diagrams are not meant to represent 
specific biological proteins, but to illustrate the concepts relevant to potential tuning.  

 

 

Figure 23. Cartoon diagram of the structures of the 3-, 4-, 7-, and 8-Fe ferredoxins. 
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3.2.2. Model chemistry. 

While a few examples of Fe4S4 cubane clusters existed prior to the discovery of the cubane 

structure of the HiPIP, these clusters were terminally ligated by Cp, making them electronically 

distinct from the thiolate-ligated clusters of biology. A number of thorough reviews from Holm 

and collaborators have summarized progress in this area.[1, 5, 6, 272, 291]  We focus therefore on 

a subset of historically important results, starting with the report from Herskovitz, et al, 

representing the first synthetic model of the iron-sulfur cubane in 1972, the year after the discovery 

of the Fe-S cubane of HiPIP.[278] The compound was prepared using an anion metathesis 

approach that became standard for such cluster types: the reaction of the metal chloride with a 

hydrosulfide source and a base. The iron centers are partially reduced to the ferrous state by 

oxidation of hydrosulfide (and/or thiolate), and the compound is crystalized as the 

tetraethylammonium salt by the introduction of Et4NCl: 

4FeCl3 + 5 NaSH + 4 BzSH + 9 NaOMe + 2 Et4NCl  [Et4N]2[Fe4S4(SBz)4] + 14 NaCl + 9 MeOH + S 

The compound, shown in Figure 24, is the redox analogue of HiPIPred (or Fdxox), and features 

remarkable geometric similarity to the biological system. The Fe-Fe spacing of ~2.73 -2.78 Å and 

the obtuse angles at Fe in the Fe2S2 rhombs (104-117°) faithfully reproduce the metrics of the 

crystal structure. The reported structure features an axial distortion from the idealized regular 

rhombohedron that results in two types of S-Fe-S bond angles (more acute 104°, and more obtuse 

112 and 117°). The authors attributed this distortion to crystal packing, not to an asymmetric 

electronic structure, even though this mixed diferrous/diferric system possesses a total electron 

count of 54 e-, which would lead to asymmetric Fe-Fe covalent interactions (see Figure 6); the Fe-

Fe separation of >2.7 Å may be too large for meaningful metal-metal covalent bonding. The 

electronic structure of the synthetic cluster indicates a ground state singlet, S = 0 spin state based 
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on the S-shaped magnetic susceptibility curve (Figure 25), suggesting antiferromagnetic pairing 

between the two ferrous sites, and between the two ferric sites as the simplest electronic 

description. It should be noted that detailed electronic coupling descriptions of Fe-S systems are 

more complicated than simple whole-ion coupling, and can involve, for example, 

antiferromagnetic coupling of two ferromagnetically coupled S = 9/2 FeII/FeIII pairs,[292] which 

also gives an apparent antiferromagnetically coupled S = 0 result, behavior more consistent with 

a system containing covalent metal-metal interactions across some but not all faces of the cubane. 

The S = 0 spin state of this model compound is also a match to the behavior of the equivalent 

valence state in HiPIPred and 4-Fe Fdxox, which are both S = 0 clusters. Further, the Mössbauer 

spectral parameters for the compound are described by a simple quadrupole doublet that matches 

closely to the isomer shift and quadrupole splitting of the HiPIP and Fdx clusters, suggesting 

delocalization of the FeII and FeIII centers across the cluster.[293] 

About five years later, the first structures of synthetic analogues of the reduced 4-Fe ferredoxins 

were published also by the Holm group.[294] The reduced form of the cluster, [Fe4S4(SPh)4]3- is 

also distorted from an idealized regular rhombohedron, but with slightly elongated bonds 

consistent with overall reduction by one electron (Figure 24). This cluster exhibits an EPR 

signature (Figure 25) consistent with an S = ½ spin system, most simply described by an 

antiferromagnetically coupled system of three high-spin FeII ions and one high-spin FeIII ion. 

Further, the Mössbauer spectra show two overlapping quadrupole doublets, suggesting two types 

of iron centers in this complex. This suggests a description in Fe4S4 clusters of two pairs of 

antiferromagnetically coupled iron centers, where the FeII and FeIII sites comprise a single spin 

system and share the extra electron more rapidly than the timescale of the Mössbauer experiment 

(Figure 26). Thus, for the oxidized 2-FeII:2-FeIII  cluster, (Fdxox) antiferromagnetic coupling and 
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rapid exchange of FeII and FeIII character gives a S = 0 with one apparent type of metal center, 

while the reduced 3-FeII:1-FeIII cluster (Fdxred) exhibits a S = ½ state, and two types of iron signals 

on the Mössbauer timescale: a FeII:FeIII pair (analogous to the Fdxox irons) and a FeII:FeII pair, with 

a different signal shape. This behavior is all analogous to the spectral and magnetic properties in 

the protein system, suggesting these clusters represent reliable synthetic structural and electronic 

analogues.[1]  

 

Figure 24. (left) Crystal structure of [Fe4(µ3-S)4(SBz)4]2-  and (right) [Fe4(µ3-S)4(SPh)4]3-. Figures 
reproduced with permission from the National Academy of Science of the USA and the American 
Chemical Society). [278, 294] Ellipsoids are set at 50 percent probability level. Hydrogen atoms 
and phenyl rings are omitted for clarity. 
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Figure 25. (Left) Magnetic susceptibility of [Fe4S4(SBz)4]2- given as magnetic moment per iron 
showing S = 0 antiferromagnetically coupled S-shape profile. (Right) EPR spectra of 
[Fe4S4(SPh)4]3- at (a) 4, (b), 14, (c) 24, and (d) 35 K, showing a rhombically distorted axial g ~ 2 
signal consistent with an S = ½ system. Figures reproduced with permission from the National 
Academy of Science of the USA and the American Chemical Society.[278, 294]  

 

Figure 26. Mössbauer spectra of synthetic models of Fdx. Top: 1.5 K spectrum of [Fe4S4(SBz)4]2- 
showing single quadrupole doublet suggesting all iron atoms are equivalent on the Mössbauer 
timescale. Bottom: 4.2 K spectrum of Fe4S4(SPh)4]3- showing two sets of overlapping quadrupole 
doublets, suggesting two types of distinct iron atoms on the Mössbauer timescale. Figure 
reconstructed with permission from the American Chemical Society.[293, 294] 
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In the intervening years, extensive examples of Fe4S4 clusters have been published, pushing 

the boundaries of the redox capabilities of these systems. Almost 10 years later, a synthetic model 

of the oxidized form of the high-potential iron protein, HiPIPox, a 1-FeII:3-FeIII cluster, was 

prepared by Millar; the compound [Fe4S4(SC6H2
iPr3)4]- was crystallized as a tetrabutylammonium 

salt.[295] The isolation of this unstable structure was made possible by the use of sterically 

encumbered diisopropylaryl groups on the thiolate capping ligand, which serve as electron donors 

to stabilize the oxidized core, and as steric protectors against decomposition. This synthetic system 

also mirrored biology by virtue of an overall antiferromagnetically coupled S = ½ description 

based on EPR spectroscopy, and a delocalized FeII ion based upon the observation of a single 

Mössbauer quadrupole doublet.[296] Other synthetic achievements worthy of note are the 

realization of the all ferrous Fe4S4 cubanes stabilized by π-electron withdrawing terminal CN-[80] 

or n-heterocyclic carbine ligands[297], which bear potential analogy to the Fe4S4 cubane cluster 

of the iron protein of nitrogenase (more in section 3.7). At the other extreme is the realization of 

the all-ferric Fe4S4 cubane by the use of strongly σ-donating and sterically encumbered 

bis(trimethylsilylamido) terminal ligand.[298, 299]  

3.3 Aconitase 

3.3.1 Biological cofactor.  

Aconitase is a key enzyme in the Krebs (or citric acid) cycle of heterotrophic organisms. It is a 

hydrolytic isomerase responsible for the interconversion of citrate and isocitrate, which it achieves 

via the dehydrated intermediate aconitate (Scheme 1). 
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Scheme 1. Catalysis by aconitase: Reversible dehydration of citrate to aconitate, followed by 
reversible asymmetric hydration of aconitate to isocitrate.  

 

Generally, hydrolases act via Lewis acid catalysis, as inductive stabilization of transition states 

through coordination chemistry is sufficient to achieve most hydrolysis reactions. It is therefore 

curious that aconitase evolved to use an Fe4S4 heterocubane cluster motif—an active site usually 

associated with electron transfer reactions—for a redox-innocent Lewis acid catalyst. Unlike the 

HiPIP and Fdx systems, aconitase possesses only three ligating cysteine residues. The fourth iron 

center binds and activates the substrate water molecule used in the hydrolysis/hydration reactions, 

and aconitase, in its active form, does not change its oxidation state, remaining in the 

diferric/diferrous 2-FeIII:2-FeII state throughout catalysis.  

Nature’s selection of this 3-Cys coordination environment has implications for the chemical 

behavior of the aconitase cofactor. While redox chemistry is not inherent in the operation of the 

enzyme, exposure to air results in oxidation of the cluster active site. In this inactive form, due to 

the lack of a 4th cysteine templating ligand, an iron ion is lost, giving the Fe3S4 "corner-voided 

cubane" cluster at the active site[281, 300, 301] (Figure 27). This cluster is an all-FeIII species 

based upon a single quadrupole doublet observed by Mössbauer spectroscopy consistent with an 

all-ferric system.[302]  Reduction of this all-ferrous cluster by one electron using sodium dithionite 

gives a new Mössbauer spectrum nearly identical to that of the oxidized 3-Fe Fdx, indicating 2-

FeII:1-FeIII systems that are highly analogous. Both these system exhibit two Mössbauer 

quadrupole doublets in a 1:2 ratio. However, the intensities of the two signals are opposite of that 
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expected for a 1-FeII/2-FeIII cluster. The low δ, low ΔEQ doublet—corresponding to more oxidized 

iron—is half the intensity of the larger δ, larger ΔEQ doublet corresponding to more reduced iron. 

This suggests again that simple whole-ion coupling models are not applicable, and that the more 

oxidized ferric iron is delocalized with one ferrous iron ion such that the 2:1 signal ratio represents 

an FeIII/FeII pair and a single FeII respectively (Figure 28).[282, 303]  

 

Figure 27. X-ray crystal structures of aconitase crystalized with isocitrate. (Left) Inactive, oxidized 
form, showing the Fe3S4 voided cubane cluster (PDB: 1ACO).[304] (Right) Active, reduced form 
showing the catalytic Fe4S4 cluster (PDB: 1B0J).[305] 

 

Figure 28. Mössbauer spectra of the three-iron center of oxidized aconitase reduced by 1 e- 
(bottom spectrum), compared to the 3-Fe bacterial Fdx (top spectrum) for comparison. Both 
spectra fit well to two doublets (I and II) in an integral ratio of 2:1 respectively, consistent with a 
FeII/FeIII pair and another FeII center. Reproduced with permission of the American Chemical 
Society.[282, 303] 
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  The EPR spectrum of the all-ferric oxidized aconitase exhibits a S = ½ EPR spectrum[280] 

(Figure 29). The fact that an all-ferric Fe-S cluster could give rise to a S = ½ cluster serves as 

another clear example of the failure of whole-ion ferro- or antiferromagnetic coupling models to 

describe electronic structure in cubane cluster systems. With a simple antiferromagnetic 

description for an all-ferrous Fe3S4 cluster, the smallest quantum spin that could be arrived at 

would be S = 5/2. The experimental S = ½ spin illustrates that more complex coupling structures 

are frequently in place in Fe-S cubanes and may be relevant even when a more simplistic coupling 

model can explain the spin state. More sophisticated descriptions of magnetic coupling are 

informed by the Dahl bonding model (Section 2.1), which permits non-Hund electron 

configurations via Fe-Fe covalent interactions. Such a scenario will be further invoked in the 

section on nitrogenase, Section 3.7.  

 

Figure 29. EPR spectrum of fully oxidized S = ½ all-ferric [Fe3S4]+ cluster in pig heart aconitase 
in comparison to the spectrum of oxidized S = ½ 3-FeIII:1FeII [Fe4S4]3+ cluster in HiPIPox, both 
exhibiting a rhombic S = ½ EPR signature.[280] Image reproduced with permission from the 
American Society for Biochemistry and Molecular Biology. 

 

The inactive voided-cubane structure of aconitase may be reactivated by the addition of 

reducing agents and additional iron. The resulting reconstituted catalyst regains the 4th iron center 

and the substrate water-hydroxide ligand on the removable iron. Several Mössbauer and EPR 
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studies have examined the reconstituted cluster using 57Fe.[280, 302, 306]  Unlike the isoelectronic 

Fdxox or HiPIPred clusters, which exhibit FeII and FeIII centers in analogous all-sulfur ligation fields, 

the active site of aconitase exhibits different Mössbauer signatures for the apical iron than for the 

three cysteine-ligated iron atoms. This difference in behavior is partially explainable by the 

asymmetric coordination environment. The presence of a hard hydroxide (or carboxylate) donor 

at the apical iron results in a localized electronic structure that is different from the iron ions with 

three soft sulfide donors. These differences may be observed in light of substrate binding, which 

causes drastic changes to the Mössbauer peaks corresponding to the 57Fe axial iron even as the 

three remaining sulfide-ligated Fe centers are comparatively unperturbed.[306] 

3.3.2 Synthetic model compounds 

Along with the existence of 3-Fe ferredoxins in bacteria,[276, 277, 307-309] the Fe3S4 

motif in aconitase resulted in synthetic modeling efforts for the Fe3S4 cluster.[7, 310] This was 

achieved by a wide-bite tridentate hexakis(arylthio)benzenetrithiol, L(SH)3 (Figure 30). The 

resulting synthetic cluster, [Fe3S4(LS3)]3- exhibits remarkable spectroscopic similarity to the 

protein based Fe3S4 centers. Figure 31 shows the comparative Mössbauer and parallel mode EPR 

spectra of the 1-FeII:2-FeIII clusters of one-electron reduced inactive aconitase and the synthetic 

model compound, illustrating that both posess 1:2 Mössbauer doublets with similar isomer shifts 

and quadrupole splitting, and similar EPR spectra assigned to an S = 2 quantum spin state for the 

reduced trinuclear cluster.  
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Figure 30. Left: structure of hexakis(arylthio)benzenetrithiol ligand (L(SH)3) template used in the 
preparation of stable Fe3S4 clusters. Right: X-ray crystal structure of [Fe3S4LS3]3- cluster. 
Reproduced with permission from the American Chemical Society.[7] 

 

 

Figure 31. Comparative spectra of synthetic [Fe3S4LS3]3- cluster (top) and isoelectronic reduced 
[Fe3S4(CysS)3]3- cluster of inactive aconitase. (Left) Mössbauer spectra[7, 303] (figure 
reconstructed with permission from The American Chemical Society and The Federation of 
American Societies for Experimental Biology). (Right) Parallel mode X-band EPR 
spectroscopy[7, 311] (figure reconstructed with permission from The American Chemical Society 
and Elsevier.) 

 

3.4 Radical SAM enzymes. 

In addition to aconitase, the role of catalytic Fe4S4 clusters is now broadly recognized, as 

these clusters serve as redox cofactors (or components-thereof) for several catalytic 
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metalloenzymes. These enzymes may feature direct connection of Fe4S4 clusters to the catalytic 

active site, or binding of the activated molecule directly at the Fe4S4 cluster catalyst. The radical 

S-adenosyl methionine (radical SAM) class of enzymes is an example of the latter.[312, 313] Like 

aconitase, the Fe4S4 binding site has only three cysteine donors, with the forth iron atom ligating 

to the SAM cofactor, and activating it for catalysis of one-electron processes. Correspondingly, 

this protein-unbound iron center is also dissociable under oxidizing conditions to give an all-ferric 

voided [Fe3S4]+cubane analogous to that of aconitase,[314] which has facilitated insertion of 

isotopically labeled 57Fe into the active site for Mössbauer spectroscopic studies.[315] These 

studies, along with EPR[315, 316], showed that adenosyl methionine (AdoMet) binds directly to 

this iron atom. This direct binding of AdoMet was also later supported by 2H and 13C isotopic 

labelling[317], ENDOR[318] and by several solutions of the single-crystal X-ray crystallographic 

structure of the enzyme.[317, 319, 320]  

The normal role of radical SAM enzymes is to facilitate mechanistically challenging, 

synthetically powerful one-electron chemistry. The development of such one-electron chemistry 

by living systems has been essential to the evolution of complex life. The carbon cycle especially 

is dependent upon one-electron chemistry carried out through radical intermediates and processes. 

Adenosyl cobalamin (AdoCbl) is normally considered as the quintessential radical enzyme 

cofactor, and forms a transient adenosyl radical by the homolytic cleavage of an organometallic 

Co-C bond to form a cobalt(II) metalloradical and adenosyl radical (Adoꞏ), the latter of which acts 

as a spatially confined reactive radical, giving controlled, one-electron transformations at the 

active site (Scheme 2).[285] However, radical SAM enzymes, being more recently discovered, yet 

more ancient than AdoCbl, can serve a similar purpose via the reductive cleavage of a weak S-C 
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bond in adenosylmethionine (AdoMet) to form methionine and Adoꞏ radical. This is achieved via 

an electron transfer from an iron-sulfur cubane cluster (Scheme 2).  

 

Scheme 2. Formation of Adoꞏ radical from AdoCbl (top) by homolytic cleavage of the C-Co bond, 
and from AdoMet (bottom) by one electron reduction of the methionine ligand by electron transfer 
from the Fe4S4 cluster followed by homolytic cleavage of the S-C bond.  

As illustrated in Scheme 2, the mechanistic approach taken by radical SAM enzymes is the 

direct binding of the active cationic AdoMet cofactor to an iron center of a 3-FeII:1FeIII 

Fe4S4(SCys)3 cluster. The formation of the Adoꞏ radical is achieved by an electron transfer from 

the cluster to the AdoMet cofactor, giving the 2-FeII:2FeIII cluster, and effecting the homolytic 

cleavage of the C-S bond to give methionine and the neutral Adoꞏ radical. Analogous to its role in 

AdoCbl, this radical can affect catalytic one-electron reactions on substrates bound in the nearby 

active site pocket before recombining with the metallocofactor. One of the most well characterized 

examples is pyruvate formate-lyase activating enzyme (PFL-AE), which uses a radical-SAM-

based Adoꞏ to activate the pyruvate formate-lyase enzyme by abstracting a hydrogen atom from a 

glycine residue, which forms a glycyl radical. This glycyl radical is used in turn for homolytic 

bond cleavage in pyruvate to form Acetyl CoA and formate.[321-323]  
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In addition to radical-based carbon chemistry, radical SAM enzymes also play a number 

of other roles, including sulfur insertion,[324, 325] molybdopterin synthesis,[326-329] synthesis 

of CO and CN- ligands in maturation of the hydrogenase cofactor (next section),[330-332] and in 

the insertion of the central carbide during maturation of the iron molybdenum cofactor of 

nitrogenase (see section 3.7).[333]  

3.5 Fe-Fe Hydrogenase 

  There are three known classes of hydrogenase enzymes, responsible for catalyzing the 

interconversion between protons and H2: The mono-Fe hydrogenase (which does not feature a 

Fe4S4 cluster, but instead uses a methenyltetrahydromethanopterin as a redox cofactor), the Ni-Fe 

hydrogenases, which feature a number of Fe4S4 clusters, including one nearby but unattached to 

the active site, and the Fe-Fe hydrogenase (Figure 32), which features the direct connection of the 

cubane cluster as an electron reservoir.[334]  

 

Figure 32. Active site structure of the Fe-Fe hydrogenase. 

A distinguishing feature of the Fe-Fe and the Ni-Fe  hydrogenases is the presence of strong 

field CO and CN- ligands, which ligate the iron ions of the binuclear clusters. The presence of 

these ligands was viewed as somewhat surprising due to their high general toxicity to biological 

systems. The two iron atoms of Fe-Fe hydrogenase are bridged to one another via a 

dimethylaminedithiolate ligand. The identity of the amine nitrogen atom was positively identified 
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relatively recently by the insertion of synthetic dimethylaminedithiolate to generate a fully active 

enzyme.[335] The iron binuclear cluster is tethered to a redox-active Fe4S4 cluster via a cysteine 

thiolate. While no model complex had been prepared containing all of these features, remarkably 

accurate models[336] tethering Fe-Fe binuclear complex models to redox active groups (like 

ferrocene, Figure 33) have been achieved.[337, 338]  More than just a structural model, this 

complex, along with many others in all hydrogenase classes,[336] catalyzes the redox 

interconversion of H+ and H2, making synthetic functional hydrogenase mimics one of the most 

successful subdisciplines of bioinorganic model complex chemistry.  

 

Figure 33.  Fe-Fe hydrogenase model compound from the laboratory of Rauchfuss, featuring CO 
ligation, a biologically realistic dithiodimethylamine, and a tethered redox-active ferrocene 
(instead of the Fe4S4 cluster). Figure reproduced with permission from the American Chemical 
Society.[336] 

 

3.6 CO dehydrogenase 

CO dehydrogenase is a redox enzyme responsible for the biological reduction of carbon monoxide 

to CO2 for energy production via the generation of reducing equivalents; formally: 

CO + H2O  CO2 + 2 H+ + 2 e- 

In certain anaerobic bacteria, this process may be coupled to a hydrogenase to catalyze the 

formation of CO2 and H2, permitting organisms to metabolize CO as a source of metabolic 
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energy.[339, 340] It was later discovered that this enzyme class is central to the synthesis of acetyl 

coenzyme A (acetyl-CoA), and is thus sometimes termed Acetyl-CoA synthase when coupled to 

this enzyme.[341] As such, its role in the conversion of CO to acetate led to it, in one instance, 

being humorously referred to as “Nature’s Monsanto acetic acid catalyst”[342] due to its role 

catalyzing the same reaction as the famous industrial process.  The enzyme was long known to 

incorporate iron and nickel in its functional form. Several high-resolution crystal structures[343-

346] revealed that there are two unique iron-sulfur cubane centers involved in catalysis: the A-

cluster, and the C- cluster (Figure 34), both involved in the catalytic mechanism.  

 

Figure 34. Lewis structures of the C and A clusters of CODH. 

 

The C-cluster is the initial site of binding and activation of carbon monoxide. Crystal structure 

solutions have indicated the Ni atom as the CO binding metal, with the adjacent Fe atom serving 

as a water binding site, leading to proposed mechanisms involving an activated nucleophilic 

hydroxide analogous to that in aconitase, but attacking the bound CO substrate and ultimately 

extruding CO2 (Scheme 3).[347] 
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Scheme 3. Proposed catalytic mechanism for CO oxidation based upon protein X-ray 
crystallographic structures. Adapted with permission from Elsevier.[347] 

 

As the nickel site of the C cluster has been implicated as the active site, nickel substituted Fe-S 

cubanes have been the subject of some synthetic interest,[10] and particularly, the group of Holm 

has structurally characterized several model complexes where one iron site of the cubane cluster 

is substituted by Ni (Figure 35).[348-352] The more recent examples[348, 350] make use of the 

same hexakis(arylthio)benzenetrithiol ligated Fe3S4 cluster chemistry discussed previously in 

section 3.3.2 on voided cubane models of aconitase. The use of the stabilized 3-Fe voided cubane 

cluster simplifies the insertion of a heterometal into the cubane cluster. Model chemistry on the A-

cluster has primarily focused on the nickel center, rather than on the cubane cluster.[342]  
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Figure 35. Thermal ellipsoid plot and Lewis structure of Fe3NiS4 cubane cluster. Ellipsoids set at 
50% probability level. Hydrogen atoms omitted for clarity. Reproduced with permission from the 
American Chemical Society.[350] 

 

3.7 Nitrogenase 

Nitrogenase is a bacterial enzyme responsible for the reduction of atmospheric nitrogen to 

ammonia, a reaction termed “nitrogen fixation.” Despite the exothermicity of the overall reduction 

of nitrogen to ammonia by hydrogen, the large activation barrier to nitrogen fixation requires large 

levels of energy consumption, as evidenced by the hydrolysis of at least 16 equivalents of ATP per 

nitrogen molecule, and the “waste” of two reducing equivalents by the compulsory evolution of 

one molecule of hydrogen, according to the limiting stoichiometry (under optimal conditions):  
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N2 + 8 H+ + 8 e- + 16 ATP  2 NH3 + H2 + 16 ADP + 16 Pi (Pi = inorganic phosphate) 

It has long been known that molybdenum nitrogenases—the most efficient nitrogenase 

enzymes—possess two protein components: the Fe-protein, which contains an iron-based active 

site, and the MoFe protein, which possesses both iron and molybdenum atoms. Variants of the 

latter protein exist that use vanadium instead of molybdenum, and there are also variants with only 

iron that were identified.[353-357] These alternative versions of the enzyme are normally 

expressed under stressed conditions of limiting molybdenum. A recent surge of informative 

biological and model complex studies have improved our understanding rapidly in the past decade, 

including an explanation for the obligatory evolution of an equivalent of H2. While these studies 

are not enumerated here, the reader is referred to a recent work from Hoffman and Seefeldt on the 

biological system[288, 289, 358] and reactive (non-cubane) model complexes from Peters and 

Holland.[359-364]    

The set of unique Fe-S cubane cluster motifs in biology expanded when the original crystal 

structure of the Mo-Fe was solved in 1992.[365, 366] This original crystal structure depicted the 

catalytic active site of the molybdenum iron (MoFe) protein, the iron-molybdenum cofactor 

(FeMoco), as a pair of voided cubanes—Fe4S3  and MoFe3S3—bridged at the corners by three μ2-

sulfide ligands (i.e., Figure 36, bottom, minus the central carbide atom). In 2002, Rees and 

coworkers discovered the previously unnoticed light atom in the center of FeMoco of the 

molybdenum-dependent nitrogenase enzyme system, which had been invisible in the lower-

resolution structures due its low electron density being obscured by Fourier series termination 

effects (i.e., Fourier “ripples”) of the surrounding heavy atoms.[367] This central atom was 

originally presumed to be a substrate-derived N, leading to much discussion of the possibility, but 
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was ultimately identified as carbide,[365, 368, 369] a unique ligand in biology. Recent 

crystallographic studies have revealed that the vanadium nitrogenase possesses an analogous 

cofactor, FeVco, with analogous geometry but for the replacement of Mo by V, and a μ2-sulfide 

replaced by a carbonate anion.[370] 

 

Figure 36. The cofactors of the nitrogenase MoFe protein, adapted with permission from the 
American Chemical Society.[6] Top: the P-cluster (PN state). Bottom: the iron molybdenum 
cofactor (FeMoco). 

   FeMoco is well established to be the binding and activation site of N2. In addition 

to its native substrate, FeMoco can bind and activate isolobal substrates such as CO, CN, and 

acetylene. The structure of nitrogenase with bound CO shows that this substrate replaces an 

equatorial μ2-sulfide ligand,[371] suggesting that this might be the binding site for N2. Another 

recent crystal structure of nitrogenase at 1.83 Å described a bound N2 substrate also at the μ2-

binding site,[372] though a recent report calls this result into question,[373]  suggesting that the 

elongated electron density peak is better described by an anisotropically vibrating sulfide ligand.  
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A second unique corner-fused dicubane Fe-S cluster, the P-cluster (Figure 36, top), was 

also uncovered by these crystallographic studies. This cluster acts as an intermediary in the 

electron transfer to FeMoco from the obligatory reductase of nitrogenase, the Fe protein. This 

soluble Fe protein contains a simple Fe4S4 cubane cluster, as well as an ATP-binding and 

hydrolysis active site.[374-376] Curiously, this Fe4S4 cubane uses a unique redox pair: the fully-

reduced, all-ferrous cubane cluster ([Fe4S4]0),[377, 378]  and its one electron oxidized analogue 

([Fe4S4]+), which has been modeled using synthetic compounds[80, 297]. While the CN-ligated 

cluster[80] shows a single Mössbauer quadrupole doublet, dissimilar from the biological spectrum, 

carbene-terminated model[297] has spectroscopic features that match very well to the biological 

cluster, which has also been crystallographically characterized.[378] This lower-oxidation-state 

iron-sulfur protein has evolved commensurate with the low potentials and large energy 

requirement for nitrogen activation, and suggests that the MoFe protein has to be stocked with 

high-energy, reducing electrons via the use of both ATP hydrolysis and a very low-reduction-

potential iron protein. 

The nitrogenase enzyme is central to life on earth as we know it since reduced nitrogen is 

not geologically available in significant amounts. Thus, living systems (including both nitrogen 

fixing bacteria, and humans: via the industrial Haber-Bosch process) are almost exclusively 

responsible for reactions requiring the reductive cleavage of one of the strongest bonds in nature, 

the N-N triple bond, and ultimately forming ammonia for biosynthesis of nitrogen-containing 

biomolecules.  
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3.7.1: The Fe-S clusters of nitrogenase. 

FeMoco is the N2 activation site and is a Mo-Fe-S cluster, previously thought to have an empty 

central cavity[365, 366] until the discovery of the central light atom, "X."[367]  This light atom, 

which has been positively identified as carbon,[365, 368, 369]  redefined the geometry of FeMoco 

to that of a corner-fused dicubane cluster, joined at a central carbide (Figure 36). In recent years, 

extensive details on the biosynthesis of FeMoco by the Nif proteins has emerged.[333] Figure 37 

describes the remarkable insertion of the carbide ligand during FeMoco maturation using a Fe-S 

cubane-dependent radical SAM enzyme (see section 3.4.3). 

 

Figure 37. Proposed mechanism of maturation of FeMoco, including carbide insertion using 
radical SAM. Figure adapted with permission from the American Chemical Society.[333]   

 

A second unique biological metallocluster, the P-cluster, exhibits a geometrically related corner-

fused dicubane structure, but with a corner bridge at a sulfide ion rather than a carbide, and with 

two equatorial bridging cysteine ligands instead of FeMoco’s three equatorial sulfides (Figure 36). 

Crystallographic studies of the P-cluster of molybdenum-dependent nitrogenases demonstrate a 

redox-dependent geometric structure.[379] In the oxidized P-cluster, the corner-bridging sulfide 
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associates more strongly with one end of the cluster, and two iron on the opposite side dissociate 

from the central sulfide, and are ligated instead by a serine oxide and an amide nitrogen of cysteine 

(Figure 38). These structures have been modelled in synthetic clusters with some success but will 

not be discussed extensively in this review. The model compounds of Holm, Lenhert, and Tatsumi 

are worthy of note.[380-384] 

 

Figure 38. Structures of the active (N-form) and oxidized forms P-cluster of molybdenum 
dependent nitrogenase. Circles denote formation of new bonds. Reproduced with permission from 
the American Chemical Society. [385]  

 

Figure 39. Top: Structure of the PN state of the nitrogenase P-cluster. Bottom: Synthetic models 
from Holm (left)[383, 384] and Tatsumi (right).[380] Tp = trispyrazolylborate, R = trimethylsilyl. 
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Finally, the second protein component of nitrogenases, the Fe-protein, possesses a single 

Fe4S4 cubane cluster and is the sole reductase capable of passing reducing equivalents from an all-

ferrous Fe4S4 cubane cluster to the catalytic active center. The Fe protein is the sole reductant for 

the MoFe protein due to the requirement for transferring electrons from significant distance, 10 Å, 

to the FeMoco in the interior of the protein, which proceeds via the P-cluster. It has been 

established relatively recently that electron transfer precedes ATP hydrolysis, suggesting a tightly 

bound aggregate between the MoFe and the Fe proteins brings the Fe4S4 cluster into near proximity 

to the P-cluster to facilitate a single electron transfer, followed by hydrolysis of two ATP to 

mechanically dissociate the tightly bound Fe protein.[386] The transfer of 8 electrons to generate 

2 NH3 and H2 therefore requires the hydrolysis of a minimum of 16 ATP in order for the enzyme 

to turn over. This energetically costly mechanism has most likely evolved to keep the highly 

reduced FeMoco at a large distance from the protein exterior to facilitate the storage of multiple 

high-energy reducing equivalents at a distance great enough to kinetically prevent back-electron 

transfer. 

Although the FeMoco cluster seems to exhibit a near threefold symmetry based on cluster 

geometry, data suggests electronic asymmetry and a complex electronic structure for a number of 

reasons, most simply, due to local polarity of the surrounding protein, which may influence 

localized electronic structure in the iron atoms.[360] Further, FeMoco has long been characterized 

by its distinctive S = 3/2 EPR signature in its resting state (Figure 40), which serves as a linchpin 

for all other electronic structure considerations, and for all debate on FeMoco’s electronic 

structure. Traditionally, (before the discovery of the central carbide) three oxidation state 

assignments were predominantly considered, each differing from its neighbors by exactly 2 e- to 

preserve the odd d-electron count required for the S=3/2 EPR signal: (1) 6-FeII:FeIII:MoIV, (2) 4-
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FeII:3-FeIII:MoIV, and (3) 2-FeII:5-FeIII:MoIV. The experimental S = 3/2 state can, (in principle) be 

explained with a simple antiferromagnetic coupling model. Taking for example, electron 

configuration (1), above, an antiferromagnetic model where four aligned high-spin FeII ions are 

antiferromagnetically coupled to two FeII and one FeIII ion. This coupling description would result 

in an overall ground spin state of 3/2.    

 

Figure 40. S = 3/2 EPR signature from the resting state (E0) of FeMoco. Reconstructed with 

permission from the National Academy of Science of the USA.[387]  

Yet, none of these descriptions of three-coordinate iron with these oxidation states 

satisfactorily explained the Mössbauer spectra.[388, 389] Further, it is worthwhile to note that in 

Fe-S cluster systems in general, while simple antiferromagnetic coupling models frequently can 

explain the ground spin state, more complicated electronic structure and magnetic coupling 

schemes are frequently extant, resulting in descriptions of coupling involving both ferro- and anti-

ferromagnetic interactions between Hund or non-Hund metal ions, via M-M orbital 

interactions.[280, 292]     

The identification of a central carbide ligand[365, 368, 369] redefined the active site picture 

to that of a corner-bridged dicubane cluster of tetrahedral iron: unique in biology, but more akin 

to traditional cubane topologies than the previous empty-cavity proposal. This discovery of the 
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central carbide, along with crucial roles played by spectroscopy and model complex chemistry led 

to reconsideration of previous electronic structure arguments, and a rapid resolution of several 

outstanding questions surrounding the electronic structure of FeMoco, which are discussed in the 

next section.  

3.7.2 Electronic structure of FeMoco from spectroscopy, theory, and model chemistry. 

It is important to note that almost all of the traditional assignments of the metal ion 

oxidation states in FeMoco rigorously restricted the oxidation state of molybdenum to the IV state. 

Namely: (1) 6-FeII:FeIII:MoIV, (2) 4-FeII:3-FeIII:MoIV, and (3) 2-FeII:5-FeIII:MoIV. As pointed out 

in a recent article,404  the origin of these assignments appears to be more historical than strictly 

scientific, with the genesis of this assumption being from a number of early XAS and 95Mo 

ENDOR studies that predated the first crystal structure, and which indicated a possibility of either 

MoIV or MoIII, but with a slight interpretational preference for MoIV albeit without conclusive 

demonstration.[390-394] This appeared to build into a historical, but experimentally unverified 

consensus[395]  that resulted in a lack of consideration of the possible role of an odd-spin MoIII 

ion contributing to the spin description.  

   Over the same time period, immense success was achieved in the synthesis of Mo-Fe-S 

models by the groups of Holm, Garner, and Coucuvanis, which successfully introduced single 

molybdenum atoms into the corners of heterometallic cubanes (Figure 41).[229, 396-402] In direct 

contrast to the consistent assignment of a MoIV oxidation state in FeMoco, experimental 

investigation of the oxidation states of the model complex cubanes, almost always assign a MoIII 

oxidation state based on the assignment of iron oxidation states using Mössbauer, and deduction 

of Mo oxidation state by charge balance. Further, redox reactions at these mixed Mo-Fe model 

complexes are normally iron-based,[1, 395] and thus leave the oxidation state of MoIII ion 
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undisturbed. As such, model chemistry has always given every indication that Mo, in a weak-field 

Fe-S cubane framework, is most stable as MoIII, even as the biophysical community rigorously 

held to a MoIV description.  

 

Figure 41. X-ray crystallographic structures of selected Mo-Fe heterometallic heterocubane and 
dicubane clusters from the groups of Holm and Coucuvanis.[229, 396, 397, 400, 402, 403] From 
top, left-right: [Mo2Fe6S9(SEt)8]3-, [Mo2Fe7, S8(SEt)12]3-, [MoFe3S4(SC6H4Cl)4(Pr2cat)]3-, 
[MoFe3S4(S-p-C6H4Cl)4((C3H5)2cat)]3-, [(MoFe3S4Cl3)(mida)]2-, [(MoFe3S4Cl4)2(μ-C2O4)]4-, 
[(MoFe3S4Cl4)(C2C)4)]3-. Some organic R groups  and some hydrogen atoms omitted for clarity. 
(cat = catecholate, mida = methyliminodiacetate). 
 
  Quantum chemical calculations on multi-metal clusters of magnetically coupled ions are 

necessarily challenging and complicated. Nevertheless, early computations on the electronic 
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structure of FeMoco were performed in 1985 by Cook and Karplus,[404, 405] and also indicated 

a probable MoIII oxidation state. Further, in contrast to the expected S = 3/2 d3 MoIII ion, these 

broken-symmetry calculations predicted that the lowest energy description placed a non-Hund 

quantum spin of S = ½ at the molybdenum ion (↑↑↓), evidentiary of possible orbital-orbital 

covalent interactions between molybdenum and proximal iron atoms. Indeed, the Mo-Fe distance 

of 2.67 Å to the nearest iron atom[367] is well within the range at which one might expect electron 

pairing through a covalent Mo-Fe interaction.  

  Modern spectroscopic approaches combined with theoretical techniques and model 

complex chemistry have recently given new insights into the electronic structure of FeMoco.[406] 

In contrast to traditional X-ray absorption spectroscopy (XAS), which was unable to distinguish 

clearly between Mo(III) and Mo(IV),[390, 394] high-energy resolution fluorescence detected X-

ray absorption spectroscopy (HERFD-XAS), instead of traditional measurement of absorption, 

uses wavelength-sensitive detection of fluoresced X-rays as the absorption edge is scanned in order 

to improve the resolution of pre-edge features. This allows more precise theoretical fitting[407] of 

the absorption edge features to their respective electronic transitions, permitting electronic 

structure elucidation and oxidation state assignment.  Using this approach, FeMoco was compared 

to Mo-Fe-S model complexes, with experimentally established MoIII oxidation states, and with an 

analogous half-FeMoco structure,[6, 408] as well as to MoV model complexes[409] for 

comparison. The pre-edge features of FeMoco (Figure 42) match remarkably well to the MoIII 

model compounds, and are not consistent with higher oxidation states of IV or V.[406]  
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Figure 42. HERFD-XAS spectra of FeMoco and Mo(V)-based (1, and 2) and Mo(III)-based (3, 4) 

model compounds.[406] A) Experimental spectrum. B) Theoretical spectra calculated from time-

dependent DFT, and assuming a Mo(III) oxidation state assignment for FeMoco. Reproduced with 

permission from the Royal Society of Chemistry.  

 

While the experimental spectra (Figure 42, top) are sufficiently compelling to argue a Mo(III) 

assignment, the use of quantum calculation permits an explanation of the spectroscopic features 

and the assignment of a more specific electronic structure. Simulation of the XAS spectra was best 

achieved by broken symmetry time-dependent density functional theoretical (TD-DFT) 

calculations that permit examination of the energies of unusual (non-Hund) spin descriptions.[406]  
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These calculations uncovered that the lowest energy electronic description is that of a S = 3/2 

cluster consistent with EPR measurements,[387] and with metal oxidation states of MoIII–FeIII
2FeII 

for the Fe3Mo half of the cluster. This description provides a good match to the Mössbauer 

parameters of nitrogenase[388, 389] assuming a delocalized FeII/FeIII pair common in Fe-S cubane 

clusters.[292] Most curiously, this electronic description with a non-hund d3 configuration for the 

Mo(III) ion (↓↓↑) (Figure 43) is analogous to that calculated by the broken symmetry approach of 

Cook and Karplus.[405] Importantly, the energy of electronic transitions predicted by TD-DFT for 

this model match well to the experimental HERFD-XAS spectra (Figure 42). 

, bottom). The combination of similarity to model complexes, explanation of the Mössbauer, EPR, 

and XAS spectra, and its identity as the lowest-calculated-energy description by two independent 

groups[405, 406] gives this assignment increased confidence and resolves longstanding ambiguity 

about the electronic structure of FeMoco. While these non-Hund descriptions of the molybdenum 

atom have been met with some surprise, these should not be viewed as improbable or even unusual. 

Such pairing of electron density across metal orbitals has been known since the earliest work in 

cyclopentadienyl-terminated cubane systems pioneered by Dahl (Section 2.1), and electron pairing 

in individual orbitals across clusters was described before the discovery of biological Fe-S clusters. 

Low-spin electronic configurations in voided cubane clusters of 3-Fe ferredoxins (Section 3.2), 

aconitase (Section 3.3), and radical SAM enzymes (Section 3.4) are explicable only by such non-

Hund descriptions of electronic structure, involving coupling between specific electrons/orbitals, 

rather than via the simpler descriptions of antiferromagnetic coupling between whole ions that are 

more frequently invoked due to their (over)simplicity.  
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Figure 43. Isosurfaces of molybdenum-based t2g orbitals bonding with iron orbitals in resting state 
FeMoco. Orbital interaction with distinct Fe atoms results in a non-Hund electronic spin 
description rather than a simpler whole-ion coupling model. Reproduced with permission from the 
Royal Society of Chemistry[406] 

 

3.7.3 Synthetic whole-cluster models of FeMoco 

Despite the spectroscopic insights gleaned from Mo-Fe-S cubane model complex chemistry, 

no atomically accurate model complex has been synthesized to date. We briefly detail reports of 

synthetic clusters with close compositional and geometrical analogy to the OEC to review progress 

in this area, and the current state of the field.  

Prior to the discovery of the central light atom, the target cluster was believed to be an M8X9 

cluster representing bridged cluster to two voided cubane clusters with an empty central cavity 

(i.e., without the central μ6 ligand in Figure 36). Link and Fenske prepared the first example of 

such a cluster, a cobalt-imido cluster with formula Co8(NPh)9(PPh3)2, Figure 43).[410] Five years 

later, a mixed Mo/Cu cluster, with the Mo atom occupying the ends of the cluster, and the six Cu 

ions occupying the belt atom positions, was reported by the group of Du (Figure 44).[411] This 

structure also featured a hollow cavity, plus bio-relevant bridging sulfide ligands, and 

molybdenum at the end cubane site. In the solid state, this cluster formed a dimer where one of the 

belt copper atoms was weakly ligated by the molybdenum-capping terminal oxo ligand. Despite 
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their relevance to the geometry of FeMoco, these reports did not call attention to the structural 

analogy. 

 

Figure 44. Ball and Stick model of the X-ray crystallographic structure of the Co8(μ3-NPh)6(μ-
NPh)3(PPh3)2 cluster of Link and Fenske, showing topological analogy to FeMoco minus the 
central light atom. Reproduced with permission from Wiley.[215] 

 

Figure 45. X-ray crystallographic structure of the Mo2Cu6(μ3-S)6(μ-StBu)3(O)2 cluster of Li et al, 
showing topological analogy to FeMoco minus the central light atom. Reproduced with permission 
from the Royal Society for Chemistry.[411]  

Returning to models with a central atom, Tatsumi has prepared structural analogues with 

bridging µ2-thiolate ligands, and a central µ6-sulfide (instead of carbon), shown in Figure 46.[412, 

413] While these represent topological analogues of FeMoco, the central bridging sulfide relates 
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more to the P-cluster, which possesses a similar central sulfide, but with only two μ2-bridging 

ligands connecting the two cubane halves.  

 

Figure 46: Structure of FeMoco model complex from Tatsumi and coworkers with an atomically 
accurate core except for a central sulfide in place of the biological carbon atom. Ellipsoids set at 
50 percent probability level. Carbon atoms shown as open ellipses. Hydrogen atoms omitted for 
clarity. Reproduced with permission from the American Chemical Society.[413] 

Upon discovery of the light central atom, efforts have been underway in a number of groups to 

prepare analogs with central light atoms (C, N, O). Prior to the identification of the light atom as 

carbon, Tatsumi’s group succeeded in the insertion of an oxo ligand into the center of a FeMoco-

like cluster of two Fe4S3 cubane halves, bridged by two thiolates and one alkoxide ligand, and with 

an oxide inserted into the central void.[412] However, in this environment, the oxide did not 

arrange into the μ6 bridging mode observed in the enzyme structure, but rather, associated more 

strongly with the three belt irons of one side of the cluster, and only one belt atom on the other 

side, breaking the symmetry of the cluster, and presenting an asymmetric μ4 oxo (Figure 47). 

Oxygen’s preference for lower (four) coordination in this environment was suggestive that oxygen 

was not a probable assignment for the μ6 light atom of FeMoco. 
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Figure 47. Fe8(μ3-S)6(μ-SMes2Ar)2(SMes2Ar)(μ-OCPh3)(μ4-O) cluster of Tatsumi, mimicking 
the structure of FeMoco with a central μ4-oxide.[412] Reproduced with permission from the 
American Chemical Society. 

 

One of us reported the only other example of a cluster with related topology (to our knowledge) 

and which also contains a central light atom: nitride. The Li3Mn5(μ6-N)(μ3-NtBu)6(μ-

NtBu)3(NtBu)(N) cluster of Vaddypally et al (Figure 48) possesses a structure analogous to 

FeMoco, but lacks biorelevant sulfide ligation, and features Lewis acidic MnIV/V and Li+ ions, 

dissimilar from the soft, low-valent, weak-field coordination environment in FeMoco.[177]  

 

Figure 48. Crystal structure of Li3Mn5(μ6-N)(μ3-NtBu)6(μ-NtBu)3(NtBu)(N). Ellipses are set at 
the 50% probability level. Carbon atoms are displayed as stick models, and hydrogens are omitted 
for clarity. Reproduced with permission from the American Chemical Society.[177] 
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3.7.4 Synthetic inclusion of central light atoms in models of FeMoco. 

Exquisitely controlled kinetic conditions will be required to synthetically coordinate a weak-

field Fe-S cluster with a strongly-donating, Lewis basic µ6 carbide ligand. To date the synthesis of 

a carbide-coordinated weak-field iron cluster has not been achieved, much less a FeMoco structural 

analog. This difficulty of insertion of  interstitial carbide ligands makes this reaction one of the 

most pursued aspects of synthetic biological cluster modelling.  

Nitrogen has long been presumed to incorporate into FeMoco upon substrate activation, leading 

to a general interest in iron-nitrogen cluster chemistry. But upon the discovery of the light atom in 

nitrogenase in 2002, many initially favored the hypothesis that the central atom could be a 

substrate-derived nitride.[367, 414-417]  While nitride ligands had been known in iron carbonyl 

cluster chemistry for decades, these ligation environments are not biologically relevant, and this 

led to an intensified hunt for novel weak field iron-nitrogen (especially nitride) clusters.  

Nitrogen incorporation into structurally characterized iron-sulfur heterocubane motifs were 

achieved by the 1970s in the group of Dahl, long before the structure of nitrogenase was known. 

The first examples possessed tert-butyl imido ligands in place of two sulfides, and were terminally 

ligated by nitrosyl ligands.[102] The group of Lee achieved all three permutations of mixed S/NR 

cores in a series of iron heterocubane clusters with [FeS3(NtBu)]2+, [FeS2(NtBu)2]2+, and 

[FeS(NtBu)3]3+ cores.[418, 419] In particular, the [FeS3(NtBu)Cl4]2- cluster represents a close 

topological analogue of the Fe4S3C cubane half-core of nitrogenase (Figure 49), but with the 

central carbide atom modelled by nitrogen[418]; the identity of the central light atom X had not 

yet been confidently assigned. Similarly, a recently reported [WFe3S3(NSiMe3)]- cluster from 

Holm mimicked the geometry of the Mo-half of FeMoco with N in place of the central carbide, 
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and with isoelectronic W in place of Mo (Figure 49), which combined with the work of Lee,[418]  

accurately modeled the geometry of the two halves of FeMoco.  

 

Figure 49. (Left) Thermal Ellipsoid plot of [Fe4S3(NtBu)Cl4]2- with ellipsoids set at 50% 
probability and hydrogen atoms omitted for clarity. (Right) Thermal Ellipsoid plot of [WFe3S-
3(N(SiMe3)]- with ellipsoids at 50% probability level and hydrogen atoms omitted for clarity. 
(Center) Overlay of both cluster geometries onto the X-ray crystallographic structure of 
FeMoco.[367] Adapted with permission from the American Chemical Society[418] and the 
National Academy of the Sciences of the USA.[420]  

 
A number of multinuclear clusters feature nitride ligands.[421-424] A few noteworthy 

examples are cited here, the first, being from the lab of Holm, where non-cubane, higher nuclearity 

clusters were successfully prepared.[421, 422] A nitride was inserted into a template triangle of 

iron atoms by the lab of Murray.[424] An example from the lab of Betley transferred the nitride as 

a nitrogen atom from azide to cap a triangle of iron atoms.[423]  None to date have structures 

mimicking the complete FeMoco.  

The insertion of biorelevant carbide into models of FeMoco has proved elusive to date as the 

tetraanionic carbide is a strong, hard donor, and the FeMoco target ligation environment is soft, 

with low-valent iron and polarizable, weak-field sulfide ligands. Presented in section 2.1, examples 

of cubane clusters ligated by carbon donor atoms are known, [65, 67, 75, 76] but biomimetic iron 

cubane systems with a lone carbide have yet to be achieved. Carbide as a central ligand has long 

been known to form stable complexes as a central ligand atom in metal carbonyl clusters, 

however.[425] For example, the archetypal Fe5(μ5-C)(CO)15 cluster features a carbide ligand 

centered at the base of a square pyramid of five iron atoms (Figure 50). 
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The vast array of carbide-containing metal-carbonyl clusters has included a MoFe5 cluster 

characterized in 1980, featuring a central carbide encapsulated within an octahedral arrangement 

of the six metal atoms (Figure 53).[426] This cluster has recently been reexamined by the group 

of Rose, and a potentially biomimetic reduction of acetylene (a nitrogenase alternative substrate) 

derivatives to cis-ethylene derivatives via a metal hydride intermediate was discovered.[427] 

 

Figure 50. (Left) 3D Crystal structure of Fe5(μ5-C)(CO)15.[428] The carbide carbon atom 
extends 0.08 A below the center of the basal plane of iron atoms. Terminal carbonyl ligand 
positions are indicated by solid lines projecting out from the iron atoms. Reproduced with 
permission from Wiley.[425] (Right) Crystal Structure of [MoFe5(μ6-C)(CO)17]2-. Reproduced 
with permission from the American Chemical Society.[426]  

 
A curious class of little-recognized metal-sulfide-carbide clusters are the systems of 

Mironov[429-433], which feature a pair of sulfide-capped Re6 octahedra bridged by three μ2-

sulfides and a central μ6-carbide ligand (Figure 51). Except for the identity of the metal, and that 

the two cluster halves are M6S7 clusters rather than M4S3, these structures show a central carbide 

with significant analogy to FeMoco, though nitrogenase is not mentioned in these reports. The 

central carbide ligand originates from a CN- ligand, and the identity of the central ligand was 

determined using 13C labelling and NMR. [429]  
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Figure 51. X-ray crystal structure of Re12(μ3-S)14(μ-S)3(μ6-C)Br6 with ellipsoids set at 30% 

probability level. Adapted with permission from Elsevier.[430] 

While weak field iron carbide clusters at first row transition metals have yet to be achieved, 

some organometallic clusters containing carbon-based ligands are worthy of note. A small subset 

of Cp-ligated Fe heterocubane clusters (see Section 2.1) have been isolated by the laboratories of 

Ozawa, Ogino, and Okazaki.[64, 76, 434] These works have involved bridging methine (CH3-)[64]  

ligands, or mixtures of methine and CO[64, 434] or methine and isonitrile.[76] While these reports 

do not mention the topic of nitrogenase, they accomplish remarkable bio-relevant chemistry related 

to CO and acetylene (both alternative substrates for various nitrogenases[374]). Reduction of the 

Fe4(μ3-CO)4Cp'4 cluster by a hydride source reduces two carbonyl ligands to methylidyne bridging 

ligands in [Fe4(μ3-CO)2(μ3-CH)2Cp'4]2+. Further reduction by a hydride source results in C-C 

coupling to give an acetylene-type ligand. With excess reductant, the CO ligands can be reduced 

entirely to acetylene[64] (Figure 52). A similar C-C coupling occurs with the isolobal 

phenylisonitrile ligands.[76] 
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Figure 52. Carbon-centered redox chemistry at an iron heterocubane cluster converting CO to 
methylidyne and acetylene. Adapted with permission from the American Chemical Society.[434] 

4. The Ca-Mn-O cubane cluster of Photosystem II and Biomimetic Systems 

  Embedded within the thylakoid membrane of higher green plants, algae, some 

cyanobacteria, and all oxygenic photosynthetic organisms, is a ~350 kDa homodimeric protein 

named Photosystem II (PSII, Figure 53). Crucially integrated into oxygenic photosynthesis and 

which houses the active site where water-splitting catalysis occurs is the Oxygen Evolving 

Complex (OEC). Splitting highly stable water is no simple task, however PSII generates the 

strongest known biological oxidant via one-electron oxidation of the redox-active chlorophyll  

(P680) of PSII. This transient P680
+ species has a reduction potential estimated at ~ 1.25 V.[462, 

463] This species is poised to carry out the electrochemically extreme water oxidation reaction, 

creating dioxygen from water.[464] 
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Figure 53: Photosystem II protein effectively splits water to form dioxygen, four electrons, and 
four protons.[465] 

The PSII protein absorbs red photons centered around 680 nm (the λmax of the redox active 

P680), causing an excited charge transfer singlet state, with the electron delocalized into nearby 

pheophytin A.[466] Subsequent electron transfer events move the electron ultimately to a 

dissociable plastoquinone redox cofactor.[467] Having used light to drive this charge separation, 

the electron migrates within its hosts along the thylakoid membrane to cascade down a series of 

additional transmembrane-protein-bound redox cofactors, driving proton pumps to generate a 

proton-motive potential across the thylakoid membrane, which is used to synthesize ATP. After 

this cascade, the relaxed electron reaches Photosystem I, at which point it is excited again by red 

light to further harvest solar energy and generate NADPHꞏH+ (effectively a stored, soluble form 

of H2).[468] In PSII, the resultant P680
+ generated by the initial photon absorption, acting as the 

oxidative driving force, drives a catalytic oxidation of two water molecules to form oxygen gas 
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and four protons, effectively splitting water into O2 and H2.[469] The resultant protons are added 

to the chemiosmotic H+ gradient within the thylakoid membrane which drives transmembrane ATP 

synthase, providing stored cellular energy.[470]  

The evolution of oxygenic photosynthesis on earth resulted in the scavenging of CO2 from 

the warm atmosphere, the simultaneous cooling of earth, and accumulation of O2, which resulted 

in the extinction of vast numbers of anaerobes. The oxygenated atmosphere permitted the 

simultaneous evolution of aerobic heterotrophs, and higher organisms.[471] This evolutionary 

development transformed life from specialized organisms living, most likely, at undersea 

hydrothermal vents, into widespread, versatile organisms that spread through the sea and across 

the surface of the planet, terraforming the earth.  As such, there has been no development in 

geohistory with a greater impact to the planet and its life forms than the evolution of OEC, 

implicating it as an important cubane structure of bioinorganic chemistry.  

Early investigations of the interaction of short pulses of light with PSII demonstrated that 

predictable evolution of O2 occurred after specific numbers of flashes.[472-477] Starting with a 

dark-adapted sample of PSII enzyme, it was noted by Kok et al.[478] that upon exposure of dark-

adapted PSII to repeated short flashes of light, that a burst of O2 could be detected evolving from 

the enzyme on the 3rd flash of light, and then on every 4th flash thereafter (Figure 54).[479, 480] 

This led to the proposal of a set of five OEC oxidation states (Sn, n = 0-4) now termed the Kok 

cycle, where n corresponds to the number of photo-induced oxidation events that have occurred 

since the last turnover of O2. The result suggests that S1 is the stable, dark-adapted state, and that 

the four-electron oxidation of two water molecules to O2 occurs via stepwise transitions of the S-

states from S0 up to S4, concomitant with the absorption of a photon with each oxidation event. O2 

is ultimately evolved in a dark reaction as S4 relaxes back to S0, eliminating a molecule of water-
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derived O2, and reducing the cluster by 4e- back to the S0 state. The analytical determination of 

four manganese atoms in the cofactor[481] suggests an oxidative burden of one electron per metal 

atom. This theme of metalloenzymes featuring one redox active metal site per electron transferred 

is common to many multi-electron redox enzymes containing metallocofactors such as nitrogenase 

(8 metals for the 8-electron reduction of one N2 and one H2, see section 3.7)[288], diiron and nickel 

iron hydrogenases (2 metals for the 2-electron reduction of protons, see section 3.5),[334] 

cytochrome C-oxidase (two copper centers and two heme irons for the 4-electron reduction of 

O2)[482], alkane monooxygenases such as methane monooxygenase (2 iron ions for 2-electron 

methane oxidation to methanol),[483] and even the heme-containing cytochrome P450, which uses 

one iron ion and one redox-active porphyrin to achieve 2-electron hydrocarbon oxidation.[484] 

While the latter two examples are dioxygenases that nominally transfer four electrons per turnover, 

in both cases the minimalistic peroxide shunt pathway uses a 2-electron-transfer mechanism.[484-

486]  

In addition to manganese, Ca2+[487-489] and Cl- [490-495] were found to be essential components 

for catalytic activity of PSII, and were frequently presumed to be atomic components of the 

molecular OEC. In the case of the Ca2+ Lewis acid component, only Sr2+ could be substituted and 

retain any activity (about 50%); no other Lewis acid results in any activity.[496-498]  
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Figure 54. A) Quantification of O2 evolution as a function of flash number from the original report 
of Kok et al, reproduced with permission from Wiley[478]: “Dots (left ordinate): initial rate Vi as 
a function of the number of preceding flashes, spaced 1 sec apart…Squares (right ordinate): 
relative areas bounded by the same rate transients as used for computing Vi, normalized to the area 
bounded by the 0 flash transient.” B) Kok cycle explaining the oxygen evolution profile, where 
the cycle begins in the dark-adapted S1 state, and evolves O2 on the 3rd flash, and every 4th flash 
thereafter. 
 

4.1 Spectroscopic signatures of the OEC  

The most distinctive spectroscopic feature of the OEC is the low-temperature EPR 

spectrum of the odd-electron S2 state obtained by flashing the dark-adapted state once (Figure 55). 

At liquid helium temperatures, this state displays two EPR signatures: a broad axially distorted 

signal at g = 4.1 corresponding to a larger quadrupole spin state, and the sharp “multiline” signal 

at g = 2, corresponding to an S = ½ state. Careful experiments have ruled out the possibility that 

one of these signals is a contaminant, and the consensus has been reached that both signals 

represent active forms of the S2 state, poised to proceed onto the S3 state upon the next flash. The 

most commonly proposed explanation for the two signals is that the S2 state exists in two possible 

geometries or tautomers in thermal equilibrium, and which are frozen out at the low temperature 

of the EPR experiment, and thus observed simultaneously. Any hypothetical or synthetic OEC 
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models and structural proposals must therefore be rationalized against this piece of benchmark 

data.  

 

Figure 55. Perpendicular mode X-band EPR spectrum of PSII in the S2 state. Reproduced with 

permission from the American Chemical Society.[499] 

A second spectroscopic aspect of the OEC that has been the subject of much contention is 

the analysis of the EXAFS (Extended X-ray Absorption Fine Structure) region of the X-ray 

absorption spectrum (XAS). An XAS possesses a distinct absorption edge with specific energy 

corresponding to element identity. This edge corresponds to the excitation of core electrons to 

higher energy orbitals. Beyond the edge (the EXAFS region), electrons are ionized and exit the 

sample as photoelectrons. EXAFS analysis operates by a fitting of the element-specific absorption 

edge of the XAS, using theory to subtract the absorption profile. This subtraction leaves an 

oscillating pattern in the EXAFS region resulting from interference among outgoing backscattered 

photoelectrons. A Fourier transform of this oscillating pattern as a function of photoelectron 

energy gives a one-dimensional electronic probability distribution function illustrating apparent 

distances (described below) between the atom of interest and nearby atoms. These probability 

distribution functions can be compared to model structures. A manganese EXAFS analysis of the 

S1 state of PSII is shown in Figure 56.  
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Figure 56. Illustration of EXAFS analysis on the S1 state of the OEC[500], reproduced with 
permission from Elsevier. A) XAS showing the absorption edge and the EXAFS region with 
visible oscillation pattern from interference between X-rays and backscattered electrons. B) XAS 
after theoretical subtraction of the absorption edge showing EXAFS oscillations as a function of 
backscattered electronic energy. C) Fourier transform of B showing probability distribution 
function of apparent distances. Note that these apparent distances are different from the actual 
interatomic distances by α/2, which corresponds to a phase shift between the absorbing and 
scattering atoms based upon their respective ionization potentials. For this reason, fits of specific 
proposed structural models to the data are required to extract the true interatomic distances. 

In order for EXAFS analysis to work properly the absorption edge has to be accurately 

modeled before its subtraction to avoid introducing systematic errors into the EXAFS analysis, 

and the apparent distances (such as those indicated by the peaks in Figure 56) must have their α/2 
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phase shifts corrected using knowledge of the identities of neighboring atoms to give corrected 

interatomic distances. As such, confident knowledge of the composition as well as the physical 

and electronic structure is needed to accurately model the absorption edge using parameterized 

cubic curves or, more ideally, theoretical methods such as time-dependent DFT (TD-DFT). After 

subtraction, a Fourier transform of the remaining oscillation pattern gives a probability distribution 

function: a histogram of apparent interaction distances, which may be compared to proposed model 

structures. This makes EXAFS analysis on unknown structures something of a Catch-22: to 

determine an accurate structure from EXAFS, one must input accurate structural and atomic 

information into the data analysis. The technique is nevertheless highly powerful, especially when 

high-quality diffraction data is not available to provide a high-confidence structural model. 

EXAFS examinations of the S1 state of the OEC subtract the absorption edge assuming a 2-MnIII/2-

MnIV oxidation state assignment (referred to as the “high oxidation state paradigm”, which is the 

most commonly assigned set of oxidation levels for the OEC) with electronic transitions from the 

Mn 1s electrons to unoccupied p orbitals responsible for the edge rise (see Figure 56 above). The 

result generally gives a profile like that shown in Figure 57, with three distinctive Fourier peaks 

corresponding to manganese-oxygen interatomic vectors at 1.8-2.15 Å (peak I), additional 

manganese atoms at 2.72 Å (peak II), and manganese and calcium interatomic vector(s) at 3.3 Å 

(peak III).[501] However, much more subtle information is inherent in this histogram of nearby 

neighbors; any proposed 3D model of the OEC can be collapsed to a 1D representation of overlaid 

radial electron densities as a function of distance from all manganese atom, and compared not only 

for a match in positions of large peaks, but for a match in the overall profile, including shoulders, 

valleys, and small near-baseline peak features. It is the required agreement with EXAFS analysis 

that has largely frustrated efforts to model the structure of the OEC using single-crystal X-ray 

diffraction (vide infra). 
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Figure 57: EXAFS analysis of the OEC in the S1 state.[502] The solid line corresponds to calcium-

incorporated PSII, and the dotted line to strontium-incorporated PSII, which represent the only 

two catalytically active OEC compositions. Reproduced with permission from AAAS. 

4.2 The evolution of OEC structural models. 

Recent enhanced crystallographic data has illuminated ever more precise structures of the Oxygen 

Evolving Complex and Photosystem II by reducing the problems of radiation damage and low 

crystallographic resolution, with recent structures achieving resolution even below 2 Å.[465, 503, 

504] Since the original consensus that the OEC was a tetramanganese calcium cluster,[481]  

discussion of the possible structure of the catalytic complex continued for several decades, with 

numerous proposals gaining (and some later losing) traction, illustrated in Figure 58. Any 

structural and mechanistic proposals were required to conform to the key biophysical observations 

about the OEC. 1st: Operation via the (at least) five distinct redox states Sn of the Kok cycle, 2nd, 

that the structure be comprised of four manganese atoms and one calcium atom, 3rd, that the 

structure be consistent with the EPR signatures in the S2 state, and 4th, that the structure be 

consistent with available EXAFS data. This led to several proposals with disparate structures, but 
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each of which was defensible in some way or another. As time continued, and as protein 

crystallographic technologies improved, a consensus of a cubane-type structure of the OEC gained 

traction, affirming the ubiquity of cubane motifs as cofactors in catalytic enzymes, though 

agreement between crystallographic structure and EXAFS has remained challenging.  

 

4.2.1 Early structural proposals from biophysical experiments and model chemistry. 

A general understanding of the history of biomimetic complexes must be understood to move 

forward into the newest discoveries. The importance of manganese and its stoichiometry in the 

biological OEC has been known for decades.[468, 477, 481, 505-507] Applying these lessons to 

inorganic models was a priority of the scientific community.[508] As macromolecular structural 

technology has improved, the experimental picture of the OEC was clarified over the past few 

decades. Prior to this time, proposed OEC structures were based upon spectroscopic data and 

model chemistry. A number of the most significant early proposals for the OEC structure are 

covered here, and summarized in Figure 58, and the evolution of synthetic model complexes are 

summarized in Figure 59. Models postdating the obtainment of atomically resolved 

macromolecular crystal data will be discussed in section 4.2.5. 
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Figure 58: Historically important structural proposals for the OEC. Research group, year, main 
spectroscopic methods, and S-state are stated below each figure. Dashed lines represent generic 
coordination sites and could represent either amino acids or water.[182, 501, 509-515] 
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Figure 59: Synthetic models relevant to the OEC.[140, 141, 516-524] 
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Among the earliest structures considered was indeed a cubane structure, proposed by 

Brudvig and Crabtree in 1986 using EPR spectral data from the S2 state,[525] although this 

proposal involved a structural conversion to an adamantane Mn4O6 structure as the OEC advanced 

to the S4 state. The adamantane-type tetramanganese cluster had already been prepared 

synthetically and reported three years earlier by Wieghardt and coworkers.[526] The group of 

Armstrong demonstrated the viability of a redox-dependent cluster structure in adamantine-type 

model complex chemistry[527] templated by the N,N,N',N'-tetra-(2-methylpyridyl)-2-

hydroxypropanediamide (tphpn) ligand. This work showed a redox-initiated conversion between 

a dimer of dimers cluster [(Mn2(μ-O)2(tphpn))2]4+ with an oxidation state of 2-MnIII:2-MnIV (S1-

like) and a one-electron oxidized  adamantane-type Mn4O6 cluster [Mn4(μ-O)4(tphpn)2]5+ with an 

oxidation state of 1-MnIII:3-MnIV (S2-like) (Figure 60). This latter adamantane-type structure was 

similar to one member of the shapeshifting proposal of Brudvig and Crabtree[525] (Figure 58). 

Further, Armstrong’s dimer-of-dimer  molecule exhibited an EPR spectrum remarkably similar to 

that of the analogous S1 state of the OEC,[519] and its one-electron reduced analogue was 

analogous to the EPR spectrum of the S0 state of photosystem II (Figure 61),[527] which was 

rationalized as a possible indication of structural analogy. However, this history lesson well 

illustrates the risks of assigning atomic structure using EPR spectroscopy, which can exhibit 

similar spectral signatures for vastly different structures. 
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Figure 60. Structures of shape-shifting Mn4O4 complexes from Armstrong.[527] (Left) the 
structure of the [Mn4(μ-O)4(tphpn)2]5+ ion with adamantane-type geometry. (Right) the structure 
of the [(Mn2(μ-O)2(tphpn))2]4+ ion with dimer-of-dimer geometry. Adapted with permission from 
the American Chemical Society. 
 

 

Figure 61. EPR spectra comparing [(Mn2(μ-O)2(tphpn))2] clusters of the group of Armstrong to 
those of the S0 and S1 states of the OEC. A) comparison of S0 state EPR signature to the [(Mn2(μ-
O)2(tphpn))2]4+ cluster after in-situ one-electron reduction in perpendicular mode.[527] B)  
comparison of S1 state EPR signature to the [(Mn2(μ-O)2(tphpn))2]4+ cluster in parallel mode.[519] 

Adapted with permission from the American Chemical Society. 
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The proposal of a cubane Mn4O4 complex for the S0 state by Brudvig and Crabtree in 

1986[525] represented an important historical proposal for the cofactor structure. The groups of 

Christou and Dismukes further contributed support for the probability of the cubane structure in 

their respective model complex chemistries.[141, 528-530] A cubane cluster from the group of 

Dismukes, terminally ligated by six face-bridging diphenylphosponates, Mn4O4(O2PPh2]6, 

represents a 2-MnIII:2-MnIV cluster: a presumed analogue of the S1 state. This cluster exhibited 

release of O2 upon laser irradiation,[529] resulting in formation of a cluster with mass spectral 

features consistent with the “butterfly” geometry cluster, Mn4O2(O2PPh2)3(Scheme 4).[530] While 

this compound was not structurally characterized, its analog had been previously synthesized and 

characterized by single crystal X-ray diffraction by the group of Christou (Figure 62),[531, 532] 

demonstrating the fundamental stability of such species. In solution, the Dismukes cluster did not 

bind water to re-form the cubane cluster to close the cycle, but an analog of the reverse reaction—

the generation of the butterfly geometry by hydrogen atom transfer to extrude water—was 

achieved by the addition of the H-atom donor phenothiazine (pzH), which resulted in the isolation 

of the “pinned butterfly” cluster, Mn4O2(O2PPh2)4, which retained all four diphenylphosphonate 

ligands (Scheme 4).[530] Additionally, the cluster did serve as an electrochemical water oxidation 

precatalyst when diffused into a Naffion support.[533, 534] Later, in 2015, a related cluster system 

was reported by the laboratory of Tilley, wherein the oxygen atom transfer from a Mn4O4 cubane 

cluster to triethylphosphine was achieved, with resulting isolation of a butterfly cluster (albeit with 

a trans geometry)[146] analogous to Dismukes’ proposal (Figure 63). Other similar models have 

been synthesized with various bidentate chelating ligands.[535-537] The proposal of O2 formation 

via coupling of corner oxygens to form a pinned butterfly intermediate remains under consideration 

for the molecular mechanism of O2 evolution in the OEC by some.[538] This, and other proposed 

mechanisms of O-O bond formation will be discussed in section 4.3. 
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Figure 62. The (NBun
4)[Mn4O2(O2CMe)7(pic)2 butterfly cluster of Libby et al (pic = picolinate). 

Image reproduced with permission from the American Chemical Society.[531] 

 

Scheme 4. Interconversions between the Mn4O4(Ph2PO2)6 cubane clusters of Dismukes.[539] 
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Figure 63. Thermal ellipsoid plots of Mn4 clusters from Van Allsburg et al.[146] Ellipsoids set at 
50% probability level and C and H atoms omitted for clarity. (Left) [Mn4(μ3-O)4(O2P(OtBu)2)6] 
cubane cluster. (Right) [Mn4(μ3-O)2(O2P(OtBu)2)6(OPEt3)2] butterfly cluster resulting from 
oxygen atom transfer from the cubane cluster to Et3P. Figure reproduced with permission from 
Wiley. 

Another example of a redox-dependent shape-shifting tetramanganese cluster from one of 

our groups[540]  exhibited a redox-dependent geometry change from the “pinned butterfly” 

geometry, to an S4 symmetric manganese cluster entitled the “twisted basket” (Figure 64) This 

cluster work featured nitrene core ligand substitution in place of the biological oxide, containing 

a mixture of amide and hydrazine ligands. Hydrogen atom transfer to and from this cluster 

facilitated the breaking and forming (respectively) of an N-N bond, leading to cluster geometric 

rearrangements.  
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Figure 64. Redox-dependent tetramanganese-nitrogen cluster rearrangement based on hydrogen-
atom-mediated N-N bond  cleavage. Figure reproduced with permission from the Royal Society 
for Chemistry.[540] 

 As Cl- is an essential cofactor for PSII turnover, it was frequently presumed an atomic 

component of the OEC in early models. The laboratory of Christou was the first to prepare 

chloride-substituted cubane clusters with Cl- ligands substituted for an oxygen atom in highly-

distorted cubane complexes (Figure 65).[147, 541, 542] However, later crystallographic analysis 

of PSII demonstrated the obligatory Cl- ion is located elsewhere in the structure, distal from the 

OEC.[465]   
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Figure 65. The [Mn4O3Cl7(O2CMe)3]3- chloride-substituted cubane cluster of Wang et al.[542] 

Image reproduced with permission from the American Chemical Society. 

The next class of OEC structural proposals to emerge were those of the end-fused Mn2O2 

rhombs. Sauer and Klein proposed a pac-man shaped μ-oxo dimer of Mn2O2 rhombs that could 

template the formation of the O2 bond within the cofactor’s bite (Figure 58).[501] This structure 

was rationalized based upon a good match to EXAFS data for the S1 state of the OEC. A number 

of synthetic model complexes of oxygen-fused dimer-of-dimer molecules followed.[520, 522] A 

similar topology was reported containing Mn ions joined by three bis-µ-oxo units,  and it showed 

an X-band EPR signal similar to the multiline signal from the S2 state of the biological OEC (Figure 

66).[543] These dimer-based proposals gained some traction by the discovery of structurally 

analogous Mn2(μ-O)2 dimeric complexes from the groups of Crabtree and Brudvig that represented 

the first multinuclear Mn-O catalysts for O2 evolution (Figure 67).[521] The catalysis was driven 
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by the chemical oxidants periodate or oxone (peroxysulfate), which are potent oxo-transfer agents, 

and catalysis was not achievable by the one-electron oxidant ceric ammonium nitrate (CAN). The 

use of two-electron oxo-transfer oxidants in water oxidation leads to concerns that the catalytic 

reaction is oxidant disproportionation rather than water oxidation. However, the authors address 

this concern by demonstrating that the O2 product obtained from isotopically labelled water 

contains water-based oxygen rather than oxidant-based oxygen, and that the rate of exchange of 

the μ-oxo ligands with water is too slow to explain water-oxygen incorporation by any mechanism 

other than direct water oxidation. And while this catalyst achieved a meager turnover number of 

4, it provided plausible evidence for the inclusion of Mn2O2 rhombs in OEC models. When 

incorporated into a metal organic framework (MOF), the catalyst experienced a 20-fold increase 

in turnover number attributed to the mitigation of decompositional side reactions.[544] 

 

Figure 66: (a) X-band EPR spectra of OEC (b) X-band EPR spectra of 

[MnIIIMnIV
3O6(bipy)6]3+.[543]  Reproduced from Ref.[543] with permission from the Royal 

Society of Chemistry 
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Figure 67. The [(OH2)(terpy)MnO2Mn(terpy))OH)2]3+ dimeric oxygen evolving cluster of 
Crabtree and Brudvig. Hydrogen atoms omitted for clarity. Reproduced with permission from the 
American Association for the Advancement of Science.[521] 

Shortly after the discovery of the Mn2O2 water oxidation catalyst of Brudvig and Crabtree, 

the group of Britt suggested an improved model of an Mn2O2-rhomb-based model wherein the 

single μ-O bridge was placed at the edge of the linear cluster, and the two Mn2O2 rhombs where 

placed adjacent to one another (Figure 58).[499] This new model provided an improved fit for 

both the CW-EPR and ESE ENDOR spectral data as well as the S2 EXAFS data. A few years 

thereafter, this group improved this proposed model to one of a voided hemicubane based on 87Sr 

ESEEM and CW-EPR on Sr- and Ca-substituted samples (Figure 58).[545] This model was highly 

analogous to a computational model from Siegbahn several years prior[546] which was ahead of 

its time in that it featured corner calcium atoms and pendant manganese atoms (now known to be 

correct). Curiously, the revised structure from the group of Britt[545] bore remarkable similarities 

to the first atomic-resolution structure published by Ferreira et al[547] at almost the same time, 
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and independently, and which was cited in its in-press form in a note in revision.[545] The 

structures were highly analogous but for the inclusion of the calcium atom in the main cubane 

core. This groundbreaking macromolecular crystal structure and its successors are the subject of 

discussion in the next section. 

The ultimate determination and support for a calcium atom in the OEC was crucial in 

propagating the discussion forward. As time continued, a general consensus of a cubane-type 

structure of the OEC gained support, affirming the ubiquity of cubane motifs as cofactors in 

metaloenzymes. X-ray crystallographic structural analysis on model compounds illustrated cubane 

motifs in early proposals. However the crystallographic structural solution of the PSII enzyme 

implicated an additional pendant or “dangler” manganese. The structure featured terminal water 

molecules bound to both the cubane-corner-bound calcium atom and the dangler, and also revealed 

likely coordination modes of amino-acid residues to the complex.[515, 549] 

 

4.2.2 Barber-Iwata and related macromolecular crystal structures 

The first published PSII structure at 3.5Å in 2004 from Ferreira et al brought the discussion of 

OEC structure back to the heterocubane. As illustrated in Figure 68, the crystallographic model 

described a hetreocubane cluster of three manganese ions at three metal corners of the cube, and 

with the Ca2+ ion into the fourth corner, and a curious pendant or “dangler” manganese 3.3 Å away 

from the corner manganese atoms.[550] However, problems with the resolution of this crystal 

structure at 3.5 Å were a commonly cited concern, some suggested that the cubane-like 

crystallographic model was not yet a definitive structure. The too-long Mn-Mn contacts in the 

crystallographic model suggested that the heavily dosed crystals feature a larger cluster than those 

studied by the smaller-dosed XAS samples, implicating cryoreductive damage to the OEC during 
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which the high-energy X-ray photons ionize atoms, and that the resulting high-energy electrons 

reduce the OEC to a lower oxidation state.[551] 

As described at the end of the previous section, around the same time as the release of the 

Barber structure, the group of Britt released a new model of the S2 state based on fitting to EXAFS 

and EPR data that represented a remarkable qualitative match to the new crystal structure: a 

hemicubane complex with a dangler manganese; Britt’s group proposed this structure without 

knowledge of the new X-ray structure since the new structure work was mentioned as an 

afterthought in a note in revision[545] and was in press at the time. Unlike the X-ray 

crystallographic model, this proposal placed the calcium away from the hemicubane core, and also 

included a Cl- ion in the model (Figure 58), which is now known to be located distally from the 

OEC.[465] Another 3.0-Å-resolution X-ray diffraction analysis published the following year 

showed a similar overall arrangement of metal atoms, but significantly different interatomic 

distances,[552]  supporting instead a distorted cubane structure. Around the same time in 2005, 

Yano et al released new high-resolution EXAFS analysis and proposed a similar model (minus the 

calcium) among the most likely structural candidates.[553] However, the following year, the same 

group proposed a revised model of the OEC geometry with similar relative atom placement to the 

crystallographic structure of Loll et al,[552] but with the overall geometry opened up into a dimer 

of dimers type model.[515] The authors argued that this geometric change with shorter overall 

interatomic distances was consistent with EXAFS data whereas the structural metrics of the 

crystallographic cubane models were too large. 
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Figure 68. (a) Structure of the OEC based on the X-ray diffraction measurements done by Barber 
and co-workers[547] and (b) the revised model of Yano et al from polarized Mn-EXAFS[553] and 
the 3.0 Å resolution X-ray structure of Loll et al.[552] Reproduced with permission from the 
American Chemical Society[554] and the American Association for the Advancement of 
Science.[515]  
 

The structure of Barber showed early crystallographic evidence for a cubane arrangement 

of the OEC, which was first proposed by Brudvig and Crabtree in 1986 using EPR spectral data 

from the S2 state (Figure 55).[510]  Although this proposal involved a structural conversion 

between an adamantane Mn4O6 and cubane Mn4O4 complex, it represented an important historical 

proposal for the cofactor structure. Christou and Dismukes supported the probability of this cubane 

structure in their respective model complex chemistries,[555, 556] and the group of Armstrong 

demonstrated the viability of a redox-dependent cluster structure in adamantine-type model 

complex chemistry,[511] but it was the X-ray crystallographic structure reported in 2004 that led 

to the first steps on a path to consensus despite concerns about cryoreduction.[557] The cubane 

structure of the OEC was reaffirmed again in 2007 by Kargul et al who solved the first crystal 

structure of the catalytically active Sr2+ substituted enzyme, and observed a similar placement of 
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the Sr2+ cation 3.5 Å away from the Mn cluster.[554] However, none of these X-ray structures 

featured well-resolved oxygen atom locations, and none matched the EXAFS data, suggesting 

cryoreduction is a perpetual problem in X-ray crystallographic analysis of the OEC. This challenge 

left the cubane assignment of OEC geometry somewhat in doubt for some time. 

4.2.3 Umena structure and use of slide-oscillation to reduce X-ray damage 

Crystallographic data had previously supported cubane geometries proposed from 

biophysical and model chemistries for the Oxygen Evolving Complex, but reliance on low-

resolution crystal data left plenty of room for doubt.[549, 552, 558] Then Umena et al[465] 

reported a structure of the OEC starting at the S1, dark-adapted, state using XRD data at 1.9 Å 

resolution using Synchrotron radiation, and they mitigated the problem of X-ray damage by using 

a large crystal and a small beam, which permitted the local position of interaction of the X-ray 

beam with the crystal to be varied such that the beam was always striking “fresh” solid sample. 

This so-called “slide-oscillation method” greatly reduced the level of X-ray damage to the crystals, 

significantly mitigating the problem of cryoreduction-induced X-ray damage.[465] The higher-

resolution structure featured resolved oxygen atoms, and more confidently located the calcium 

atom. This higher-resolution structure also at last identified the location of the Cl- ion in a proton 

conduction channel, implicating it as a charge-balancing counterion in proton shuttling as opposed 

to a component of the OEC. The structure reaffirmed the cubane cluster core, the corner calcium, 

and the dangler manganese. In addition, it unveiled oxygen locations, and water or hydroxide 

ligands bound to the calcium and the pendant manganese atom (Figure 69). 
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Figure 69: Crystallographic model of the OEC from Umena et al obtained using Synchrotron 
radiation with slide-oscillation, and illustrating the proposed Mn3Ca-O5 heterocubane structure 
with pendant manganese atom.[465] 
 
Despite the groundbreaking quality of the Umena structure, concerns remained about radiation 

damage. While the new model was much more satisfactory in comparison to EXAFS data and 

theoretically calculated expectations,[559] bond lengths remained overall too long in comparison 

with XAS data, suggesting to many that cryoreduction was still a problem despite the reduced X-

ray damage.[560] Theoretical examination of the crystallographic model suggested that the OEC 

was cryoreduced by as much as three full electrons, making the oxidation state formally 2-MnII:2-

MnIII, or the “S-3” state.[561] Experimental examination of the OEC by XAS after controlled 

exposure experiments suggested it could be reduced even farther — entirely to the all-MnII state 

— while still maintaining diffraction-quality crystals.[551] Despite the recapitulation of a cubane 

geometry in the Umena et al structure, doubt about the cubane geometry persisted due to the 

continued concerns of X-ray damage by cryoreduction of the OEC. Ames et al[509] performed 

geometry optimization of the OEC in the S2 state using the BP86 density functional, and predicted 
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that the crystallographic structure is more stable if opened up into the popular dimer-of-dimers 

structure.[499, 501, 515, 520, 522, 525] 

Hybrid density functional theory (DFT) geometry optimizations also showed some 

disagreements with the new structure from Umena et al. For instance, the XRD bond length of the 

Mn1-Mn3 bond was reported as 3.3 Å, while geometry optimizations using a B3LYP functional 

and lacvp basis set of an S0 model using coordinates from Umena et al showed a shorter distance 

of 3.19 Å.[562] This study indicated that a hydroxide at Mn4 with a distance of 2.5 Å from the 

calcium atom was inconsistent with the S1 oxidation states.[562] 

While X-ray damage remained a worrisome problem (to which most attributed the XRD-

EXAFS mismatch) several other groups proposed an alternative explanation: that the presumed 

oxidation state of an all-MnIV cluster for the S1 state — a longtime consensus of the community 

— was in need of reevaluation, and that the actual operative forms of the OEC are in reality two 

electrons more reduced than previously believed.[538, 563-566] These groups have thus argued 

that the longer bond metrics resulted not from a cryoreduced S-1 state for example, but actually the 

proper oxidation assignment for the S1 state. This argument was also supported by reconsiderations 

of the XAS and RIXS and NIR data,[563-565] EPR data,[564, 567] OEC cofactor maturation 

experiments,[568, 569] water exchange rates,[570] and DFT studies,[538, 563, 566] yet still 

remains controversial. This so-called “low-oxidation-state paradigm” describing the OEC 

oxidation states as two-electrons more reduced than traditionally believed will be discussed in 

more detail in Section 4.2.3. 

4.1.4 Femtocrystallography using the X-ray Free Electron Laser[504, 548]  

The X-ray Free Electron Laser (XFEL) has been introduced for better high-intensity data 

collection, introducing a new technique termed serial femtosecond crystallography (SFX) 
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sometimes referred to as “diffraction before destruction”.[509, 552, 571] Femtosecond, ultra-

bright X-ray pulses reduce radiation damage since the pulses are short enough to allow diffraction 

data to be collected before the sample is damaged. These methods have been used to fine-tune the 

structural model of the OEC,[504] and obtain X-ray data on higher S-states for the first time 

ever,[548, 572, 573] and even visualize possible mechanisms of O-O formation.[572, 573] As 

such, femtocrystallography has revolutionized macromolecular structural determination of the 

OEC more than any other technique. 

The most resounding observation to be made about new macromolecular structures in the 

age of the XFEL, is that the cubane geometry is further strengthened as a consensus. Each of the 

new high-resolution XFEL structures uncovers essentially the same cubane-with-dangler geometry 

unveiled in the Umena et al report using slide-oscillation (Figure 70),[465] albeit with significantly 

reduced interatomic distances, suggesting the approach is successful at further mitigating X-ray 

damage to the sample during collection. 

 

Figure 70: Comparison of the two OEC structures using XFEL,[504] and one using synchrotron 
radiation.[465]  Atoms from the XFEL structures from Suga et. Al.[504] are colored by atomic 
element. Atoms from a second, smaller XFEL dataset of Suga et al are colored green, and data 
from synchrotron radiation with slide-oscillation are labelled in Purple.[465] Image reproduced 
with permission from Springer-Nature. 
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Following the initial high-resolution structures from Umena et al,[465] it was found that 

the OEC had been reduced by cryoreduction to the S0 state[562, 574] or lower,[551, 561] even 

using the reduced-intensity X-ray doses from stage-oscilation. Since it had been noted that the 

threshold of reduction for OEC was below 0.12 MGy — well below the dose encountered in the 

Umena structure, this clearly indicated that the slide-oscillation structure of Umena et al had also 

experienced significant cryoreduction from X-ray exposure. It was initially presumed that the use 

of the XFEL might solve this problem entirely. 

This new XFEL structure featured revised atom locations that improved the fit with 

EXAFS data, yet retained the overall structural motif from the original Umena XFEL structure, 

further solidifying the relevance of the cubane motif under reduced X-ray damage. B3LYP DFT 

geometry optimizations on this structure[504] resolved some conflicting Mn − O− bond distances 

between computational and XRD methods.[574] Some differences between XRD and predicted 

structure from theory were noted. Refinement of the structure Hybrid B3LYP DFT[562] and 

QM/MM[571] methods resulted in the loss of the a Mn − O − Mn contact that is present in the XRD 

S1 structure results.[465] One MnꞏꞏꞏMn distance from XRD, reported as 2.5 Å, was actually 

predicted to lengthen to 3.0 Å by both DFT and QM/MM.  

However, despite the use of the XFEL to mitigate concerns, the possibility of X-ray 

damage still cast doubt on these findings, and it was later confirmed from Suga et al. that the XRD 

data experienced at least some damage from the high energy X-rays, despite the use of the XFEL 

technology.[572] Following this, UB3LYP DFT geometry optimizations were calculated for a new 

XFEL structures of the S1 and S3 states[575] that exhibited a rather puzzling missing hydroxide on 

Mn1 at the S3 state.[576] It was determined through the study that the lowest energy description 

for this XFEL structure[575] without this hydroxide was found to be 18.1 kcal/mol higher in 

energy than the model[504] with a hydroxide..[576] Thus, the crystallographic structure for S3 
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without OH can be likely ruled out energetically.[576] These studies illustrate the rapidly changing 

results and paradigms of the OEC as instrumental methods improve.  

Evidence from studies of other proteins have supported concerns that even the XFEL 

structures experience some X-ray damage. An early concern came from XFEL studies on 

ferredoxin crystals that showed that X-ray damage still occurs in single crystals during a short 

pulse, potentially altering electron density distribution prior to complete crystal destruction.[577] 

There is some evidence that suggests there can be rapid diffusion of oxygenic free radicals through 

the sample.[578] This shows a possibility of contamination since oxygen atoms are observed to be 

added to the protein residues.[579] Other reports indicated cryoreduction of the OEC itself, and 

that the structural metrics in (presumed) S1 state structures were a better fit to the S0 state than the 

dark adapted S1 state.[580] Several very low-exposure synchrotron datasets are consistent with 

these explanations, as these low-dose datasets exhibit structure models at exposure levels 

comparable to those used for EXAFS.[581] Thus, while XFEL is a tremendously powerful 

technique, it is not without limitation, since individual XFEL frames show too little signal at high 

angle, requiring multiple images from several crystals to be averaged.  

While it may ultimately be impossible to collect a high-resolution X-ray structure without 

X-ray damage, the picture of the OEC has become clearer and clearer over the past decade with 

X-ray doses and damage becoming better and better mitigated. What remains to be agreed upon is 

how the structure of the OEC changes between transition states, and the mechanism of O-O 

formation, though excellent progress has been made in this area in the past few years. For studying 

the S1 → S2 transition, most contributions have been made using Fourier transform infrared 

spectroscopy (FTIR),[583, 584] extended X-ray absorption fine structure (EXAFS),[556, 585, 586]   

and EPR.[587] Inducing changes in PSII using a two-flash illumination before XFEL 

crystallographic analysis, Suga et al noted electron density changes around the QB/non-heme iron 
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and the Mn4CaO5 cluster. Due to the disappearance of a water molecule 3.5 Å away from the 

cluster, they concluded that protonation of hydroxide and dissociation of the resulting water ligand 

also occurred during the two-flash illumination.[572] These findings have been in support with 

previously proposed mechanisms of O-O formation involving O5 (see Figure 70), which will be 

further discussed in Section 4.2.[574, 588]  

Isomorphous difference Fourier is another technique that has provided significant insight 

to the changes in transition states of the Oxygen Evolving Complex using crystallography. This 

technique permits the observation of small differences in electronic density in structures with the 

same cell parameters and orientation.[582] Using these methods, it was shown that the S1 → S2 

transition exhibits a displacement of the dangling 4th manganese from the protein membrane and 

its movement to a coordination of an ideal octahedron.[571] Several recent serial femto-

crystallography experiments have permitted the visualization of higher-S-state structures, and the 

assignment of electron density Fourier difference peaks to oxygen atoms participating in O-O bond 

formation, though individual accounts differ in the assigned location of the attacking oxygen 

atom[572, 573, 589] These results and full implications of the various reports on the mechanism 

of O-O bond formation will be discussed in section 4.2, Mechanism of the OEC. Nevertheless, 

analysis of XFEL structures has limitations, especially when arguments about the small changes 

in electron density resulting from Isomorphous Fourier difference analysis are the crucial findings. 

Since there is not a sufficient signal in individual XFEL images at high resolution, the averaging 

of multiple images from multiple crystal samples is required to better resolve small differences in 

electron density in Fourier difference analysis, especially those used to identify shifting atoms in 

transitions between S-states.[582] 
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4.1.5 Model complexes inspired by high-resolution macromolecular crystal structures. 

The structure of Ferreira et al,[547] displaying a corner calcium ion, a dangler manganese 

atom, and no cluster-incorporated chloride (Figure 68), gave the synthetic community a more 

concrete target for biomimetic synthetic compounds. And while initial concerns about the 

relevance of this structure due to X-ray damage were justified, the overall atomic arrangement has 

withstood the test of time (as outlined in the previous section), and as such the synthetic target has 

not changed over the course of the past decade and a half. It has been an intention of the scientific 

community to introduce the 4th dangler manganese ion once its importance to photosynthetic 

water oxidation was known.[590-597] Studies of binding of ammonia in competition with 

water[591, 592] suggest that water coordinates to the 4th manganese ion during water oxidation 

catalysis (ammonia binding will be further discussed in section 4.2.2). Selected examples of the 

progress in synthetic chemistry inspired by crystallographic developments are presented in this 

section.  

A necessary component of any OEC model is a calcium ion, which has a crucial role in the 

OEC, especially in the formation of the S3 state.[598]  Its incorporation adds asymmetry to the 

structure that is integral for the oxygen evolving carousel.[585, 599-601] This is supported by 

studies that show decreased oxygen evolution when a Sr2+ ion replaces the Ca2+ ion.[602, 603] 

Some examples of MnIICaII complexes[604] are too reduced to be relevant to OEC turnover, but 

are potentially related to early stages of photoassembly of the OEC from dissolved Mn2+ ions. The 

lab of Christou was the first to incorporate a calcium atom into a cubane fragment of a higher 

oxidation state MnO cluster.[198] This system involved a larger Ca2Mn12 cluster that nevertheless 

contained an internal CaMn3O4 cubane fragment with additional neighboring dangler-like 

manganese ions with interionic distances similar to that of the OEC (Figure 71). Magnetic 



104 

susceptibility suggested very strong antiferromagnetic coupling within the cluster, giving a ground 

spin state of S = 5/2. As such, the cluster was not a precise model, but more accurately “contained” 

an accurate model fragment within a larger cluster. The result is consistent with the high degree of 

antiferromagnetic coupling observed in the EPR spectrum of the OEC. 

 

Figure 71. (Left) core atoms of the [Mn13Ca2O10(OH)2(OMe)2(O2CPh)18(H2O)4] cluster of Mishra 

et al.[198] (Right) view of the atoms from the upper cubane fragment showing analogous atomic 

arrangement to the OEC. Reproduced with permission from the Royal Society of Chemistry. 

In light of increasing crystallographic evidence for cubane structure of the OEC, this and 

several other groups have since published additional papers on Ca-containing Mn cubane models 

with improved accuracy. The first isolated CaMn3O4 single-cubane cluster was from the group of 

Agapie, and featured a trigonally symmetric 1,3,5-triarylbenzene functionalized with six pyridine 

and three alkoxide ligands.[140] This trigonal template permitted the formation of a voided-cubane 

architecture, followed by the controlled insertion of either a manganese or a calcium ion into the 

4th metal site (Figure 72). These models showed that alteration of the identity of the corner metal 

atom altered the reduction potential of the cluster, suggesting a potential role for the calcium ion 

of tuning redox potentials for efficient electron transfer and catalysis. Further structural 
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modifications permitted the addition of a “dangler” silver ion in a similar location to that of the 

pendant manganese atom of the OEC.[605]  

 

Figure 72. Preparation of the MMn3O4 clusters of Agapie.[606] M = Mn, Ca. Adapted with 
permission from the American Association for the Advancement of Science.  

At almost the same time, the group of Christou published another cubane cluster containing 

a calcium ion on one corner, and a second dangling calcium (but not manganese) ion (Figure 73). 

This cluster exhibited a ground-state S = 9/2 spin manifold examined by both magnetometry and 

EPR spectroscopy. The EPR spectrum exhibited both a low-field signal around g = 8, and another 

around g = 2 resulting from the thermally populated spin manifold of a S = 9/2 system of MnIV 

ions with strong ferromagnetic coupling. Another ether example of a (non-manganese) dangler 
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ions at an OEC models is one containing a pendant strontium ion from Cheng et al,[607]  and one 

including a calcium ion from Mukherjee et al.[524] 

 

Figure 73. Structure of Mn3Ca2 cubane cluster from Mukherjee et al.[524] Reproduced with 

permission from the National Academy of the Sciences of the USA. 

Biologically relevant cluster systems with a single pendant manganese atom are rare. The 

group of Agapie reported the use of a tripodal triarylbenzene-based ligand to template a trinuclear 

(non-cuboidal) cluster through pyridyl and alkoxide ligands, with a single bridging inorganic oxide 

between the metal centers. Pendant pyrazolyl ligands at the ligand periphery permitted the addition 

of a fourth dangler metal (Figure 74), which in the case of the manganese system, resulted in a 

catalyst that could oxidize water to peroxide.[608]  
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Figure 74. Tetranuclear dangler system of Han et al. Reproduced with permission from the 

American Chemical Society.[608]  

The group of Zdilla reported a Li-Mn-NtBu cubane cluster with a pendant Mn≡N group. 

Though the dangler manganese of this cluster differed in geometry from the OEC, and this cluster 

featured Li Lewis acid incorporation (instead of Ca). A biomimetic four electron reductive 

elimination of azo-tert-butane ensued upon the removal of the lithium Lewis acid cation (Figure 

75). This reaction represents a nitrene analog of the four-electron reductive elimination of O2 from 

OEC oxide ligands.[178] The resulting cluster-based product is a simple manganese-imide cubane 

cluster of formal MnIV ions. The pseudotetrahedral geometry of the Mn ions brings them much 

closer to one another in the interior of the cluster than what is observed in the more common six-

coordinate manganese clusters and in the OEC. As a result, neither ferromagnetic nor 

antiferromagnetic coupling, but instead full Mn-Mn bonding is invoked to describe the interaction 

between the manganese d-electrons. A full complement of six covalent Mn-Mn bonds is formed, 
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evidenced by the temperature independent diamagnetism, suggesting full pairing of all d-electrons 

in this idealized 60-electron[43] cluster (see section 2.1).  

 

Figure 75. Reductive elimination of azo-tert-butane from a manganese imide cubane triggered by 
removal of lithium. M = Li or pendant Mn≡N group. A cubane cluster with six covalent M-M 
bonds is formed.[178]  

 

When this synthesis is performed in the presence of trace water, a biomimetic cubane cluster 

with a dangler Mn=O moiety is obtained.[179] Water protolyzes the pendant Mn(NR)3N fragment 

(Figure 76) to give an [O3MnVIIN]2- tetrahedral metalloligand that incorporates into the bridging 

positions of the cluster. Being that it is the same charge, and almost identical size and shape to the 

tert-butylamido ligand, this fragment incorporates into the cluster at random, giving a mixture that 

is approximately 90% the all-tert-butyl cluster, Mn4(μ3-NtBu)4(NtBu)4, <10% singly-incorporated 

cluster, Mn4(O3MnVIIN)(μ3-NtBu)3(NtBu)4, and trace amount of multi-incorporated clusters with 

more than one metalloligand. This results in the presence of about 10% of the Mn4(O3MnVIIN)(μ3-

NtBu)3(NtBu)4 cluster, containing a biologically inspired pendant Mn=O group, related to the 

proposed active intermediate of the so-called “nucleophilic attack” mechanism of the OEC[588, 

609, 610] (the nucleophilic attack mechanistic proposal will be discussed further in section 4.2.2). 

While this compound has not been shown to oxidize water, the pendant manganese moiety is 

reactive with alkenes, and leads to dioxygenated products such as diketones and diols.[179] 
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Figure 76. Formation of a pendant-Mn=O containing cubane cluster from Vaddypally et al[179] 
by partial hydrolysis of a precursor dicubane cluster, and comparison to a proposed “nucleophilic 
attack” intermediate of photosystem II (in parenthesis). 
 
  In general, there is a paucity of biomimetic synthetic manganese cluster systems that can 

oxidize water[611, 612] and even among them, a dearth of OEC model complexes that are both 

structural mimics, and reactive mimics. A possible exception is illustrated in a report of the most 

structurally accurate biomimetic model reported to date is the cluster of Zhang et al,[613] which 

features a nearly perfect topological and compositional map of the OEC, including carboxylate-

based ligation, a corner calcium atom, and a dangler manganese bridged by a carboxylate (Figure 

77). A solution of the product showed a pair of EPR signatures (Figure 78) strikingly similar to 

those of the S2 state of the OEC (see Figure 55 in section 4.1). The authors further claim four 

biomimetic S-states based on cyclic voltammetry, and catalytic water oxidation capability. While 

this model clearly features the most striking similarity to the OEC of any reported system, a number 

of major concerns exist, including the poor quality of the crystal structure (R1 > 16%), incomplete 

characterization (including a complete lack of purity assessment), a standard CV whose oxidation 

and reduction waves do not integrate to one electron each as claimed, and a catalytic CV showing 

an onset potential for catalytic water oxidation below the thermodynamic potential of 1.23 V vs. 

NHE (a physical impossibility).  
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Figure 77. Comparison of the OEC (left) to the Mn4CaO4(ButCO2)8(tBuCO2H)2(py) cubane model 
cluster of Zhang et al.[613] Figure reproduced with permission from the American Association for 
the Advancement of Science. 
 

 
Figure 78. EPR spectrum of the Mn4CaO4(ButCO2)8(tBuCO2H)2(py) cubane model cluster of 
Zhang et al.[613] showing remarkable similarity to the EPR spectrum of the S2 state of the OEC 
(Figure 55). Figure reproduced with permission from the American Association for the 
Advancement of Science. 
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4.2  Proposed Mechanisms of the OEC 

The cubane geometry is pervasive across redox catalysis in biological enzymes. Yet, the relevance 

of the cubane cluster in catalysis extends to synthetic and solid-state systems as well.[211, 614-

617]  It has been well documented that the OEC cycles through at least five redox states via photon-

driven oxidation, denoted S0, S1, S2, S3, S4 (See Figure 54).[478]  This repeating cycle serves as 

the foundation of empirical and theoretical methods that aim to study the OEC, with the S4 state 

the area of focus for O-O bond formation mechanistic studies. Recent studies supporting various 

mechanisms of O-O bond formation (Figure 79) in the context of the consensus OEC cubane 

structure, and water splitting at biomimetic catalysts will be introduced and discussed in this 

section. Earlier mechanisms proposed at pre-crystallographic non-cuboidal OEC proposed 

structures are not covered here, but have been discussed in previous papers.[525, 618, 619] An 

excellent review on proposed mechanism of a wide array of water oxidation catalysts using varied 

transition metals is worth noting.[620] 
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Figure 79: Illustration of several proposed mechanisms of O-O bond formation supported using 
theoretical methods. These include the nucleophilic attack,[621] modified nucleophilic attack/oxyl 
radical,[622] oxo-oxyl coupling,[623] and corner oxo coupling/low-oxidation-state 
paradigm.[538] 
 

4.2.1 Nucleophilic attack mechanism. 

One of the earliest mechanisms proposed for O-O bond formation in the cubane cofactor was the 

so-called nucleophilic attack mechanism (See Figure 79), originally proposed by Brudvig and 

McEvoy.[554] This mechanism proposed a highly intuitive role for both the pendant manganese 

and the calcium ion. The proposed role of the pendant manganese is to stabilize an electrophilic 

oxide bound to a MnV center in the S4 state, while the calcium ion’s role is to carry a nucleophilic 

hydroxide, as is commonly found in calcium-based hydrolases such as Staphylococcal 

nuclease.[624] Similar mechanisms have also been proposed for the activity of non-manganese 

water-oxidizing systems such as copper,[625] iridium,[625] iron,[626, 627] ruthenium,[628, 629] 

cobalt[630] and others.[620] The plausibility of a nucleophilic attack mechanism at manganese is 
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supported by a few synthetic studies, including one from Åkermark where a solution-phase 

MnV=O moiety stabilized by a corrole ancillary ligand. This system forms O2 by reaction with 

solution-phase hydroxide[631] (Figure 80). A catalytic water oxidation system from Mohamed et 

al[632] was also proposed to occur through a nucleophilic attack mechanism. In contrast, work 

from one of our groups isolated a cubane cluster with a MnVII=O moiety, which did not generate 

detectable O2 when reacted with water or hydroxide ion, even though a MnVII=O unit is expected 

to be much more electrophilic than the putative MnV=O responsible for S4 state turnover in this 

proposed mechanism. 

 

Figure 80. Proposed mechanism for water oxidation via nucleophilic attack by OH- on a MnV=O 
oxide.[633]   
 

Although the nucleophilic attack mechanism has garnered much support, particularly from the 

synthetic inorganic chemistry community, this mechanism has been claimed to be a near 

impossibility by some in the computational community due to the high energy barriers.[588, 634]  



114 

This mechanism was calculated to have an incredibly high activation energy (29.8 kcal/mol being 

the lowest) compared to the oxyl-oxo mechanism coupling mechanism predicted by Siegbahn to 

have a much lower barrier (6.2 kcal/mol, vide infra). The rationale for this high barrier for the 

water attack mechanism is that a transition between two potential energy surfaces with different 

spin is required. Very poor energetic stabilization occurs upon the formation of the product O-O 

bond on this spin surface.[634] While the synthetic inorganic chemistry community has tended to 

favor the nucleophilic attack mechanism, the theoretical and biophysical communities have tended 

to support a radical coupling mechanism involving a requirement for radical character on the 

oxygen atom(s) for bond formation. However, the description of spin delocalization onto oxygen 

in MnV=O systems was disfavored by spectroscopic characterization of a MnV=O model complex 

by the group of Borovik, which demonstrated a paucity of radical character on the terminal oxo as 

determined from the extend of magnetic hyperfine interaction between an isotopically labelled 17O 

nucleus and the unpaired electrons (Figure 81).[635] It has also been proposed that a nucleophilic 

attack mechanism could be possible through a low oxidation paradigm [636-637] (See Section 

4.2.3). 

 

Figure 81. EPR spectrum of MnVH3buea(O) showing an essentially identical EPR signature for 
the 16O and 17O labelled metal oxide, suggesting minimal delocalization of radical character onto 
the terminal oxide. Adapted with permission from the National Academy of Science.[635] 
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4.2.2 Radical Mechanisms 

An alternative explanation that has gradually gained favor by many groups is that radical oxygen 

character is required for O-O bond formation in the OEC. Even the original proposers of the 

nucleophilic attack mechanism revised this to a version where the electrophilic MnV=O is better 

described as a MnIV-Oꞏ, a manganese(IV)-oxyl radical, but still receives a nucleophilic attack from 

a water oxygen atom.[622] Other mechanisms involve radical coupling with the central O5 oxygen 

atom of the OEC with one of the bridging oxide ligands[634] or with an incoming substrate water 

oxygen atom.[572, 573] A longtime proponent of the oxyl-oxo mechanism has been Siegbahn. The 

proposed mechanism claims an oxyl radical in the center of the OEC (O5) forms an O-O bond 

with a bridging oxo group.[510, 550, 562, 588, 634, 638, 639]  This radical mechanism, first 

proposed in 2006,[640] received early support, such as in the work of Batista et al who proposed 

the presence of an oxyl radical in the OEC mechanism.[555]  Experimental data using W-band 

electron-electron double resonance (17OELDOR) detected NMR spectroscopy suggests the 

involvement of the bridging O5 in dioxygen formation,[641] which is more consistent with the 

diradical mechanism proposal of Siegbahn.[634] However, most of the recent computational 

endeavors studying the biological OEC rely on  the newest and most reliable crystallographic 

data.[511, 574, 642] Newer empirical data coupled with computation has continued to draw 

support for the radical mechanism. For example, a broken symmetry DFT (BS-DFT) study of 

ammonia coordination indicated that ammonia binding occurred at the W1 ligand as opposed to 

O5 in the OEC.[643] Guo et al claimed these findings increase support for the oxo-oxyl coupling 

mechanism, for the calculated free energy barrier of 30 kcal mol−1 for ammonia entrance into the 

OEC was evaluated as forbidden. Another BS-DFT study from Lomiller et al[590] affirmed 

previous work[644]  that Sr2+ substitution of the Ca2+ ion and NH3 coordination do not change the 
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geometric or electronic structure of the S2 state significantly, supporting O5 as the exchangeable 

µ-oxo bridge and first area of substrate introduction.[591] Studies of methanol binding showed 

that structural flexibility is important for the OEC mechanism, which is best reflected in 

Siegbahn’s model.[645] 

Once the oxygen evolving complex reaches the S2 transition state, water coordination and 

introduction pathways can shed light on the OER. Water binding mechanisms have been studied 

using ammonia substitution because of analogous electronic properties that make it a model 

marker.[592, 593, 646] Pérez-Navarro et al.[591] utilized pulsed EPR spectroscopy methods and 

mass spectrometry to study ammonia binding to the S2 state, concluding that NH3 replaces a 

terminal water ligand (W1), not substrate water, at the MnA trans to the bridging O5 ligand (Figure 

82). The study was accompanied by quantum chemical studies, yet these were restricted to only 

the W1 position, and the chosen model clusters were not large enough to include crucial hydrogen‐

bonding interactions with the bound ammonia ligand. EPR techniques combined with broken-

symmetry DFT performed by Schraut and Kaupp showed ammonia displacing a water coordinated 

to the outer dangling fourth manganese (Figure 82).[593] The computational finding of substitution 

of bridging oxygen O5 by NH2 found that the MnA–MnB distance increased by 0.12 Å (from 2.76 

to 2.88 Å) upon ammonia binding, in agreement with an EXAFS study,[647] (0.15 Å elongation). 

However, it has been claimed that that particular EXAFS study likely suffered unavoidable 

radiation damage[593] and the only binding mode consistent with EXAFS data (NH2 bridging at 

O5), was calculated to be extremely unfavorable in energy in comparison to W1 terminal binding 

by about 20-30 kcal/mol.[593]  
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Figure 82: Various proposals of ammonia binding to the OEC investigated computationally by 
Schraut and Kaupp.[593] Reproduced with permission from Wiley.  
 

Ammonia binding was also found to occur in a secondary site (Figure 83),[646] which the 

authors claim gives rise to an S=5/2 spin state that occurs in the S2 transition state. This 

coordination was used to explain the high spin S = 5/2 state in the EPR of ammonia-bound 

OEC[646] (in contrast to an alternative explanation given in the low-oxidation-state paradigm 

hypothesis, section 4.2.3). The ammonia is competitive with the chloride ion, which is 

approximately 7 Å from the 4th dangler manganese and has been shown to be intimately involved 

with its OEC function.[646] Combined with QM/MM modeling, it is proposed that ammonia 

replaces D1-D61 as a hydrogen bond acceptor that is associated with the chloride binding site.[598, 

648]  Ammonia’s binding to the secondary site directly to the OEC is thermodynamically driven 
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by the >120 mV (>2.7 kcal mol–1) stabilization of S2, whereas the binding of NH3 to the primary 

site occurred at temperatures above 250 K. Additionally, in K317A PSII where there is no chloride 

within the OEC they found no binding of NH3 in the secondary site, supporting their hypothesis 

that NH3 competes with D61 as a hydrogen acceptor for W1 forcing its displacement (Figure 83). 

This further illustrates the use of ammonia as a model binding tool,[592, 593, 646, 647, 649, 650] 

to identify likely sites of substrate water binding; the results of these studies offer evidence for the 

oxo-oxyl radical type mechanisms by implicating the same water binding sites as proposed in those 

mechanisms.[646]   

 

Figure 83: Proposed model of chloride-competitive ammonia binding outside the OEC. (A) Native 
structure of the S2 state S = 5/2 spin isomer. (B) Ammonia competes with D61 as a hydrogen bond 
acceptor to W1. (C) In K317A PSII, chloride does not bind. D61 remains a strong hydrogen bond 
acceptor to W1, and ammonia does not bind. Reproduced with permission from the American 
Chemical Society.[646] 
 

Newer alternative radical mechanisms have been suggested as well,[639] where the "inner 

oxo" O5 arranges between Mn3 and Mn1.[651, 652] This results in radical coupling of W2 and 

O5[642], which  contrasts to the originally proposed "outer oxo" of Mn3 and Mn4.[609]  The "outer 

oxo" proposal has been supported by EDNMR experiments using a rapid mix-freeze approach 

where it was found the oxo-bridge (O5) exchanges rapidly with water in the S1 state (within 10–

15 s).[641] This evidence supports the suggestion that O5 is indeed substrate-water-derived. The 
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radical mechanism is also helpful in explaining why the exchange rate of slowly exchanging water 

(Ws) is fairly unchanged during the S2 → S3 transition despite apparent changes in oxidation state 

and structure.[652] As discussed above, the best suggestion currently is that the exchange 

mechanism in the S3 state involves a structural and/or redox equilibrium that may also include a 

MnIIIMnIVMnIVMnIV tyrosyl radical state that allows water exchange to occur like in the S2 

state.[653-655] 

UV-vis difference spectroscopy[656, 657] and TR infrared spectroscopy[658] propose an 

early deprotonation event (0–300  μs) during the S3-S4-S0 transitions. A study from Davis et al, 

while not excluding this hypothesis, suggests that it would require a significant electronic 

rearrangement of the 3d Mn frontier orbitals to explain the observed absorption spectra. The 

spectroscopic results combined with their work can be better rationalized if the formation of the 

(TyrZ•) S3 state triggers a sequence of events resulting in significant redox or structural changes to 

the OEC, such as the formation of the O─O bond. Davis et al thus proposed a new mechanistic 

model in which O─O bond formation occurs prior to the transfer of the final fourth electron from 

the Mn4Ca cluster, suggesting that the S4 state is actually transient, and explaining why no 

MnVMnIV
3 or MnIV-Oꞏ radical state is observed in their time resolved X-ray emission spectroscopic 

kinetic experiments.[659]  An XFEL study of the S3 state by Suga et al[572] produced an S3-state 

structure virtually indistinguishable from the DFT model within the experimental resolution of X-

ray diffraction.[660] These observations support the hypothesis that O-O bond formation may be 

occurring in the S3 state, earlier than previously suggested, though there could be an intermediate 

precursor structure related to other mechanistic proposals, such a formal MnVMnIV
3 intermediate, 

or a MnIV
4 species coupled to a radical Tyrz•. 
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4.2.3 Low Oxidation State Paradigm 

   Throughout the entire history of analysis of the structure of the OEC, it has proven difficult 

to provide a picture of the OEC consistent with all biophysical data. XRD structures tend to suggest 

a greater level of reduction than EXAFS data, even using damage-reducing ultrafast femto 

crystallography.[504, 548, 577, 580, 581, 661] However, a few groups have argued that all 

inconsistencies can be resolved by the revision of the presumptive S-state oxidation state model to 

a new set of assigned oxidation states two-electrons more reduced, termed the “low-oxidation-state 

paradigm,” formally ranging from 1-MnII:3-MnIII for S0 up to 1-MnIII:3-MnIV for S4. By 

comparison, the more traditional set of assigned formal oxidation states (3-MnIII:1-MnIV for S0 up 

to 3-MnIV:1-MnV for S4) is now sometimes referred to as the high-oxidation-state paradigm by 

contrast (Figure 84). A theoretical report from Terrett et al suggested O-O bond formation from 

corner O atoms was feasible from the proposed 1-MnIII:3-MnIV S4 state.[538] A technique that is 

commonly used to probe the S-states of the OEC is electron paramagnetic resonance (EPR). In 

particular, the S2 state has received extensive study using EPR techniques.[602, 662-665] However, 

spin state assignments from EPR do not usually offer direct evidence of any oxidation states, but 

rather, the total number of unpaired electrons, and their distributions across atoms. These spectra 

may be consistent with more than one possible electronic structure, though specific values of 

hyperfine (a), and types of anisotropy in g and in a can lend support to some electronic assignments 

over others. The S2 spectrum (Figure 85) suggests two species with separate spin states, S=1/2 and 

S=5/2, but the S=1/2 "open cubane" spin state predominates in normal environmental conditions. 

The S=5/2 spin state exhibits a "closed cubane", where the 5th oxygen is not bonded to the dangling 

4th manganese.[664] The split EPR signal was originally attributed to an amino acid radical, either 

histidine[666] or tyrosine[667], magnetically interacting with the Mn cluster. A combination of 

spectral and 55Mn ENDOR simulations performed by Peloquin et al[668] were able to reproduce 
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the split signal observed in both EPR and ENDOR spectra (Figure 85), providing evidence that the 

split signal is resultant from tyrosine radical (Yzꞏ) coupled to the Mn cluster.[669] 

 

Figure 84: High and low oxidation pathway proposals for the OEC. 

 

Figure 85: Left: (a) Two-pulse ESE and (b) CW-EPR, field swept “illuminated minus annealed” 
difference spectra of the S2-state multiline signal PSII membranes and the split EPR signal of 
acetate-treated membranes. The solid lines represent experimental data and the dotted lines 
numerical simulations. Right: Davies ESE-ENDOR “illuminated minus annealed” difference 
spectra of the S2-state multiline signal and the split EPR signal of acetate treated samples. Solid 
lines represent experimental data and dotted lines numerical simulations. Reproduced with 
permission from the American Chemical Society.[668] 
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Consistent with theoretical predictions,[670] this high spin “closed cubane” structure is 

proposed to undergo transition into the S3 state through low energy barriers and fast kinetics.[664]  

Even though the S=1/2 isomer is favored, it has been shown higher order plants can use this 

equilibrium to carefully tune efficiency from thermodynamics and charge recombination.[671] It 

has been proposed that the S=5/2 isomer is stabilized by the surrounding hydrogen bonding 

network, allowing the OEC to transition into the S3 state.[513] These observations thus made 

understanding the hyperfine interactions of the S=5/2 signal an integral piece to understand the 

oxygen evolving mechanism.  

However, due to the complex nature of the S2 state, usual EPR methods cannot distinguish 

hyperfine interaction tensors of the manganese ions of the S = 5/2 signal, requiring electron nuclear 

double resonance (ENDOR) spectroscopy.[664] Recent 55Mn ENDOR spectroscopy of the S2 state 

below 4.2K bolsters support for the low-oxidation-state paradigm[665]  with three Mn hyperfine 

couplings containing anisotropy. This indicates that three Mn(III) ions are likely present within 

PSII.[670] When comparing the 1.9 Å and 1.95 Å structures of Umena et al[465] and Suga et 

al[504] respectively, the low oxidation state paradigm was supported since computational root 

means squared deviation (RSMD) of M-M and M-O distances was significantly smaller than the 

high oxidation state paradigm (0.086Å and 0.164Å respectively).[672]  

The low-oxidation-state paradigm is further supported from experimental work from 

Dismukes on the photo-assembly of the OEC from aqueous MnII.[569] OEC maturation requires 

the oxidation of aqueous MnII ions using photooxidation of P680 using the normal electron transfer 

pathway. When using light to excite electron transfer from the unmetallated PSII in the presence 

of MnII, the regeneration of P680 occurs via oxidation of MnII to MnIII with concomitant cluster 

assembly. In this work, only 7 flashes were required to evolve O2. Since four flashes are required 
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to evolve O2 from the S0 state, only three flashes are required to assemble the S0 state from MnII, 

suggesting that S0 has the oxidation state assignment 1-MnII:3-MnIII, consistent with the low-

oxidation-state paradigm.[569] 

 

4.2.4 High Oxidation State Paradigm-New Findings 

More support has recently come into agreement with the high valent scheme of S state 

cycling.[637] Krewald et al replicated the recent55Mn Davies ENDOR experiment of Jin et al,[673] 

and in contrast to proponents of the low-oxidation state paradigm,[564] did not observe any 

Mn(III) ion evidenced by large anisotropy at 2.5K. They suggest their data represents tetramer-

like magnetic coupling with all Mn ions exhibiting similar hyperfine couplings.[637] This supports 

the claim that there are no structurally consistent low oxidation state schemes for the S0 and S1 

states, as high valent models agree with geometric constraints from EXAFS and are argued to be 

more stable.[674] 

As discussed earlier, XFEL methods have produced structures with less radiation damage, 

which do not reduce the manganese complex as severely, mitigating resulting increases in the Mn-

Mn distances.[504, 572] Ambiguity of experimental data along with structural disorder of even 

these images has left some room for concern.[675] Recent DFT studies of the 1.95 Å structure 

determined that the structure that was in best in agreement with experiment was obtained by 

removing a proton from the water W2 ligand and protonating the O5.[676] Leaving the His337 

residue neutral in their S1 model, the group adopts the high oxidation state paradigm to better agree 

with the newest XFEL findings.[676] The protonation of O5 in the S1 state has been supported by 

the work of several,[561, 563] although Petrie et al,[563] while agreeing with the presence of the 

protonated OH ligand, claimed that the identity of the OH was the W2 ligand, and favored the low 

oxidation state paradigm.  
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The high oxidation state paradigm has historically seen more support from experimental 

data in comparison to the low-valent scheme.[499, 663, 672, 674, 677] For instance, simulation of 

the vibrational difference spectra between the S1 and S2 state using a QM/MM approach showed 

that the changes in the IR spectrum were more consistent with the high-oxidation-state paradigm 

(Figure 86).[678] They concluded that the high-oxidation models 1 and 2 (see Figure 86), 

corresponded most consistently with carboxylate shifts in IR spectra.[678] 55Mn pulse ENDOR at 

the Q-band of the S0 state with subsequent revisiting of the hyperfine interaction parameters for 

the S2 state disfavors the presence of Mn(II), a requisite in the low‐valent scheme, and instead 

explicitly favor the high‐valent scheme of Mn4(III, III, III, IV) and Mn4(III, IV, IV, IV) for S0 and 

S2 respectively.[672] Similarly, an EPR study utilizing the inversion-recovery method on OEC 

model compounds [Mn(II)Mn(III)(μ-OH)(μ-piv)2(Me3tacn)2](ClO4)2 and Mn(III)Mn(IV)(μ-

O)2bipy4]ClO4 suggested that the S0 could be described as a Mn(II)Mn(III) dimer, coupled 

antiferromagnetically to either a Mn(III,III) (low oxidation state) or Mn(IV,IV) (high oxidation 

state) dimer.[679] However, since this result was obtained from biomimetic analogues it should 

be taken understanding the limitations of these synthetic models in simulating the OEC 

environment. These findings from experiment summarize some of the more recent support for the 

high-oxidation paradigm yet also illustrate the ever-ongoing search for a definitive explanation to 

the OEC’s cycle and mechanism in a yet unresolved debate. 
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Figure 86: Calculated IR spectra in the symmetric COO− stretching vibrations of carboxylate 
groups (red or blue lines) compared with experimental FTIR difference spectra (black lines). (A) 
S2/S1 difference spectra. (B) 12C/13C-A344 S2/S1 double-difference spectra. (a) Model 1 (blue line, 
Mn1-oxidized S2; red line, Mn4-oxidized S2), (b) model 2 (blue line, Mn1-oxidized S2; red line, 
Mn4-oxidized S2), (c) model 3, and (d) model 4. Experimental spectra of A[680] and B[681]. 
Reproduced with permission from the National Academy of Sciences.[678] 
 
 
5. Concluding Statements 

The importance of cubane clusters in biological chemistry has been well appreciated for nearly 50 

years. For even longer synthetic exploration and characterization of cubane cluster reactivity and 

electronic structure has been ongoing. There exists a wealth of literature deliberately connecting 

biological systems to synthetic model systems, but this review has sought to make broader 
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connections between biology and synthetic research across all the cubane literature. This review 

describes the current state of understanding across multiple biological metalloprotein systems and 

synthetic cubane clusters of a wide array of types. It is hoped that this review will enlighten readers 

about the broad array of cubane literature available outside the biomimetic modelling community, 

as well as provide new connections between mechanistic and electronic structure questions 

surrounding these important biological systems. 
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