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Abstract— We propose using Carrier Sensing (CS) for dis-1

tributed interference management in millimeter-wave (mmWave)2

cellular networks where spectrum is shared by multiple operators3

that do not coordinate among themselves. In addition, even the4

base station sites can be shared by the operators. We describe5

important challenges in using traditional CS in this setting6

and propose enhanced CS protocols to address these challenges.7

Using stochastic geometry, we develop a general framework for8

downlink coverage probability analysis of our shared mmWave9

network in the presence of CS and derive the downlink coverage10

probability expressions for several CS protocols. Our work is11

the first to investigate and analyze (using stochastic geometry)12

CS for mmWave networks with spectrum and BS sites shared13

among non-coordinating operators. We evaluate the downlink14

coverage probability of our shared mmWave network using15

simulations as well as numerical examples based on our analysis.16

Our evaluations show that our proposed approach leads to an17

improvement in coverage probability, compared to the coverage18

probability with no CS, for higher values of signal-to-interference19

and noise ratio (SINR). Interestingly, our evaluations also reveal20

that for lower values of SINR, not using any CS is the best21

strategy in terms of the downlink coverage probability.22

Index Terms— mmWave networks, spectrum sharing, carrier23

sensing, coverage probability, stochastic geometry.24

I. INTRODUCTION25

THE millimeter-wave (mmWave) band [2], with abundant26

available spectrum, is a major contributor to the signif-27

icant bandwidth improvements that 5G brings. Importantly,28
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the beam-based transmissions for mmWave, instead of the 29

traditional sector-based transmissions, engender the oppor- 30

tunity of spatial spectrum sharing [3]. Spectrum sharing in 31

mmWave networks is essential for enabling private cellular 32

networks [4], which is one of the crucial use cases of 5G. 33

Spectrum sharing in licensed bands can be implemented using 34

centralized control. However, the problem of spectrum sharing 35

in unlicensed bands is of much broader interest. Some existing 36

works [5]–[8] have investigated unlicensed mmWave spectrum 37

sharing between different radio access technologies (RATs), 38

specifically, WiGig and 5G, but not necessarily for the same 39

RAT, e.g., 5G. 40

In this article, we tackle the problem of unlicensed mmWave 41

spectrum sharing among different operators1 of the same RAT. 42

The very nature of unlicensed usage of the spectrum creates 43

new opportunities for uncoordinated sharing, which has two 44

key advantages. First, uncoordinated spectrum sharing has the 45

flexibility of ad hoc spectrum usage without going through an 46

extensive and time-consuming process via any central coor- 47

dination. Second, in an uncoordinated sharing system, there 48

is no vulnerable central point of attack that could be targeted 49

by adversaries for unfair provisioning or denial of service. 50

However, along with the advantages, uncoordinated spectrum 51

sharing brings in the significant challenge of distributed inter- 52

ference management, because in the absence of coordination, 53

different operators may simultaneously use the same portions 54

of the unlicensed spectrum. Additionally, different operators 55

may share the same strategically important base station (BS) 56

sites/towers. The BS site sharing by operators increases the 57

possibility of strong interferers; for a user equipment (UE), 58

there can be an interferer (above/below its associated BS) with 59

interference as strong as the signal power. 60

We investigate Carrier Sensing (CS) for distributed inter- 61

ference management in a mmWave network, with the spec- 62

trum and BS sites shared among non-coordinating operators. 63

Traditionally, as in WiFi and LTE-LAA, CS is done at the 64

transmitter, where the transmitter listens for any ongoing 65

transmission before transmitting its own signals. If the trans- 66

mitter identifies the channel to be occupied, it postpones its 67

transmission; otherwise, it transmits its signal. We determine 68

that the choice regarding whether CS is incorporated at the 69

transmitter or at the receiver is of prime importance. Specifi- 70

cally, we observe that when CS is used at the transmitter (CST) 71

in our shared mmWave network, the directionality of mmWave 72

1We use the term ‘operator’ in a general sense, without caring about whether
it is private or public, unless explicitly stated.
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signals amplifies the hidden terminal problem. Furthermore,73

multiple BSs at different heights on the same tower cannot74

sense each other’s transmission. Hence, we propose using CS75

at the receiver (CSR) to overcome the limitations of CST.76

Intuitively, with directional transmissions, the receivers are in77

the best positions to assess whether or not they experience78

interference during the reception. However, even CSR cannot79

prevent interference that may start during the data transmission80

phase, right after the CS phase is over. To tackle this problem,81

we propose an enhanced version of CSR, which we call82

directional CSR with announcements (dCSRA), that enables83

interference protection beyond CS. The main idea in dCSRA84

is that, if a receiver senses the channel to be free, it also sends85

out a few broadcast announcements to prevent BSs (that may86

cause interference) from starting their downlink transmissions,87

while the announcing node is receiving downlink signals.88

Using stochastic geometry [9], we develop a general frame-89

work for downlink coverage probability analysis of our shared90

mmWave network in the presence of CS. Our framework91

is not specific to any particular CS protocol, and it can92

be used for any CS schemes that we discuss in this work.93

Due to the suitability of CSR in our mmWave network,94

we use our framework to derive the analytical expressions for95

downlink coverage probability with different CSR schemes.96

Through extensive evaluations, in Section V, we show that97

the superiority of a particular CS protocol, over other CS98

protocols, is dependent on the signal-to-interference and noise99

ratio (SINR). Hence, our coverage probability analysis serves100

as a useful tool for deciding which protocol to use under a101

particular situation, without running extensive simulations.102

Using simulations, we validate our coverage probability103

analysis for the CSR schemes. We also evaluate the impact104

of various factors (sensing threshold, BS site overlap) on105

the coverage probability of our shared mmWave network.106

Our evaluation results show that CSR schemes are always107

better than the CST schemes. In the high SINR regime,108

CSR schemes are advantageous over not using any CS.109

However, interestingly, our evaluations also reveal that in the110

low SINR regime not using any CS is the best strategy for111

achieving higher coverage probability. In summary, although112

CS should improve the performance of a shared spectrum113

network by avoiding interference, we find that CS may not114

result in optimal behavior under all circumstances because it115

avoids interference at the cost of reduced transmissions. CS is116

advantageous only when the benefit of avoiding interference117

outweighs the disadvantage of reduced transmissions.118

A. Related Work119

Research around mmWave spectrum sharing has progressed120

primarily in the following two categories.121

1) Spectrum Sharing Between Same RATs: The idea of122

mmWave spectrum pooling among mobile operators has123

been explored in various works [3], [10]–[14]. These works124

have demonstrated that spectrum pooling among mobile125

operators can significantly boost their downlink throughput.126

In fact, this advantage of spectrum pooling can be achieved127

even without any coordination among the mobile operators,128

as long as the individual networks have a comparable density129

of BSs [11], [12]. A recent work along this line of research130

has proposed a game-theoretic approach for distributed beam 131

scheduling and power control for uncoordinated sharing of 132

mmWave spectrum among different operators [15]. Refer- 133

ence [16] provides a general survey (not specific to mmWave) 134

of power control and beamforming. However, if spectrum 135

pooling is performed using licensed bands, then coordination 136

among the mobile operators is essential because a licensed 137

mobile operator would be willing to share part of its spectrum 138

only when its licensed spectrum is unused [3]; otherwise, the 139

quality of service of its subscribed users may be affected. Var- 140

ious centralized and distributed strategies have been proposed 141

for coordination among the mobile operators [3], [10], [17]. 142

2) Spectrum Sharing Across Different RATs: Unlicensed 143

mmWave bands can be shared by WiFi and mobile operators 144

[5], [7], [8], [18], [19]. However, due to the use of direc- 145

tional beams in mmWave, the spectrum sharing solutions for 146

LTE-LAA cannot be applied directly in the mmWave bands. 147

In general, unlicensed spectrum sharing among different RATs 148

requires distributed interference management because coordi- 149

nation between operators of different RATs is unlikely. The 150

interference can be managed using distributed algorithms on 151

the BSs, for scheduling the downlink time slots of the associ- 152

ated UEs [8], [18]. Alternately, distributed interference man- 153

agement can be performed by adding intelligence/adaptability 154

in the CS protocol [5], [7], [19]. 155

In our work, we draw insights from these existing works and 156

build upon their contributions. However, our work is the first to 157

investigate and analyze CS in a mmWave network with shared 158

BS sites and allows spectrum sharing among the operators 159

without any coordination. 160

In summary, we make the following important contributions 161

in this paper: 162

• We investigate CS protocols for distributed interference 163

management in a mmWave network, with the spectrum 164

and BS sites shared among operators having no coordi- 165

nation. We describe several drawbacks of traditional CST 166

in our setup and propose the use of CSR. 167

• We describe that in the absence of coordination among 168

BSs, two types of interferers may exist and introduce 169

the notion of hidden interferers and deaf interferers. 170

We explain that neither CST nor CSR can prevent 171

interference from the deaf interferers. We propose an 172

enhanced version of CSR to reduce the interference from 173

the deaf interferers. 174

• Based on stochastic geometry, we develop a general 175

framework for downlink coverage probability analysis 176

of our shared mmWave network in the presence of CS. 177

Using our framework, we derive the coverage probability 178

expressions for the non-CS scheme, where no CS is used, 179

and for different CSR schemes, including the proposed 180

dCSRA. 181

• We validate our coverage probability analysis using sim- 182

ulations. We show that our analytical results and the 183

simulations results are very close to each other for 184

different values of SINR. Using our evaluation results, 185

we demonstrate that our protocols lead to an improvement 186

in downlink coverage probability, over no CS, for higher 187

values of SINR. 188
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3) Organization of the Remaining Paper: In Section II,189

we describe the system model of our considered mmWave190

network. In Section III, we introduce the ideas of hidden and191

deaf interferers, and explain the capabilities of CST and CSR192

in terms of dealing with hidden and deaf interferers. In this193

section, we also present the details of our proposed dCSRA194

protocol. In Section IV, we analyze the downlink coverage195

probability of our shared mmWave network. We present the196

evaluation results in Section V, and Section VI provides the197

conclusions.198

II. SYSTEM MODEL199

We consider an unlicensed band of W MHz that is shared200

by M operators. There is no coordination among the operators201

as well as between different BSs of the same operator.202

A. BS Site-Sharing Model203

We consider that some BS sites are shared by multiple oper-204

ators. For modeling shared BS sites, we adopt the approach205

used in [14]. We use O = {1, 2, . . . , M} to denote the set206

of operators, and P(O) is the power set of O. We use ΦS ,207

a homogeneous Poisson Point Process (PPP) with density λS ,208

to represent the locations of BS sites that are shared by the209

elements of S ∈ P(O). {ΦS} represents the collection of all210

the different ΦS , where the elements of {ΦS} are independent211

homogeneous PPPs. BSs of operator m form the point process212

Φm with density λm, where Φm =
⋃

S:m∈S ΦS and λm =213 ∑
S:m∈S λS . Due to the superposition property of PPPs, Φm214

is also PPP [14]. For any S,S′ ∈ P(O), ΦS ∩ ΦS′ = φ,215

almost surely, because a collection of independent PPPs have216

no point in common [14]. Thus, in Φm =
⋃

S:m∈S ΦS , we do217

not double count the BSs of network m. We use Xj,m for the218

location of the jth BS of network m. With a slight abuse219

of notation, we use Xj,m for the BS itself, if there is no220

confusion. We use Ux,y to indicate the Cartesian coordinate,221

(x, y), of a UE’s location.222

B. Blocking Model223

The blocking of each link is independent and identically224

distributed (i.i.d) as: a link is in line-of-sight (LoS) with225

probability pL(r) = e−βr, and in non line-of-sight (NLoS)226

with probability pN (r) = 1 − pL(r), where r is the link227

distance in meters [20]. Here, β is the blocking parameter228

of mmWave signals.229

C. Path Loss Model230

Free space path loss at a distance of r meters from a231

transmitter is modeled as Cτ r−ατ , where Cτ is the path232

loss at a reference distance of 1 meter, ατ is the path233

loss exponent (PLE) of mmWave signals [2], and τ ∈234

{L (LoS), N (NLoS)}. I.e., if τ = L, then Cτ = CL,235

ατ = αL, and if τ = N , then Cτ = CN , ατ = αN .236

In the remaining paper, we follow the convention that, for237

a variable associated with a link between a BS at Xj,m and238

another BS at Xb,n, we use the variable with subscript j, m and239

superscript b, n. In contrast, for a link between a BS at Xj,m240

and a UE at Ux,y, we use the UE’s coordinates, (x, y), as the241

superscript in parentheses. However, for compactness, we omit 242

the superscript when the UE is at (0, 0), i.e., (x, y) = (0, 0). 243

Using this convention, Cτ is either Cb,n
τ(j,m) or C(x,y)

τ(j,m), and 244

ατ is either αb,n
τ(j,m) or α(x,y)

τ(j,m), depending on whether the link 245

is between a pair of BSs or between a BS and a UE. 246

D. Fading Model 247

We consider that each link undergoes independent Rayleigh 248

fading. Hence, the loss in received power due to small scale 249

fading is modeled as an exponential random variable, F b,n
j,m or 250

F (x,y)
j,m , depending on whether the link is between a pair of 251

BSs or between a BS and a UE. Without loss of generality, 252

we assume that E
[
F b,n

j,m

]
= E

[
F (x,y)

j,m

]
= 1. Finally, fading 253

from the co-located BSs are considered independent as they 254

would be mounted at different heights. 255

In our work, we use the Rayleigh fading assumption as 256

it simplifies the stochastic geometry analysis. While it can 257

be argued that modeling small scale fading as Rayleigh 258

fading may not be accurate [20] due to lesser scattering at 259

mmWave frequencies, experimental results suggest that small 260

scale fading has minimal effect on the received power of 261

mmWave signals with highly directional antennas [2]. More- 262

over, in Section V, we use simulation-based results to show 263

that the coverage probability of the different CS protocols is 264

minimally affected due to the use of Rayleigh fading instead 265

of Nakagami fading, which is the more accurate model for 266

fading in mmWave frequencies. Note that, we do not explic- 267

itly consider shadowing, primarily caused by environmental 268

clutter, as it is implicitly accounted for by our blocking model 269

described earlier. 270

E. Association Model 271

We consider a system where a UE is served only by its 272

subscribed operator. A UE associates with a BS, among all 273

the BSs of its subscribed operator, that provides maximum 274

received signal power, averaged over the fading random- 275

ness [12]. The associated BS of a UE may not be the nearest 276

BS to the UE. The nearest BS to the UE may have a NLoS 277

link with the UE, providing lesser power than a BS having 278

LoS link with the UE, but at a farther distance. We assume 279

that all the BSs transmit with power PX , and the UEs transmit 280

with power PU . 281

F. Antenna Gain Model 282

We consider uniform linear antenna arrays (ULA) [20] 283

with nBS and nUE antenna elements at each of the BSs 284

and UEs, respectively. Beam steering is done only in the 285

horizontal direction while the vertical steering angle is always 286

fixed (assuming all UEs are at ground level). We consider 287

codebook based analog beamforming [20], i.e., the beam 288

direction is chosen as the one that provides maximum signal 289

strength during beam training, among a set of predefined 290

beams specified in the codebook. For analytical tractability, 291

we assume that an antenna array’s radiation pattern follows 292

a step function with a constant gain, MBS (for BS), MUE 293

(for UE), in the main lobe, and a constant gain, mBS (for 294

BS), mUE (for UE), in the side lobe [20]. For the gains, 295

Authorized licensed use limited to: The University of Utah. Downloaded on December 30,2022 at 06:20:14 UTC from IEEE Xplore.  Restrictions apply. 



SARKAR et al.: UNCOORDINATED SPECTRUM SHARING IN MILLIMETER WAVE NETWORKS USING CARRIER SENSING 8371

we use the following expressions, based on [21]: MBS =296

100.8nBS , MUE = 100.8nUE , mBS = 1/ sin2( 3π
2
√

nBS
), and297

mUE = 1/ sin2( 3π
2
√

nUE
). We consider single stream downlink298

transmissions, i.e., a BS serves only one UE in a time slot.299

From a UE’s viewpoint, the misalignment between its main300

lobe and an interfering BS’s main lobe is uniformly random301

in [0, 2π], in the azimuth. Thus, the combined antenna gain302

from an interfering BS at Xj,m to a UE at Ux,y is modeled303

as a random variable, G(x,y)
j,m , distributed as:304

G(x,y)
j,m =






MBSMUE w.p.
(θBS

2π

)(θUE

2π

)

MBSmUE w.p.
(θBS

2π

)(
1 − θUE

2π

)

mBSMUE w.p.
(
1 − θBS

2π

)(θUE

2π

)

mBSmUE w.p.
(
1 − θBS

2π

)(
1 − θUE

2π

)

(1)305

Here θBS and θUE are the main lobe beamwidth (in radians)306

for the BSs and the UEs, respectively. While computing the307

downlink SINR, we assume that a UE and its associated BS308

have gone through the beam training, and their antennas are309

aligned for maximum gain, which is MBSMUE .310

G. Performance Metric311

Our focus is to investigate the performance of various CS312

protocols in a shared mmWave network. For that, we consider313

a UE’s downlink coverage probability, Pc(Z); Z > 0, which314

is the probability that a UE’s SINR is above Z , as the315

performance metric. Pc(Z) is the complimentary cumulative316

distribution function (CCDF) of the UE’s SINR.317

III. CARRIER SENSING FOR DISTRIBUTED318

INTERFERENCE MANAGEMENT319

Since there is no coordination among the BSs, the usage320

of random medium access protocols is a promising solution321

in managing the interference in a distributed manner. Among322

the well known random access protocols, we choose CS over323

ALOHA and slotted ALOHA because ALOHA suffers from324

low throughput and slotted ALOHA requires synchronization325

of time slots among all the BSs. Thus, we consider CS as the326

random access protocol in our considered mmWave network,327

i.e., all the BSs belonging to the different operators use CS.328

In this section, first, we present a brief overview of the vari-329

ous CS schemes. Although CS is the appropriate choice, it can-330

not eliminate all the undesired interference. This unavoidable331

interference is characterized next, in Section III-B, by intro-332

ducing the notion of hidden and deaf interferers. Then,333

in Section III-C, we describe the capabilities of different334

CS protocols, in terms of avoiding interference from hidden335

and deaf interferers. Finally, we propose a new CS protocol,336

dCSRA, that is more capable than the other schemes in terms337

of avoiding interference.338

A. Carrier Sensing Overview339

Traditionally CS is done at the transmitter. We explain340

in Section III-C that CST has several drawbacks and pro-341

pose using CSR. CSR has been investigated for mmWave342

Fig. 1. Timing characteristics of our mmWave network.

networks in [5]; however, unlike our problem of spectrum 343

sharing between the same RATs, this work considers spectrum 344

sharing across different RATs. Additionally, the scenario of 345

co-located BSs is not considered in [5]. Both CST and CSR 346

can be performed omnidirectionally or directionally. With 347

omnidirectional CS, the sensing node listens for any ongoing 348

transmission in all directions. In contrast, with directional 349

CS, the sensing node measures the channel power only in 350

the direction of its main lobe. Considering both the choices 351

of sensing location and direction, we have four possibili- 352

ties: omnidirectional CST (oCST), directional CST (dCST), 353

omnidirectional CSR (oCSR), and directional CSR (dCSR). 354

We assume that all the BSs in the shared mmWave network 355

use the same variant of CS, with the same sensing threshold. 356

B. Interference in Spite of Carrier Sensing 357

While the purpose of CS is to avoid interference, it can- 358

not eliminate interference completely. To characterize this 359

unavoidable interference, we introduce the notion of hidden 360

interferers and deaf interferers. Our characterization of the 361

interferers is defined with respect to a UE. For the purpose of 362

explaining hidden and deaf interferers, we consider a typical 363

UE, located at the center of the considered region, (0, 0), 364

as the reference UE. The difference between hidden and 365

deaf interferers arises due to the timing characteristics of our 366

mmWave network. We first explain these timing characteristics 367

and then present the ideas of hidden and deaf interferers. 368

1) Timing Characteristics: Since the BSs use single-stream 369

downlink channels, they serve their associated UEs using a 370

time division multiple access (TDMA) scheme with a round- 371

robin scheduling. We assume that all the BSs use the same 372

duration for their downlink time slots, denoted by ts. However, 373

the time slots of different BSs may not be aligned, as shown 374

with the help of an example in Fig. 1. This figure shows that 375

the time slots of all the BSs are the same, but the beginning 376

of their time slots is not aligned. At the beginning of the 377

time slots, the sensing nodes perform CS, with sensing time 378

negligible compared to ts. If a sensing node (a scheduled 379

UE or its associated BS) measures the channel power (time- 380

averaged over fading randomness) to be below the sensing 381

threshold, Pth, then the BS initiates downlink transmission 382

to the scheduled UE; otherwise, the transmission is deferred. 383

The sensing node senses the channel again after a duration 384

of ts, at the beginning of the next time slot. Note that, if the 385

sensing is performed by the UEs, then at each time slot only 386

the scheduled UE for that time slot performs the CS. To sum- 387

marize, a BS uses TDMA for resource sharing among all the 388

UEs associated with it, and CS is used for contention-based 389

resource sharing among different BSs. We assume that a BS 390
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TABLE I

USAGE OF SYMBOLS

can be silent only because of CS, not due to the lack of391

downlink load/requests.392

Now, consider a downlink time slot of the typical UE, where393

the sensing node has assessed the channel to be free, and the394

typical UE is receiving downlink signals from its associated395

BS, located at Xb,n. In the context of downlink transmissions,396

the BSs are the transmitters and the UEs are the receivers.2397

Thus, the sensing node is the typical UE itself or its associated398

BS, depending on whether CSR or CST is used. At any point399

of time, t, during this downlink time slot of the typical UE, all400

the BSs (except the typical UE’s associated BS) can be divided401

into two classes: Bh and Bd. Bh is the set of BSs whose last CS402

phase, prior to t, precedes the CS of BS at Xb,n. In contrast,403

Bd is the set of BSs whose last CS phase, prior to t, succeeds404

the CS of Xb,n. For example, in Fig. 1, the top two rows are405

time slots of BSs belonging to Bh, and the bottom two rows406

are time slots of BSs belonging to Bd. Although we define Bh407

and Bd in terms of CS by BSs, in reality, the CS is performed408

by the BSs themselves or their scheduled UEs depending on409

whether CST or CSR is used. We use the phrase ‘CS by BS’410

for concisely defining Bh and Bd. Additionally, the distinction411

between CST and CSR is not relevant for distinguishing Bh412

from Bd. Next, we use Bh and Bd to define hidden and deaf413

interferers, respectively.414

2) Hidden Interferers: Among the set of BSs in Bh, a subset415

of it would not be engaged in downlink transmission due416

to their own respective CS. Let us denote this subset as417

Bh,0, where the 0 indicates no transmission. The remaining418

BSs in Bh, denoted by Bh,1, would be engaged in downlink419

transmissions. For example, among the two BSs belonging to420

Bh in Fig. 1, one is silent and the other is active. We define the421

hidden interferers based on Bh,1. Among the BSs belonging422

2While our analysis can be extended for uplink transmissions, in this paper
we consider downlink transmissions only.

to Bh,1, we call a BS to be a hidden interferer if it causes 423

interference to the typical UE. We present the mathematical 424

conditions for a BS to be a hidden interferer in the following. 425

Lemma 1: A BS at Xj,m, belonging to Bh,1, is a hidden 426

interferer to the typical UE, if: 427

CST: Cb,n
τ(j,m)A

b,n
j,m||Xj,m − Xb,n||−αb,n

τ(j,m) < Pth/PX 428

and Cτ(j,m)Fj,mGj,m||Xj,m||−ατ(j,m) > Nf/PX 429

CSR: Cτ(j,m)Aj,m||Xj,m||−ατ(j,m) < Pth/PX 430

and Cτ(j,m)Fj,mGj,m||Xj,m||−ατ(j,m) > Nf/PX 431

(2) 432

where Ab,n
j,m is the antenna gain during sensing between the 433

BS at Xj,m and the sensing BS at Xb,n. Aj,m is the antenna 434

gain during sensing between the BS at Xj,m and the typical 435

UE acting as the sensing node. Recall from Section II that for 436

any variable associated a link, we omit the superscript when 437

the UE is at (0, 0). Hence, C(0,0)
τ(j,m) = Cτ(j,m), A(0,0)

j,m = Aj,m, 438

F (0,0)
j,m = Fj,m, and G(0,0)

j,m = Gj,m. Nf = N0W + NF is 439

the noise floor. N0 is the power spectral density (PSD) of the 440

thermal noise, and NF is the noise figure of the UE’s receiver. 441

Proof: Since the channel has been assessed to be free 442

for downlink transmission to the typical UE, the sum of the 443

received power (averaged over fading randomness) from all 444

the BSs belonging to Bh,1 is below the sensing threshold, Pth, 445

at the typical UE or its associated BS at Xb,n, depending on 446

whether CSR or CST is used. Mathematically, 447

CST:
∑

m∈O

∑

j
Xj,m∈Bh,1
(j,m) %=(b,n)

PXCb,n
τ(j,m)A

b,n
j,m||Xj,m − Xb,n||−αb,n

τ(j,m) 448

< Pth 449
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CSR:
∑

m∈O

∑

j:Xj,m∈Bh,1
(j,m) %=(b,n)

PXCτ(j,m)Aj,m||Xj,m||−ατ(j,m)450

< Pth (3)451

Since the received power from one BS, belonging to Bh,1,452

is less than the sum of the received power from all the BSs453

in Bh,1, we can write,454

CST: PXCb,n
τ(j,m)A

b,n
j,m||Xj,m − Xb,n||−αb,n

τ(j,m)455

<
∑

m∈O

∑

j:Xj,m∈Bh,1
(j,m) %=(b,n)

PXCb,n
τ(j,m)A

b,n
j,m456

× ||Xj,m − Xb,n||−αb,n
τ(j,m)457

CSR: PXCτ(j,m)Aj,m||Xj,m||−ατ(j,m)458

<
∑

m∈O

∑

j:Xj,m∈Bh,1
(j,m) %=(b,n)

PXCτ(j,m)Aj,m||Xj,m||−ατ(j,m)459

Now, combining the above inequality for CST with the CST460

inequality in (3), we get the first inequality for CST in (2).461

Similarly, combining the above inequality for CSR with the462

CSR inequality in (3), we get the first inequality for CSR463

in (2). The second inequality in (2), which is same for464

both CST and CSR, indicates that the BS at Xj,m causes465

interference to the typical UE. By interference, we imply466

undesired power that is above the noise floor. Hence, a BS467

located at Xj,m causes interference to the typical UE if,468

PXCτ(j,m)Fj,mGj,m||Xj,m||−ατ(j,m) > Nf .469

3) Deaf Interferers: In contrast to the hidden interferers,470

deaf interferers are a subset of Bd. Similar to Bh, a subset of471

Bd would be silent and the rest active, i.e., Bd = Bd,0 ∪Bd,1,472

with Bd,0∩Bd,1 = φ. In Fig. 1, among the two BSs belonging473

to Bd one is silent and the other is active. We define deaf474

interferers based on Bd,1. We call a BS, belonging to Bd,1,475

a deaf interferer if it causes interference to the typical UE.476

The mathematical conditions for a BS to be a deaf interferer477

are given in the following lemma.478

Lemma 2: A BSs at Xj,m, belonging to Bd,1, is a deaf479

interferer to the typical UE, if:480

CST: Cj,m
τ(b,n)A

j,m
b,n ||Xb,n − Xj,m||−αj,m

τ(b,n) < Pth/PX481

and Cτ(j,m)Hj,mGj,m||Xj,m||−ατ(j,m) > Nf/PX482

CSR: C(x,y)
τ(b,n)A

(x,y)
b,n ||Xb,n − Ux,y||−α(x,y)

τ(b,n) < Pth/PX483

and Cτ(j,m)Hj,mGj,m||Xj,m||−ατ(j,m) > Nf/PX484

(4)485

where Ux,y is the location of the scheduled UE of the BS486

at Xj,m.487

Proof: The first inequality in (4), for both CST and CSR,488

can be derived using a similar procedure as in the proof of489

Lemma 1. However, in this case, the sensing node is not the490

typical UE or its associated BS; rather the sensing node is491

a UE located at Ux,y (or the UE’s associated BS) whose492

CS phase starts while the typical UE is already receiving493

downlink signals. Hence, in (4), both for CST and CSR, the494

first inequality is based on the fact that the sensing node for495

Fig. 2. (a) shows that neither oCST nor dCST can eliminate hidden and deaf
interferers. (b) shows that dCST can alleviate the exposed terminal problem
significantly, compared to dCST.

Xj,m could not detect the ongoing downlink transmission from 496

the BS at Xb,n to the typical UE. In case of CST, the sensing 497

node is the BS itself at Xj,m, and in case of CSR, the sensing 498

node is the UE at Ux,y. Similar to (2), the second inequality 499

in (4) is same for both CST and CSR and indicates that the 500

BS at Xj,m causes interference to the typical UE. 501

Remark: Both hidden interferers and deaf interferers fall 502

under the general class of hidden terminals. In our context, 503

the distinction between hidden and deaf interferers is crucial 504

as neither CST nor CSR can tackle the deaf interferers, 505

as explained in the next section. 506

C. Tackling Hidden and Deaf Interferers 507

In this section, we describe the CS protocols’ capability in 508

tackling hidden and deaf interferers. 509

1) CS at Transmitter (CST): CST can neither eliminate 510

hidden interferers, nor deaf interferers, irrespective of whether 511

the sensing is done omnidirectionally (oCST) or directionally 512

(dCST), as shown with the help of an example in Fig. 2(a). 513

For both the cases in Fig. 2(a), UE 1 is within the main 514

lobe of BS 2, but still BS 1 transmits downlink signals to 515

UE 1, because BS 1 cannot sense the ongoing transmis- 516

sions of BS 2. Thus, the downlink signals of both the UEs 517

experience interference. In this example, BS 2 is a hidden 518

interferer to UE 1, and BS 1 is a deaf interferer to UE 2. 519

For CST, the sensing antenna gains (combining transmitter 520
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and sensing node) are:521

oCST:Ab,n
j,m = Aj,m

b,n522

=






MBS

(
MBS × 10−0.7

)
w.p.

θBS

2π

mBS

(
MBS × 10−0.7

)
w.p.

(
1 − θBS

2π

)523

(5)524

dCST:Ab,n
j,m = Aj,m

b,n525

=






MBSMBS w.p.
(θBS

2π

)(θBS

2π

)

MBSmBS w.p.
(θBS

2π

)(
1 − θBS

2π

)

mBSMBS w.p.
(
1 − θBS

2π

)(θBS

2π

)

mBSmBS w.p.
(
1 − θBS

2π

)(
1 − θBS

2π

)

526

(6)527

In case of oCST, the CS is performed by the BS using an omni-528

directional antenna pattern. Since we consider ULAs, each529

BS uses three sectors/panels, each of 2π
3 radians, for uniform530

coverage across the azimuth. For realising an omnidirectional531

sensing pattern, each antenna array panel must be able to sense532

across 2π
3 radians. However, realising a 2π

3 radians beam width533

with high fidelity is not possible for mmWave ULAs [22].534

Consequently, we assume that in case of oCST, the CS is done535

via a quasi-omnidirectional antenna pattern [23], i.e., the gain536

across a 2π
3 radians wide beam is not constant, but it may537

vary randomly. To model this quasi-omnidirectional antenna538

pattern, we use the main lobe gain but penalise it by 7 dB539

to accommodate the randomness in the gain.3 For this reason,540

the sensing antenna gain for oCST is MBS × 10−0.7. The541

probabilities in (5) are based on whether the sensing BS is542

within the main lobe of the transmitting BS or not. In case of543

dCST, the sensing antenna gain in (6) is self explanatory, based544

on our step function antenna model described in Section II.545

dCST has an advantage over oCST. We explain this with546

the help of an example in Fig. 2(b). In this figure, BS 2 would547

cause no interference to UE 1, but still, due to omnidirectional548

sensing (oCST), BS 1 is going to defer its downlink transmis-549

sion to UE 1. This problem, known as the exposed terminal550

problem, causes under utilization of the shared spectrum.551

In contrast, due to the use of directional sensing (dCST), the552

problem of exposed terminal is significantly reduced, as shown553

in the bottom part of Fig. 2(b). In this figure, the main554

lobe beams of BS 1 (sensing) and BS 2 (transmitting) are555

not aligned. Hence, BS 1 senses low channel power, and556

starts downlink transmission to UE 1. BS 2 does not cause557

interference to the signals from BS 1 to UE 1.558

When multiple BSs are at different heights on the same559

tower, they cannot sense each other’s ongoing transmission560

via oCST or dCST. When these undetectable co-located BSs561

act as hidden interferers, they may produce interference as562

strong as the desired signal at a UE. We show an example563

scenario in Fig. 3(a) with two co-located BSs. In this figure,564

3We choose the value of penalty due to quasi-omnidirectional antenna
pattern to be 7 dB because it has been reported that the fluctuations in main
lobe gain could be around 7-10 dB due to the lack of high fidelity [22].

Fig. 3. Figure showing that CST cannot avoid interference from co-located
BSs, but CSR can.

BS 1 is unable to sense the ongoing transmissions from BS 2. 565

Thus, BS 1 starts transmitting downlink signals to UE 1, and 566

BS 2 becomes a hidden interferer for UE 1. 567

2) Carrier Sensing at Receiver (CSR): Due to the 568

above-described disadvantages with CST, we explore the 569

option of CS at the receivers, i.e., at the UEs, in the context 570

of downlink transmissions. If a scheduled UE senses the 571

channel to be free, it informs its associated BS. Only then, the 572

associated BS transmits downlink signals to the UE. Similar 573

to CST, CSR can be directional (dCSR) or omnidirectional 574

(oCSR). Now, let us revisit the problem of interference from 575

co-located BSs using Fig. 3(b). If UE 1 performs CS while BS 576

2 is transmitting downlink signals to UE 2, UE 1 will measure 577

a significant amount of power in the channel. Hence, it would 578

not inform BS 1 that the channel is free, and BS 1 will not 579

transmit any signal. Thus, CSR can resolve the problem of 580

co-located BSs acting as hidden interferers. More generally, 581

CSR can eliminate interference from (almost) all the hidden 582

interferers, as long as the sensing threshold, Pth, is not much 583

higher than the noise floor, Nf . In case of oCSR, the sensing 584

antenna gain is given by: 585

Aj,m = A(x,y)
b,n 586

=






MBS

(
MUE × 10−0.7

)
w.p.

θBS

2π

mBS

(
MUE × 10−0.7

)
w.p.

(
1 − θBS

2π

) (7) 587

Similar to (5), here we add a penalty term due to the omni- 588

directional sensing of the UE. In case of dCSR, the sensing 589

antenna gains are Aj,m = Gj,m and A(x,y)
b,n = G(x,y)

b,n , where 590

Gj,m and G(x,y)
b,n have the same distribution as G(x,y)

j,m (defined 591

in (1)). 592

CSR can tackle the hidden interferers, but it cannot prevent 593

interference from the deaf interferers as shown in Fig. 4(a). 594

In this figure, BS 2 is transmitting downlink signals to UE 2, 595

which has assessed the channel to be free via CSR. During 596

the timeslot of downlink transmission to UE 2, UE 1 performs 597

CSR (Fig. 4(a) is for dCSR, but a similar figure can be 598

drawn for oCSR) and fails to sense the ongoing transmissions 599
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Fig. 4. Figures showing deaf interferers. (a) shows the deaf interference problem associated with dCSR. (b) shows protection from deaf interferers by
announcement.

from BS 2. Hence, UE 1 informs its associated BS, BS 1,600

to transmit downlink signals. This results in BS 1 becoming601

a deaf interferer to UE 2. Note that, the imperfect CS by UE602

1 does not affect itself, rather it affects UE 2.603

3) dCSR With Announcements (dCSRA): To address the604

problem of deaf interferers, we propose dCSR with announce-605

ments and explain its working using Fig. 4(b). Tackling606

deaf interferers requires interference protection beyond CS.607

Thus, in dCSRA, if a UE (UE 2 in Fig. 4(b)) assesses the608

channel to be unoccupied via dCSR, it sends out a few609

broadcast announcements. If a BS (BS 1 in Fig. 4(b)) hears610

this announcement, it would detect the presence of a UE611

in its vicinity. Now, even if this BS’s scheduled UE (UE612

1 in Fig. 4(b)) incorrectly assesses the channel to be free,613

this BS would refrain from transmission and prevent being614

a deaf interferer to the UE that had made the announcement615

previously.616

Remark: There are a few important points to note about617

dCSRA. First, we use dCSRA instead of oCSRA to reduce618

the problem of exposed terminals. Second, for a BS to hear the619

announcements, it must be silent (not transmitting). The BSs620

that are close to an announcing UE are assured to be silent;621

otherwise, the UE would not have assessed the channel to be622

free in the first place. In contrast, the BSs that are farther away623

from an announcing UE may not hear the announcements624

and may cause deaf interference. However, such interference625

would not be severe as the interferers are farther away from626

the UE. Thus, dCSRA cannot get rid of all the deaf interferers,627

but it prevents the strong ones. Third, while listening for the628

announcements from a UE, the BSs use a sensing threshold,629

PA
th, that can be different from Pth, as the UEs transmit at a630

different power than the BSs. Finally, the announcements by631

a UE are sent out omnidirectionally, as shown in Fig. 4(b),632

because a deaf interferer can be anywhere around a UE.633

However, the BSs listen for the announcements in a directional634

way because their interference would be strongest along their635

main lobe while they act as deaf interferers. Hence, it is636

logical for the BSs to use higher sensing gain along their main637

lobe (directed towards the next scheduled UE) when listening638

for the UEs’ announcements. Thus, the antenna gain while639

listening for announcements is Aj,m
(x,y), whose distribution is640

same as that of A(x,y)
j,m in (7). In Section V, we show that641

instead of omnidirectional announcements, a UE can also642

use directional announcements (directed towards its associated643

BS), and have comparable coverage probability for higher644

values of SINR. With directional announcements, Aj,m
(x,y), has645

the same distribution as G(x,y)
j,m in (1).646

IV. COVERAGE PROBABILITY ANALYSIS 647

In this section, we analyze the downlink coverage prob- 648

ability of a UE in our considered mmWave network using 649

stochastic geometry. We first build a general framework for a 650

UE’s downlink coverage probability analysis in the presence 651

of CS. Then, we use this framework for deriving a UE’s 652

coverage probability for the different CS protocols discussed 653

in Section III. 654

For our analysis, we consider a typical UE, and assume 655

that it is a subscriber of network n, and its associated BS is 656

located at Xb,n. We define T as the event that the typical UE 657

receives downlink signals from its associated BS, and pT as 658

the probability of T. Thus, pT is the probability that a CS node 659

assesses the channel to be free. We define LS and NS as two 660

sub-processes of ΦS ;S ∈ P(O); n ∈ S, such that LS and NS 661

consist of the elements of ΦS that have LoS and NLoS links, 662

respectively, with the typical UE. We define R as a random 663

variable that denotes the link distance between the typical UE 664

and its associated BS, belonging to LS or NS . fR

(
r, LS

)
and 665

fR

(
r, NS

)
are the probability density functions (PDF) of R 666

when Xb,n ∈ LS and Xb,n ∈ NS , respectively. 667

Theorem 1: In the presence of CS, the downlink coverage 668

probability of a typical UE, during its scheduled time slot, is: 669

Pc(Z) = pT

∫ ∞

r=0

∑

S∈P(O)
n∈S

[
e−σ2sLL

I(LS)
∣∣R,T(sL)fR(r, LS) 670

+e−σ2sNL
I(NS)

∣∣R,T(sN )fR(r, NS)
]
dr (8) 671

where sL = r
αL(b,n)Z

CL(b,n)Gb,n
and sN = r

αN(b,n)Z
CN(b,n)Gb,n

, with Gb,n = 672

MBSMUE . I(LS)
∣∣R, T and I(NS)

∣∣R, T represent the nor- 673

malized interference (normalized by PX ) to the typical UE 674

when Xb,n ∈ LS and Xb,n ∈ NS , respectively, conditioned 675

on R = r and T. Finally, L
I(LS)

∣∣R,T and L
I(NS)

∣∣R,T are the 676

Laplace transform of I(LS)
∣∣R, T, and I(LS)

∣∣R, T, respec- 677

tively. 678

Proof: Due to our PPP based modeling and Slivnyak’s 679

theorem [9], the CCDF of any UE’s SINR in the considered 680

region would be same as the CCDF of the typical UE’s SINR. 681

The typical UE’s coverage probability can be written as: 682

Pc(Z) =
∑

S∈P(O)
n∈S

Pc(Z, ΦS) 683

=
∑

S∈P(O)
n∈S

Pc(Z, LS) + Pc(Z, NS) (9) 684
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where Pc(Z, ΦS) is the probability that the typical UE is685

in SINR coverage of Z , while Xb,n ∈ ΦS . Pc(Z, LS) and686

Pc(Z, NS) are the probabilities that the typical UE is in SINR687

coverage of Z , while Xb,n ∈ LS and Xb,n ∈ NS , respectively.688

In (9), the first equality results from the independence of689

the elements of {ΦS}. Thus, the events of the typical UE’s690

association with different elements of {ΦS} are disjoint.691

Further, the second equality in (9), results from the fact that692

for any ΦS , the events of the typical UE’s association with693

LS and NS are also disjoint. Next, we analyze the terms694

Pc(Z, LS) and Pc(Z, NS). Towards that goal, let us consider695

the term Pc(Z, τS) where τS ∈ {LS , NS}. Thus, Pc(Z, τS) =696

Pc(Z, LS), if τS = LS , and Pc(Z, τS) = Pc(Z, NS), if τS =697

NS . We can write Pc(Z, τS) as,698

Pc(Z, τS)699

=
∫ ∞

r=0
P

(
SINR > Z ∩ AτS ∩ T

∣∣R = r
)
fR

(
r, τS

)
dr700

=
∫ ∞

r=0
P

(
SINR > Z ∩ AτS

∣∣T, R = r
)
P

(
T
∣∣R = r

)
701

×fR

(
r, τS

)
dr702

= pT

∫ ∞

r=0
P

(
SINR > Z ∩ AτS

∣∣T, R = r
)
fR

(
r, τS

)
dr703

(10)704

where AτS is the event of the typical UE’s association705

with a BS belonging to τS . We call P (T
∣∣R = r) the706

transmission probability as downlink transmission to the UE707

happens only when the sensing node finds the channel to708

be free. P (T
∣∣R = r) depends on the number of contending709

transmitters (BSs) in the sensing region of the CS node. Due to710

our association criteria (see Section II), there is an interference711

exclusion zone (dependent on the association distance, r)712

around the typical UE. If this interference exclusion zone713

overlaps with the sensing region of the CS node for the typical714

UE, then the number of contenders become dependent on the715

association distance, r. However, in (10), we assume that the716

CS outcome does not depend on the association distance, i.e.,717

P (T
∣∣R = r) = P (T) = pT. We make this assumption because718

we also need the transmission probability of the interferers to719

the typical UE for quantifying the interference, and it would720

be very difficult (if at all possible) to separately analyze the721

transmission probabilities of all the BS based on the distances722

of their associated UEs. Hence, instead of the association723

distance, r, we use the average association distance, R̄, for724

analyzing the transmission probability as described later in725

Section IV-B. This way, the transmission probability becomes726

independent of r and the same pT can be used for all the BSs.727

Let us now focus on P
(

SINR > Z ∩ AτS

∣∣T, R = r
)

, the728

conditional coverage probability.729

Lemma 3: The conditional coverage probability of the typ-730

ical UE is,731

P
(

SINR > Z ∩ AτS

∣∣T, R = r
)

= e−σ2sτL
I(τS)

∣∣R,T(sτ )732

(11)733

where σ2 = Nf

PX
. In (11), and subsequently is this paper,734

we use the following convention. If τS = LS , then τ = L735

and τc = N ; otherwise, if τS = NS , then τ = N and τc = L. 736

Accordingly, if τS = LS , then sτ = sL and L
I(τS)

∣∣R,T = 737

L
I(LS)

∣∣R,T; otherwise, if τS = NS , then sτ = sN and 738

L
I(τS)

∣∣R,T = L
I(NS)

∣∣R,T. 739

Proof: See Appendix A in [24] for the proof of Lemma 3. 740

741

Finally, using (11) in (10), and the resulting expression 742

in (9), we get (8). 743

To evaluate the coverage probability in (8), we need 744

the expressions for fR

(
r, τS

)
, L

I(τS)
∣∣R,T, and pT. First, 745

we present the expression for fR

(
r, τS

)
. Then, we analyze 746

L
I(τS)

∣∣R,T and pT in Section IV-A and Section IV-B, respec- 747

tively. fR

(
r, τS

)
can be obtained as in [14], where authors 748

investigate sharing of mmWave spectrum and BS sites among 749

operators without any CS protocol. Since the association 750

happens before CS, the CS protocols have no impact on 751

fR

(
r, τS

)
. Thus, the expression for fR

(
r, τS

)
is [14]: 752

fR

(
r, τS

)
= 2πλSrpτ (r)e−vS,τ (r)−vS,τc(Dτc (r))

753

×
∏

S′∈P(O)\S
n∈S′

e−vS′,τ (r)−vS′,τc (Dτc (r)) (12) 754

Following our convention regarding τ , if τS = LS , then 755

pτ (r) = pL(r), vS,τ (r) = vS,L(r), vS,τc(r) = vS,N (r), 756

and Dτc(r) = DN(r). If τS = NS , then pτ (r) = 757

pN (r), vS,τ (r) = vS,N (r), vS,τc(r) = vS,L(r), and 758

Dτc(r) = DL(r). The expressions for vS,L(r) and vS,N (r) 759

are 2πλS
∫ r
0 pL(t)tdt and 2πλS

∫ r
0 pN (t)tdt, respectively. 760

Lastly, 761

DL(r) =
(

CL

CN

) 1
αL

× r
αN
αL and 762

DN(r) =
(

CN

CL

) 1
αN

× r
αL
αN (13) 763

DL(r) is the radius of the interference exclusion zone (cir- 764

cular) of LoS interferers belonging to network n when the 765

typical UE and its associated BS has a NLoS link of distance 766

r meters. DN (r) is the radius of the interference exclusion 767

zone (circular) of NLoS interferers belonging to network n 768

when the typical UE and its associated BS has a LoS link of 769

distance r meters. 770

A. Laplace Transform of Interference 771

In this section we analyze the Laplace transform of inter- 772

ference, L
I(τS)

∣∣R,T(sτ ). For compactness, we remove ·
∣∣R, T 773

from all the terms with the understanding that all the following 774

analysis is for interference to the typical UE, conditioned 775

on R = r and T. Thus we use, I(τS) for I(τS
∣∣R, T) and 776

LI(τS)(sτ ) for L
I(τS)

∣∣R,T(sτ ). In the following two lemmas, 777

we first present the expression for LI(LS)(sL), and then for 778

LI(NS)(sN ). Before that, we define RL,h, RL,d, RN,h, and 779

RN,d. RL,h and RL,d are the interference exclusion zone 780

around the typical UE where LoS hidden interferers and LoS 781

deaf interferers, respectively, cannot be present due to CS. 782
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Similarly, RN,h and RN,d are the interference exclusion zone783

around the typical UE where NLoS hidden interferers and784

NLoS deaf interferers, respectively, cannot be present due785

to CS.786

Lemma 4: The Laplace transform of I(LS) is given787

by (14), shown at the bottom of the page, where788

uL,h(sL, t) = 1, if t ∈ RL,h, otherwise uL,h(sL, t) =789

uL(sL, t); uL,d(sL, t) = 1 if t ∈ RL,d, otherwise790

uL,d(sL, t) = uL(sL, t); uN,h(sL, t) = 1 if t ∈ RN,h, other-791

wise uN,h(sL, t) = uN (sL, t); uN,d(sL, t) = 1 if t ∈ RN,d,792

otherwise uN,d(sL, t) = uN(sL, t). Finally, uL(sL, t) is:793

uL(sL, t)794

=
(
1 − pT

2
)[θBS

2π

θUE

2π
+

θBS

2π

(
1 − θUE

2π

)
+

(
1 − θBS

2π

)
795

×θUE

2π
+

(
1 − θBS

2π

)(
1 − θUE

2π

)]
796

+
pT
2

[
(θBS/2π)(θUE/2π)

1 + sLCLMBSMUEt−αL
797

+
(θBS/2π)(1 − θUE/2π)
1 + sLCLMBSmUEt−αL

798

+
(1 − θBS/2π)(θUE/2π)
1 + sLCLmBSMUEt−αL

799

+
(1 − θBS/2π)(1 − θUE/2π)
1 + sLCLmBSmUEt−αL

]
800

uN(sL, t) is same as uL(sL, t), but CL replaced CN and αL 801

replaced by αN . 802

Proof: See Appendix B in [24] for the proof. 803

Lemma 5: The Laplace transform of I(NS) is given 804

by (15), shown at the bottom of the page, where uL,h(sN , t), 805

uL,d(sN , t), uN,h(sN , t), and uN,d(sN , t) are same as 806

uL,h(sL, t), uL,d(sL, t), uN,h(sL, t), and uN,d(sL, t), respec- 807

tively, with sL replaced by sN in the respective expressions. 808

Proof: See Appendix C in [24] for the proof. 809

B. Transmission Probability 810

In this section, we analyze the transmission probability, pT. 811

As mentioned before, we assume that all the BSs use the same 812

LI(LS)(sL)
= uL,h(sL, r)|S|−1 · uL,d(sL, r)|S|−1

·
∏

S′′∈P(O)
n/∈S

exp
(
− 2πλS′′

∫ ∞

t=0

(
1 − uL,h(sL, t)|S

′′|)tpL(t)dt
)
·
∏

S′∈P(O)
n∈S′

exp
(
− 2πλS′

∫ ∞

t=r

(
1 − uL,h(sL, t)|S

′|)tpL(t)dt
)

·
∏

S′′∈P(O)
n/∈S

exp
(
− 2πλS′′

∫ ∞

t=0

(
1 − uL,d(sL, t)|S

′′|)tpL(t)dt
)
·
∏

S′∈P(O)
n∈S′

exp
(
− 2πλS′

∫ ∞

t=r

(
s1 − uL,d(sL, t)|S

′|)tpL(t)dt
)

·
∏

S′′∈P(O)
n/∈S′′

exp
(
− 2πλS′′

∫ ∞

t=0

(
1 − uN,h(sL, t)|S

′′|)tpN (t)dt
)
·
∏

S′∈P(O)
n∈S′

exp
(
− 2πλS′

∫ ∞

t=DN (r)

(
1 − uN,h(sL, t)|S

′|)tpN (t)dt
)

·
∏

S′′∈P(O)
n/∈S′′

exp
(
− 2πλS′′

∫ ∞

t=0

(
1 − uN,d(sL, t)|S

′′|)tpN(t)dt
)
·
∏

S′∈P(O)
n∈S′

exp
(
− 2πλS′

∫ ∞

t=DN (r)

(
1 − uN,d(sL, t)|S

′|)tpN(t)dt
)

(14)

LI(NS)(sN )
= uN,h(sN , r)|S|−1 · uN,d(sN , r)|S|−1

·
∏

S′′∈P(O)
n/∈S′′

exp
(
− 2πλS′′

∫ ∞

t=0

(
1 − uN,h(sN , t)|S

′′|
)
tpN (t)dt

)
·
∏

S′∈P(O)
n∈S′

exp
(
− 2πλS′

∫ ∞

t=r

(
1 − uN,h(sN , t)|S

′|)tpN(t)dt
)

·
∏

S′′∈P(O)
n/∈S′′

exp
(
− 2πλS′′

∫ ∞

t=0

(
1 − uN,d(sN , t)|S

′′|)tpN (t)dt
)
·
∏

S′∈P(O)
n∈S′

exp
(
− 2πλS′

∫ ∞

t=r

(
1 − uN,d(sN , t)|S

′|)tpN (t)dt
)

·
∏

S′′∈P(O)
n/∈S′′

exp
(
− 2πλS′′

∫ ∞

t=0

(
1 − uL,h(sN , t)|S

′′|
)
tpL(t)dt

)
·
∏

S′∈P(O)
n∈S′

exp
(
− 2πλS′

∫ ∞

t=DL(r)

(
1 − uL,h(sN , t)|S

′|)tpL(t)dt
)

·
∏

S′′∈P(O)
n/∈S′′

exp
(
− 2πλS′′

∫ ∞

t=0

(
1 − uL,d(sN , t)|S

′′|)tpL(t)dt
)
·
∏

S′∈P(O)
n∈S′

exp
(
− 2πλS′

∫ ∞

t=DL(r)

(
1 − uL,d(sN , t)|S

′|)tpL(t)dt
)

(15)
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CS protocol and the same sensing threshold, Pth. Additionally,813

we assume that all the operators have the same density of BSs814

(a reasonable assumption as all the operators in our problem815

are for the same RAT). Thus, we can use the same average816

association distance, R̄ (introduced in the proof of Theorem 1),817

for any UE belonging to any operator. So, based on the above818

factors, pT is same for all the BSs.819

If there are Nc contending BSs within the sensing region of820

a CS node, then the node will find the channel to be free with821

probability (1− pT)Nc , i.e., none of the contenders are active.822

Hence, we can obtain pT by solving pT = (1 − pT)Nc . To do823

so, first, we have to find Nc. However, Nc is random because,824

whether a BS is a contender or not depends on the contender’s825

link type with the sensing node and its directionality towards826

the sensing node, that are not deterministic. To circumvent827

the randomness of Nc and use a deterministic value of Nc,828

we use the average number of contenders, N̄c, in place of Nc829

and find pT as pT = (1 − pT)N̄c . We show in Section V, that830

this approximation does not cause the analytically obtained pT831

to be very different from the pT obtained by simulations. The832

following lemma presents the expression for N̄c.833

Lemma 6: The average number of contenders to a CS node834

is given by N̄c = N̄c,L + N̄c,N + 1A · N̄A
c , where N̄c,L and835

N̄c,N are the average number of LoS and NLoS contenders,836

respectively. N̄A
c is the average number of contenders due837

to any active announcement. 1A is 1 if dCSRA is used;838

otherwise, it is 0. Assuming that a sensing node belongs to839

operator n, i.e., a BS of operator n, or a UE subscribed to840

operator n, N̄c,L, N̄c,N , and N̄A
c are given by (16), (17),841

and (18), shown at the bottom of the page, respectively, where842

θcs is the main lobe beam width of the CS node’s sensing843

antenna. D(R̄) is the radius of the interference exclusion844

zone (circular) around the CS node where LoS and NLoS845

contenders belonging to S′ ∈ P(O); n ∈ S′ cannot be present.846

D(R̄) = R̄ for CSR and D(R̄) = 0 for CST. Rcs,L and Rcs,N847

are the distances of the farthest LoS and NLoS contenders,848

respectively, for a CS node along its main lobe. rcs,L and rcs,N849

are the distances of the farthest LoS and NLoS contenders,850

respectively, for a CS node along its side lobe. RA,L and RA,N 851

are the distances of the farthest LoS and NLoS contenders 852

(announcing UE), respectively, along the main lobe of a BS 853

that is listening for announcements in dCSRA. rA,L and rA,N 854

are the distances of the farthest LoS and NLoS contenders 855

(announcing UE), respectively, along the side lobe of a BS 856

that is listening for announcements in dCSRA. Rcs,L, Rcs,N , 857

rcs,L and rcs,N are random variables and their distribution 858

depends on the CS protocol. In contrast, RA,L, RA,N , rA,L 859

and rA,N are deterministic. The distributions of Rcs,L, Rcs,N , 860

rcs,L and rcs,N for different protocols, and the expressions for 861

RA,L, RA,N , rA,L and rA,N are given in Appendix F in [24]. 862

Proof: See Appendix E in [24] for the proof. 863

C. Coverage Probability With Different Protocols 864

In this section, we describe how the coverage probability 865

expression of (8) varies for different protocols. As in [14], 866

we consider a spectrum sharing system with two operators, 867

i.e., M = 2. Thus, P(O) = {{1}, {2}, {1, 2}}, and we 868

assume n is network operator 1. Thus, in (8), S′′ = {2}, 869

S′ ∈ {{1}, {1, 2}}, and S ∈ {{1}, {1, 2}}. 870

1) Non-CS (nonCS) Scheme: In this case, no CS is per- 871

formed before the transmission of downlink signals; thus 872

pT = 1. Among the remaining terms in (8), the Laplace 873

transforms are protocol dependent. For the nonCS scheme, the 874

Laplace transforms in (14) and (15) are given by the following 875

corollary. Here, we use the the two operator model of [14]. 876

Specifically, we use a = λ1
λ , b = 1− λ2

λ , where λ1, λ2 are the 877

BS density of the two operators, and λ = λ1 + λ2 − ρλ. The 878

parameter ρ (0 ≤ ρ ≤ 1) is the overlap coefficient, which is 879

a measure of spatial correlation between the BS sites of the 880

two operators. 881

Corollary 1: When S = {1}, the Laplace transform in (14) 882

is given by L{1}
I(LS)(sL) = 883

exp
(
− 4πλ

[ ∫ ∞

t=0
(1 − a)

(
1 − uL(sL, t)

)
tpL(t)dt 884

N̄c,L =
∑

S′′∈P(O)
n/∈S′′

λS′′

(
ERcs,L

[ ∫ θcs

θ=0

∫ Rcs,L

t=0
pL(t)tdtdθ

]
+ Ercs,L

[ ∫ 2π

θ=θcs

∫ rcs,L

t=0
pL(t)tdtdθ

])

+
∑

S′∈P(O)
n∈S′

λS′

(
ERcs,L

[ ∫ θcs

θ=0

∫ Rcs,L

t=D(R̄)
pL(t)tdtdθ

]
+ Ercs,L

[ ∫ 2π

θ=θcs

∫ rcs,L

t=D(R̄)
pL(t)tdtdθ

])
(16)

N̄c,N =
∑

S′′∈P(O)
n/∈S′′

λS′′

(
ERcs,N

[ ∫ θcs

θ=0

∫ Rcs,N

t=0
pN(t)tdtdθ

]
+ Ercs,N

[ ∫ 2π

θ=θcs

∫ rcs,N

t=0
pN(t)tdtdθ

])

+
∑

S′∈P(O)
n∈S′

λS′

(
ERcs,N

[ ∫ θcs

θ=0

∫ Rcs,N

t=D(R̄)
pN (t)tdtdθ

]
+ Ercs,N

[ ∫ 2π

θ=θcs

∫ rcs,N

t=D(R̄)
pN (t)tdtdθ

])
(17)

N̄A
c =

∑

S′′′∈P(O)

λS′′′

( θBS∫

θ=0

RA,L∫

t=0

pL(t)tdtdθ +
2π∫

θ=θBS

rA,L∫

t=0

pL(t)tdtdθ +
θBS∫

θ=0

RA,N∫

t=0

pN (t)tdtdθ +
2π∫

θ=θBS

rA,N∫

t=0

pN (t)tdtdθ

)

(18)
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+
∫ ∞

t=r

(
1 − uL(sL, t)

)(
a + ρuL(sL, t)

)
tpL(t)dt885

+
∫ ∞

t=0
(1 − a)

(
1 − uN(sL, t)

)
tpN (t)dt886

+
∫ ∞

t=DN (r)

(
1 − uN (sL, t)

)(
a + ρuN (sL, t)

)
tpN(t)dt

])
887

When S = {1, 2}, we have L{1,2}
I(LS)(sL) = uL(sL, r)2 ·888

L{1}
I(LS)(sL). The expressions for L{1}

I(NS)(sN ) and L{1,2}
I(NS)(sN )889

are same as L{1}
I(LS)(sL) and L{1,2}

I(LS)(sL), respectively, but with890

uL(sL, r), uL(sL, t), uN(sL, t), pL(t), pN (t), and DN (r)891

replaced by uN (sN , r), uN(sN , t), uL(sN , t), pN (t), pL(t),892

and DL(r), respectively.893

Proof: In the absence of CS, the interference exclusion894

zones due to CS are non-existent, i.e., RL,h = RL,d =895

RN,h = RN,d = B0(0). Using these in our expressions of896

Laplace transforms in (14) and (15), and the two operator897

model of [14], we get the expressions in Corollary 1.898

2) CSR Schemes: In case of oCSR, dCSR, and dCSRA,899

θcs is 2π, θUE , and θUE , respectively. Using these values900

of θcs and the distributions of the sensing distances in901

Appendix F in [24], we can obtain N̄c,L, N̄c,N , and N̄A
c902

for the different CSR protocols based on 16, 17, and 18.903

Then, we compute N̄c = N̄c,L + N̄c,N + 1A · N̄A
c , and,904

in turn, the transmission probability as pT = (1 − pT)N̄c ,905

for each of the CSR protocols. Now, let us look at the906

Laplace transforms in (14) and (15). In case of CSR, the907

interference exclusion regions due to CS, RL,h and RN,h are908

around the typical UE. These regions are not deterministic909

due to the randomness associated with antenna gain during910

sensing. To obtain a deterministic value of coverage prob-911

ability, we approximate these regions as RL,h = B0(hL)912

and RN,h = B0(hN ), where hL = EAj,m

[(PXCLAj,m

Pth

) 1
αL

]
913

and hN = EAj,m

[(PXCN Aj,m

Pth

) 1
αN

]
. The terms inside the914

expectations are based on the first inequality for CSR in (2).915

Thus, hL and hN are the average sensing distances of LoS916

and NLoS hidden interferers, averaged over antenna gain917

randomness, A(x,y)
j,m . The distributions of Aj,m for different918

CSR protocols were presented in Section III-C.2. We show in919

Section V that the above approximation has minimal impact920

on the overall coverage probability of the typical UE. As the921

distribution of Aj,m is different for different CSR schemes, 922

hL and hN are different for oCSR and dCSR, but same 923

for dCSR and dCSRA. Similar to the hidden interferers, 924

for the deaf interferers, we consider RL,d = B0(dL) and 925

RN,d = B0(dN ), where dL and dN are the average sensing 926

radius for LoS and NLoS deaf interferers, respectively. We use 927

dL = dN = 0 for both oCSR and dCSR, as they do not 928

provide any interference protection from the deaf interferers. 929

However, dL and dN are non-zero for dCSRA due to the use of 930

announcements. For dCSRA, dL = EAj,m
(x,y)

[(PU CLAj,m
(x,y)

P A
th

) 1
αL

]
931

and dN = EAj,m
(x,y)

[(PU CN Aj,m
(x,y)

P A
th

) 1
αN

]
, where Aj,m

(x,y) was 932

defined in Section III-C.3. Now, for the CSR schemes, the 933

Laplace transforms in (14) and (15) are given by the following 934

corollary. The following expressions are given in terms of hL, 935

hN , dL, and dN . For a specific CSR protocol, among oCSR, 936

dCSR, and dCSRA, the values of hL, hN , dL, and dN must 937

be modified as discussed above. 938

Corollary 2: When S = {1}, the Laplace transform in (14) 939

is given by (19), shown at the bottom of the page. When 940

S = {1, 2}, we have L{1,2}
I(LS)(sL) = uL,h(sL, r) · uL,d(sL, r) · 941

L{1}
I(LS)(sL). The expressions for L{1}

I(NS)(sN ), L{1,2}
I(NS)(sN ) 942

are same as L{1}
I(LS)(sL), L{1,2}

I(LS)(sL), respectively, but with 943

uL,h(sL, r), uL,d(sL, r), uL(sL, t), uN(sL, t), pL(t), pN (t), 944

hL, hN , dL, dN , and DN(r) replaced by uN,h(sN , r), 945

uN,d(sN , r), uN(sN , t), uL(sN , t), pN (t), pL(t), hN , hL, dN , 946

dL, and DL(r), respectively. 947

Proof: Using RL,h = B0(hL), RN,h = B0(hN ), RL,d = 948

B0(dL), and RN,d = B0(dN ) in (14) and (15), and the two 949

operator model of [14], we get the expressions in Corollary 2. 950

951

3) CST Schemes: We do not derive the expressions for the 952

CST schemes because, as explained in Section III-C, CST has 953

several drawbacks for our considered mmWave network, and 954

it is always inferior than CSR. We validate this claim using 955

simulations in Section V. Thus, the detailed analysis of CST 956

schemes will not provide any additional insights. 957

Remark: We draw several insights from the expressions 958

of Corollary 1, 2, and (16) - (18). First, the expression in 959

Corollary 1 can be obtained from that of Corollary 2 by using 960

hL = hN = dL = dN = 0 (since the nonCS scheme cannot 961

avoid hidden and deaf interferers). Second, in Corollary 2, 962

L{1}
I(LS)(sL)

= exp
(
− 2πλ

[ ∫ ∞

t=hL

(
1 − a

)(
1 − uL(s, t)

)
tpL(t)dt +

∫ ∞

t=dL

(
1 − a

)(
1 − uL(s, t)

)
tpL(t)dt

+
∫ ∞

t=max(r,hL)

(
1 − uL(s, t)

)(
a + ρuL(s, t)

)
tpL(t)dt +

∫ ∞

t=max(r,dL)

(
1 − uL(s, t)

)(
a + ρuL(s, t)

)
tpL(t)dt

+
∫ ∞

t=hN

(
1 − a

)(
1 − uN (s, t)

)
tpN (t)dt +

∫ ∞

t=dN

(
1 − a

)(
1 − uN(s, t)

)
tpN (t)dt

+
∫ ∞

t=max(DN (r),hN)

(
1 − uN (s, t)

)(
a + ρuN(s, t)

)
tpN (t)dt

+
∫ ∞

t=max(DN (r),dN)

(
1 − uN(s, t)

)(
a + ρuN (s, t)

)
tpN (t)dt

])
(19)
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the values of dL and dN are zero for the CSR scheme, as it963

cannot avoid the deaf interferers. Hence, the only difference964

between the nonCS scheme and CSR is that CSR reduces the965

range of integration limits by using non-zero values of hL966

and hN . In case of dCSRA, along with non-zero values of967

hL and hN , the values of dL and dN are also non-zero and,968

thus, it can avoid interference from both the hidden and deaf969

interferers. Third, in Corollary 2, if we increase the values970

of hL and hN via decreasing Pth, or the values of dL and971

dN via decreasing PA
th, the range of integration limits reduces972

and the impact of interference on the coverage probability973

decreases. This will improve the coverage probability, which is974

intuitively satisfying because larger values of hL, hN , dL, and975

dN imply higher values of sensing radius and, in turn, better976

protection from the hidden and deaf interferers. However,977

decreasing Pth or PA
th will increase the number of contenders978

because the upper limits of integrals in (16) - (18) are inversely979

related to Pth or PA
th. This will negatively impact the coverage980

probability. Hence, the sensing thresholds, Pth and PA
th, are981

critical, and they must be chosen carefully.982

V. EVALUATIONS983

In this section, we compare the coverage probability of984

the typical UE for the different CS schemes, discussed in985

Section III. We consider the nonCS scheme as the baseline986

for our evaluations. For our evaluations, we consider a shared987

band of W = 600 MHz; specifically, the 37.0-37.6 GHz band,988

which is currently under consideration to be designated as a989

shared band [25]. Based on the propagation characterises of990

mmWave signals at 37 GHz [2], we use CL = −60 dB,991

CN = −70 dB, αL = 2, and αN = 4. For transmit992

powers, we use PX = 36 dBm and PU = 15 dBm. For993

the number of antennas, we use nBS = 64 and nUE = 16.994

For the main lobe beamwidth, we use θBS = π/18 and995

θUE = π/6. We use NF = 10 dB for the UEs’ noise figure.996

For the mmWave blocking parameter, we use β = 0.007.997

We consider M = 2 operators in a 10 km x 10 km area998

with BS density of 30/km2 for each of the operators. We use999

both simulations and numerical evaluations, as required. For1000

numerically evaluating Pc(Z), we use the expressions derived1001

in Section IV-C. For the average association distance, R̄,1002

required for numerical evaluation of pT, we use 100 meters.1003

For finding R̄, we make use of simulations and determine1004

R̄ by averaging the association distances of the typical UE1005

across the different iterations in our simulations. Our simula-1006

tion procedure is described below. Using R̄ = 100 meters1007

is a reasonable choice as the average cell radius for the1008

operators is 103 meters when their BS density is 30/km2.1009

For evaluating Pc(Z) based on simulations, we use a two1010

step procedure. First, we find the transmission probability,1011

pT via simulations. We use 10000 different iterations, where1012

each iteration corresponds to a different realization of operator1013

PPPs. We generate the realizations of the operator PPPs (BS1014

locations) with BS site sharing, as described in [14]. For1015

each iteration, i, we count the number of contenders Nc(i),1016

and then find a transmission probability for that iteration by1017

solving pT,i = (1 − pT,i)Nc(i) . Then, after all the iterations,1018

we find pT as pT = 1
10000

∑10000
i=1 pT,i. At the second step,1019

we repeat the above procedure of 10000 simulation runs, 1020

but this time, for each iteration, we calculate the SINR of 1021

the typical UE, SINRi. For computing SINRi, we use the 1022

following procedure. For each iteration, we sequentially check 1023

each of the BSs, other than the typical UE’s serving BS 1024

at Xb,n. If a BS is a contender, we set it as active with 1025

probability pT. For a BS to be a contender, it has to be 1026

located inside the sensing region of the sensing node. For 1027

example, in case of CSR, the first inequality for CSR in (2) 1028

should not hold true for a BS to be a contender. If any of 1029

the contenders in iteration i is active, we set SINRi = 0 1030

(in linear scale) for that iteration. If none of the contenders 1031

are active, then we compute the interference for each of the 1032

remaining non-contending BSs and add them up to compute 1033

the aggregate interference I . For a non-contending BS at Xj,m, 1034

we assume it belongs to Bh with probability 0.5, and to Bd 1035

otherwise. Then, we compute its interference to the typical UE, 1036

IXj,m , as: IXj,m = Cτ(j,m)Fj,mGj,m||Xj,m||−ατ(j,m) , with 1037

probability pT; otherwise, IXj,m = 0. If Xj,m ∈ Bd, and 1038

dCSRA is used, then IXj,m is 0 if Xj,m was able to hear the 1039

typical UE’s announcements; otherwise, IXj,m is computed 1040

as in the above equation. After computing I , we compute 1041

SINRi as, SINRi = PXCτ(b,n)Fb,nMBSMUEr
−ατ(b,n)

σ2+I , where 1042

r is the distance between the typical UE and its associated 1043

BS. Cτ(b,n), Fb,n, r, ατ(b,n), and I varies with each iteration. 1044

Finally, after all the 10000 iterations, we find the fraction of 1045

iterations where SINRi > Z , and use that fraction for Pc(Z). 1046

Note that, in the above described procedure, we need pT for 1047

deciding whether a contender or an interferer is active or not. 1048

For this reason, we compute the pT in the first step and then 1049

Pc(Z) in the second step. 1050

A. Results 1051

1) CS vs. nonCS: In Fig. 5(a), we show the downlink 1052

coverage probability of a UE in our shared mmWave network 1053

with different protocols. Since we do not have analytical 1054

expressions for CST, and we want to compare all the protocols 1055

in the same figure, we use simulations for the curves in this 1056

figure. We observe from Fig. 5(a) that, in terms of Pc(Z), CS is 1057

beneficial only for higher values of SINR (above 35 dB). For 1058

lower values of SINR the Pc(Z) with all the CS protocols 1059

is inferior to the Pc(Z) with the nonCS scheme, where no 1060

CS is used. Thus, for lower values of SINR (below 35 dB), 1061

not using any CS is the best strategy in terms of Pc(Z). 1062

To explain the trends of different protocols, first, we note 1063

that the coverage probability can be written as Pc(Z) = 1064

Pr[(SINR > Z)
∣∣T] × pT. Thus, Pc(Z) is upper bounded by 1065

min
(
Pr[(SINR > Z)

∣∣T], pT
)
. Now, Fig. 5(b) shows pT for 1066

all the protocols, obtained via simulations as described in the 1067

beginning of this section. We see from Fig. 5(b) that the pT 1068

for the nonCS scheme is 1.0, but the values of pT for the CS 1069

protocols are much lower than 1.0. In the lower SINR region, 1070

Pr[(SINR > Z)
∣∣T] is high for all the protocols, but the low pT 1071

for the CS protocols result in lower values of Pc(Z) for the CS 1072

protocols, compared to the nonCS scheme. As we move to the 1073

higher SINR region, the probability of having both high signal 1074

power and low interference power reduces for all the protocols. 1075
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Fig. 5. Coverage probability and transmission probability of different protocols using simulations. For this figure, Pth = Nf + 15 dB, P A
th = Nf + 0 dB,

and overlap coefficient is ρ = 0.5. For (a), (e) we use Rayleigh fading and for (c), (d) we use Nakagami fading. For (e), the number of BSs is determined
using Binomial point process.

Fig. 6. (a), (c): Coverage probability and transmission probability of nonCS and CSR schemes, using both simulations and analysis. (b) Coverage probability
of nonCS and CSR schemes, using only simulations. In this figure, Pth = Nf + 15 dB, P A

th = Nf + 0 dB, and ρ = 0.5.

Fig. 7. (a), (b): Coverage probability with nonCS, dCSR, and dCSRA for different overlap coefficient, ρ. (c) Transmission probability of dCSR and dCSRA
for different ρ. In this figure, Pth = Nf + 15 dB, P A

th = Nf + 0 dB, and the results are obtained via analysis.

Consequently, in the higher SINR region, interference (in turn,1076

Pr[(SINR > Z)
∣∣T]) plays a more dominant role over pT.1077

Hence the Pc(Z) with the nonCS scheme is inferior to the1078

Pc(Z) with the CS schemes because, unlike the CS schemes,1079

the nonCS scheme has no way of avoiding interference.1080

Fig. 5(c) and Fig. 5(d) show the coverage probability of1081

different protocols when Nakagami distribution with mean1082

1.0 is used for fading. The parameters for Nakagami dis- 1083

tribution are chosen based on the related works in [12], 1084

[14]. By comparing Fig. 5(a) with Fig. 5(c) and Fig. 5(d), 1085

we observe that using Rayleigh distribution instead of Nak- 1086

agami distribution for fading has minimal effect on the relative 1087

trends of the different curves. Finally, Fig. 5(e) shows the 1088

coverage probability of different protocols when the Binomial 1089

Authorized licensed use limited to: The University of Utah. Downloaded on December 30,2022 at 06:20:14 UTC from IEEE Xplore.  Restrictions apply. 



8382 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 21, NO. 10, OCTOBER 2022

point process (BPP) [26] is used for deciding the number of1090

BSs. This figure demonstrates that our findings in Fig. 5(a)1091

are not dependent on our PPP-based modeling.1092

2) CST vs. CSR: We observe from Fig. 5(a) that Pc(Z)1093

with CSR is always better than that with CST (compare1094

oCSR versus oCST and dCSR versus dCST in Fig. 5(a)).1095

This happens primarily because of the drawbacks associated1096

with CST, that were discussed in Section III-C. Due to the1097

inferior coverage probability with CST, we do not consider it1098

for the subsequent evaluations, and focus on the CSR schemes.1099

Fig. 5(a) also shows that among the CSR protocols, dCSR is1100

the best choice in the middle SINR region (35 - 45 dB), and1101

dCSRA is the best choice in the higher SINR region (above1102

45 dB), in terms of Pc(Z). dCSRA is better than the other1103

CSR protocols at higher SINR region because dCSRA can1104

eliminate the strong deaf interferers. However, if suffers from1105

low transmission probability, as shown in Fig. 5(b), because1106

of refrained transmissions due to active UE announcements.1107

Recall from Lemma 6 that dCSRA has additional contenders1108

due to the announcement scheme, accounted by N̄A
c , which is1109

not present for dCSR and oCSR.1110

3) Validation of Analytical Coverage Probability: In1111

Fig. 6(a), we use simulations to validate the expressions for1112

coverage probability with nonCS and CSR schemes, derived1113

in Section IV-C. In this figure, the analytical expression based1114

curves are shown using solid lines and are labelled as ‘anl’.1115

The simulation-based curves are shown using the markers1116

and are labelled as ‘sim’. For a side-by-side comparison,1117

we also show the simulation-based coverage probability with1118

nonCS and CSR protocols in Fig. 6(b). We observe that with1119

the nonCS scheme, the Pc(Z) obtained from analysis has1120

very good match with the Pc(Z) obtained using simulations.1121

For the CSR schemes, the match between the analysis-based1122

Pc(Z) and the simulation-based Pc(Z) is also good, but1123

there are slight differences. For dCSR and dCSRA the slight1124

mismatch is in the higher SINR region. This happens because1125

of using average sensing distances for the LoS and NLoS1126

hidden interferers, hL and hN , respectively, as explained in1127

Section IV-C.2. In contrast, for oCSR, the slight mismatch1128

between the simulation-based Pc(Z) and the analysis-based1129

Pc(Z) is in the lower SINR region. In this case, the slight1130

mismatch results from the difference in the analysis-based pT1131

and the simulation-based pT, as shown in Fig. 6(c). Finally,1132

in Fig. 6(c), the similarity between the simulation-based pT1133

and the analysis-based pT for the CSR protocols shows that1134

our approximations in the analysis of transmission probability1135

(Section IV-B) have minimal impact. Fig. 6(a) shows that the1136

best protocol, in terms of coverage probability, varies with1137

SINR. Thus, our coverage probability analysis framework and1138

expressions serve as a useful tool for the network operators1139

in deciding which protocol to use under different SINR1140

conditions without running extensive simulations.1141

4) Effect of BSs’ Site Overlap: Fig. 7 shows the effect of1142

BSs’ site overlap on the coverage probability for three different1143

values of ρ. Recall from Section IV-C that ρ captures the1144

spatial correlation between the BS sites of the two operators.1145

ρ = 0 implies no BS site sharing and ρ = 1 implies all the BS1146

sites are shared. We observe that, as ρ increases, the Pc(Z)1147

Fig. 8. (a), (b): Coverage probability with nonCS, dCSR, and dCSRA for
different values of sensing threshold, Pth. (c): Coverage probability with
dCSRA for different values of P A

th. (d): Coverage probability with dCSRA
for directional and omnidirectional announcements. In this figure, the overlap
coefficient is ρ = 0.5, and the results are obtained by analysis.

with the nonCS method dips for the higher values of SINR. 1148

This happens because with a higher value of ρ, the possibility 1149

of strong interference from a co-located BS also increases, 1150

and the nonCS method has no interference protection from 1151

the co-located BSs. In contrast, the Pc(Z) with the dCSR 1152

(Fig. 7(a)) and dCSRA (Fig. 7(b)) schemes are not affected by 1153

the increase of ρ (in the higher SINR region) as CSR schemes 1154

can tackle interference from the co-located BSs. For lower 1155
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values of SINR, the Pc(Z) of dCSR improves as ρ increases.1156

This is because with dCSR, pT improves with an increase in1157

ρ, as shown in Fig. 7(c). However, that is not the case with1158

dCSRA, as shown in Fig. 7(c). Hence, unlike dCSR, the Pc(Z)1159

of dCSRA is unaffected by change in ρ.1160

5) Effect of Sensing Threshold: In Fig. 8, we show that1161

the sensing threshold, Pth, plays an important role for the1162

CS protocols. Both from Fig. 8(a) and Fig. 8(b) we observe1163

that as Pth is increased the Pc(Z) with the CSR protocols1164

improve in the lower SINR region. This happens because a1165

higher value of Pth implies a smaller sensing region. A smaller1166

sensing region reduces the number of contenders, and, in turn,1167

improves the transmission probability of the CSR protocols.1168

As explained in the context of Fig. 5, in the lower SINR region,1169

the transmission probability is the dominant factor in the1170

coverage probability with the CS protocols. However, as we1171

increase Pth the advantage of the CSR schemes gradually1172

diminishes in the higher SINR region. This happens because1173

increasing Pth implies allowing higher interference, which1174

plays a more dominant role over the transmission probability1175

in the higher SINR region, as explained in the context of Fig. 5.1176

In Fig. 8(c), we show that, similar to Pth, careful selection of1177

PA
th is also important, when dCSRA is used. Finally, with the1178

nonCS scheme, Pc(Z) is unaffected by the change of Pth or1179

PA
th because it does not use any CS.1180

6) Impact of Announcement Directionality: Fig. 8(d) shows1181

the impact of the directionality of announcements on coverage1182

probability of dCSRA. We see from this figure that using1183

directional announcements improves the coverage probability1184

for lower values of SINR. This is due to the fact that1185

using directional announcements improves the transmission1186

probability for the dCSRA scheme. However, for higher1187

values of SINR, especially where dCSRA is advantageous1188

over dCSR, the directionality of the announcements does not1189

make much difference. Hence, we can use either directional1190

or omnidirectional announcements in dCSRA, depending on1191

the transmission capabilities of the UEs.1192

VI. CONCLUSION AND FUTURE WORK1193

We investigated CS for distributed interference management1194

in a mmWave network where multiple non-coordinating oper-1195

ators share spectrum and BS sites. We argued that CST has1196

several drawbacks, specifically in the context of our shared1197

mmWave network, and proposed the use of CSR. Since CSR1198

cannot tackle the deaf interferers, we proposed dCSRA, which1199

can prevent interference from hidden interferers and most of1200

the deaf interferers. We developed a framework for downlink1201

coverage probability analysis of a UE in our shared mmWave1202

network in the presence of CS. Furthermore, we derived the1203

coverage probability expressions for the CSR schemes and1204

the nonCS scheme using our framework. We validated our1205

coverage probability analysis using simulations. Using both1206

simulations and numerical evaluations, we demonstrated the1207

superiority of our CS schemes, over no CS, for the higher1208

values of SINR. We also showed that the sensing threshold1209

plays an important role in determining the coverage probability1210

in the performance of CS. Finally, we showed that for the1211

lower values of SINR not using any CS is the best strategy in 1212

terms of coverage probability. 1213

The CS schemes suffer from low transmission probability; 1214

but, once the channel is assessed free, a downlink transmission 1215

is (almost) interference free. In contrast, without CS, the down- 1216

link transmissions would experience interference. In the future, 1217

we will investigate how the quality of downlink transmission 1218

(e.g., collisions, jitters) differs for the nonCS and the CS 1219

schemes. We will also investigate how to find the best CS 1220

threshold for a given set of network parameters. 1221
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