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Abstract—This letter presents a novel interval observer
design for uncertain locally Lipschitz continuous-time (CT)
and discrete-time (DT) systems with noisy nonlinear obser-
vations that is input-to-state stable (ISS) and minimizes the
L{-gain of the observer error system with respect to the
uncertainties. Using mixed-monotone decompositions, the
proposed observer is correct and positive by construction
without the need for additional constraints/assumptions.
This, in turn, allows us to directly leverage techniques for
positive systems to design an ISS and Lq-robust interval
observer via mixed-integer (linear) programs instead of
semi-definite programs with linear matrix inequalities.
Further, our observer design offers additional degrees of
freedom that may serve as a surrogate for coordinate trans-
formations. Finally, we demonstrate the effectiveness of our
proposed observer on some CT and DT systems.

Index Terms—Observers for nonlinear systems, uncer-
tain systems.

[. INTRODUCTION

TATE estimation is an important problem in most engi-
neering applications such as autonomous vehicles and
power systems, either for the purpose of monitoring or for
decision-making and control. One such estimator design for
uncertain systems is called interval observers that provide
interval-valued estimates of the states, which are particularly
useful when system and sensing uncertainties are set-valued
or non-stochastic, or when their distributions are unknown.
Literature Review: An extensive body of research lit-
erature is available on the design of set-valued/interval
observers for diverse classes of systems, e.g., linear, nonlinear,
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cooperative/monotone, mixed-monotone and Metzler dynamics
[1]-[6]. The core idea in most of the proposed interval observers
in that literature is to design appropriate observer gains such that
the observer error dynamics are both Schur/Hurwitz stable and
positive/cooperative. Taking all these constraints into considera-
tion usually leads to theoretical and computational complexities.
For specific classes of systems, such difficulties have been
resolved by leveraging interval arithmetic-based approaches [7],
by transforming it into a positive system [8] and/or by applying
(time-varying/invariant) state transformations, e.g., [3], prior to
designing the interval observer.

On the other hand, for more general classes of nonlinear
systems, various types of bounding mappings/decomposition
functions [9] have been leveraged to cast the observer design
problem into semi-definite programs (SDPs)/optimization prob-
lems with LMI constraints [1], [3], [10]-[13]. However, the
obtained LMIs might still be restrictive and solutions may
not exist for some systems, i.e., the LMIs might be infeasi-
ble for some systems, due to several imposed conditions and
upper bounding. To tackle this problem, coordinate transforma-
tions have been proposed to relax the design conditions and to
facilitate obtaining feasible observer gains [14], [15]. However,
unfortunately, the coordinate transformation and observer gains
cannot be simultaneously synthesized/designed.

More recently, in the context of uncertain systems, other
design criteria such as robustness of the estimates against
noise/uncertainty have also been taken into consideration.
In this regard, the design problem can often be translated
to solving SDPs subject to a combination of framer satis-
faction, stabilizability and noise attenuation/mitigation con-
straints, which could potentially lead to conservatism and
computational complexity [3], [8], [11], including [2] that con-
siders L1/L; performance for continuous-time linear parameter
varying (LPV) systems and our previous work in [16] that
minimizes the Lp-gain of the observer error system using
an Ho-optimal observer. In this letter, we propose a novel
interval observer design that minimizes the L;-gain of the error
system for nonlinear systems using a mixed-integer (linear)
optimization framework.

Contributions: Inspired by Lj-norm minimization tech-
niques for stabilizing positive systems [17] and leveraging
remainder-form mixed-monotone decomposition functions, we
synthesize Lj-robust and input-to-state stable (ISS) interval
observers for a very broad range of locally Lipschitz bounded-
error nonlinear CT and DT systems in a unified framework.
Moreover, we introduce additional degrees of freedom in the
design procedure, as a surrogate to coordinate transforma-
tions, where the matrices corresponding to the extra degrees of
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freedom can be synthesized/designed simultaneously with the
observer gains, as opposed to most designs in the literature. In
addition, we show that by construction, i.e., without imposing
any additional assumption, the observer error system is posi-
tive and the true state trajectory of the system is guaranteed
to be framed by the states of the proposed observer for all
possible realizations of interval-valued noise/disturbances and
initial states. Further, we show that the stability of the framers
can be guaranteed by solving mixed-integer (linear) programs
to minimize the Lj-norm of the observer error system, which
can lead to less conservative framers when compared to SDP-
based methods, since our approach does not involve extra
positivity constraints while SDP-based methods often require
them.

[I. PRELIMINARIES

Notation: R”", Rio’ R"P N, and N denote the
n-dimensional Euclidean space, positive vectors of size n,
matrices of size n by p, natural numbers up to n and natural
numbers, respectively. For a V?CtOI‘ v € R", its vector p-norm is
given by |[v[, = (O vilP)?, while for a matrix M € R™*P,
M;; represents its j-th column and i-th row entry, sgn(M) repre-
sents its element-wise signum function, M® £ max(M, 0,5 )
M & M® — M, and M| & M® + M® is its element-
wise absolute value. Moreover, M9 is a diagonal matrix
with the diagonal elements of a square matrix M € R"*",
M 2 A — M9 is the matrix with only its off-diagonal ele-
ments, and M™ 2 M9 + |M™| is the “Metzlerized” matrix.!
Further, all vector and matrix inequalities are element-wise
inequalities, and the matrices of zeros and ones of dimension
n x p are denoted as 0,y, and 1,, respectively. Finally, a
function « : Ry x Ry — Ry is of class K if it is continuous,
positive definite (i.e., a(x) = 0 for x = 0; a(x) > 0 other-
wise), and strictly increasing, and is of class K if it is also
unbounded, while A : Ry — Ry is of class KL if for each
fixed t > 0, A(-, 1) is of class K and for each fixed s > 0,
A(s, t) decreases to zero as t — o0.

Definition 1 (Interval): An (n-dimensional) interval 7 £
[z,Z] C R”" is the set of vectors z € R™ such that z <z <Z.
A similar definition applies to matrix intervals.

Definition 2 (Jacobian Sign-Stability): A vector-valued
function f : Z C R* — RP? is Jacobian sign-stable (JSS),
if in its domain Z, the entries of its Jacobian matrix do not
change signs, i.e., if one of the following hold:

Jl-’;-‘(z) >0 or Jg(z) <0

for all z € Z,Vi € Ny, Vj € N,,_, where J/(z) represents the
Jacobian matrix of the mapping f evaluated at z € Z.

Proposition 1 (Jacobian Sign-Stable Decomposition
[13, Proposition 2]): For a mapping f : Z C R%= — RP”, if
() e [/, 7] for all ze 2, where J/, T/ € RP*™ are
known matrices, then the function f can be decomposed to a
JSS mapping (-) and a (remainder) affine mapping Hz (that
is also JSS), in an additive remainder-form:

Vz e Z,f(z) = Hz + u(2), (1)
where the matrix H € RP*"z satisfies
V(ij) € Np x Ny Hy = J% v Hy =71, ©)

TA Metzler matrix is a square matrix in which all the off-diagonal
components are nonnegative (equal to or greater than zero).

Definition 3 (Mixed-Monotonicity —and  Decomposition
Functions [18, Definition 1], [19, Definition 4]):
Consider the wuncertain dynamical system with ini-
tial state xg € X, = [xp, Xo]C R" and process noise
wieW 2 [w,w] C R™:

x5 =g@) £ g, w2 = [XtT wil ', 3)

where x;" £ x4 if (3) is a DT system and x;” £ %, if (3) is a

CT system. Moreover, g : Z C R — R” is the vector field
with augmented state z; € Z £ X x W C R* as its domain,
where A is the entire state space and n; = n + n,,.

Suppose (3) is a DT system. Then, a mapping
ga  Z2x2Z — RP is a DT mixed-monotone decomposi-
tion function with respect to g, if 1) gq(z,2) = g(), ii) gq4
is monotone increasing in its first argument, i.e., > z =
84z, 7) > ga(z,7), and iii) g4 is monotone decreasing in its
second argument, i.e., 2 > z = g4(z, %) < gq(Z, 2).

On the other hand, if (3) is a CT system, a mapping
ga 1 Z2x Z — RP is a CT mixed-monotone decomposition
function with respect to g, if i) and iii) for the DT system
hold, while ii) is modified to the following: ii’) g4 is monotone
increasing in its first argument with respect to “off-diagonal”
arguments, i.e., V(i,)) e Ny x Ny, A(G#)), 2 > 2.2 =2 =
84.i(Z,7) > 8a.i(z, 7).

Proposition 2 (Tight and  Tractable  Decomposition
Functions for JSS Mappings [13, Proposition 4]): Let
u: Z C R% — RP be a JSS mapping on its domain. Then, it
admits a tight decomposition function for each w;(-), i € N,
as follows:

Ra.i(z1,22) = wi(D'z1 + (I, — D')22), “)

for any ordered z,7 € Z, where Diis a binary diagonal
matrix determined by which vertex of the interval [z2, z1] or
[z1, z2] that maximizes (if zo < z;) or minimizes (if zp > z;)
the function w;(-) that can be found in closed-form as:

D' = diag(max(sgn(J?), 01,,.)). (5)

Consequently, a tight and tractable remainder-form decom-
position function for the system in (3) can be found by
applying Proposition 2 to the Jacobian sign-stable decompo-
sition from Proposition 1, which is discussed in more detail
in [13].

Definition 4 (Embedding System): For an n-dimensional
system (3) with any decomposition function g4(-), its embed-
ding system is defined as the following 2n-dimensional

. PR .. _ T
dynamical system with initial condition [x(—)r )_cg ]

T r,— 71T
[)_ﬂ _ @ w ] [T ) ©
L= T ot T
X1 g((ETw ] L [@)Tw'])

Note that by [9, Proposition 3], the solution to an embedding
system (6) with decomposition function g4 corresponding to
the system dynamics in (3) has a state framer property, i.e., it

is guaranteed to frame the unknown state trajectory x; of (3):
X, <x; <X forall t €T.

IIl. PROBLEM FORMULATION

System Dynamics: The uncertain/noisy discrete-time (DT)
or continuous-time (CT) nonlinear systems considered in this
letter is given as:

G- {x# = Cat, )+ Wy = )+ Wowr,

n 7
yi = h(xe, ur)+Vve = h(x)+Vvy, 2
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for all + € T, where xf = x4+, T = {0JUN if G is a
DT system and x = %, T = Rsg, if G is a CT system.
Moreover, x; € X C R", w, e W £ [w,w] C R, v, € V £
[v,7] C R™, u; € R® and y; € R/ are state, process noise, mea-
surement noise, known control input and output measurement
signals, respectively. f : R" x R™ — R" denotes the nonlinear
state vector field and 4 : R"” x R” — R! denotes observa-
tion/constraint functions, from which the mappings/functions
f:R" > R"and h : R" — R! are well-defined, since
the input signal u, € R™ is known. Moreover, the noise
matrices W and V are known. Our goal is to estimate the
state trajectories of the plant G in (7), when the initial state
satisfies xg € Xp= [xy, Xo] C X. Further, we assume the
following:

Assumption 1: The disturbance/noise bounds w, w, v, and
v] as well as the signals y; (output) and u; (input, if any) are
known at all times. Moreover, the initial state xy is such that
X0 € Xy = [xg, Xo] with known bounds x, and Xj.

Assumption 2: The mappings/functions f(-) and h(-) are
known, locally Lipschitz, differentiable and mixed-monotone
in their domain.> Moreover, the lower and upper bounds of
their Jacobian matrices, J/ 7 e R and [hjh e RIXxms
are known, where n, = n+n,, and n; =n+ n,.

Next, the notions of framers, stability and correctness used
throughout this letter are formally defined.

Definition 5 (Correct Interval Framers and Framer Errors):
Let Assumptions 1-2 hold. Given the nonlinear plant G in (7),
X,x : T — R" are called upper and lower framers for the
system states, if x, < x; < X, Vt € T,Vw, € W, Vy; € V.
Further, &, £ X, — x, is called the framer error at time t.
Any dynamical system whose states are correct framers for
the system states of the plant G, i.e., with & > 0,Vr € T, is
called a correct interval framer for system (7).

Definition 6 (L;j-Robust Interval Observer): An interval
framer G is Ll:robust and optimal, if the L;-gain of the framer
error system G, defined below, is minimized:

sup
NP

Gz, 2 el s (8)

where ||v]|z, e fooo [lv¢ll1dt is the L; signal norm for v €
{e, A}, and & and A, = A £ [AwT AVT]T are the framer
error and combined noise signals, respectively, with Aw £
w—wand Ay 27V —y.

The observer design problem can be stated as follows:

Problem 1: Given the nonlinear system in (7), as well as
Assumptions 1-2, design a correct and Li-robust interval
observer (cf. Definition 6) whose framer error (cf. Definition 5)
is input-to-state stable (ISS),3 ie.,

ledll2 < Bllleoll2, ©) + p(lAllLy). V2 € T, (€))

where 8 and p are functions of classes KL and K, respec-
tively, with the Lo signal norm [|A|L,, = SUPse(o.o0) [1Asll2 =
|All> and Ay defined as in (8).

2Both assumptions of locally Lipschitz continuity and differentiability are
primarily for ease of exposition and can be relaxed to a much weaker
continuity assumption (cf. [9] for more details).

3If desired, we can replace the 2-norm in the original ISS definition with
the 1-norm that is more aligned with L;-robustness, and the satisfaction of
the former would also imply the latter by norm equivalence.

IV. PROPOSED INTERVAL OBSERVER
A. Interval Observer Design

Before presenting the proposed interval observer design,
we first provide an equivalent representation of the system
dynamics for the plant G in (7).

Lemma 1: Consider plant G in (7) and suppose that
Assumptions 1-2 hold. Let L, N € R"™! and T € R™" be
arbitrary matrices that satisfy 7'+ NC = I,,. Then, the system
dynamics (7) can be equivalently written as

£ = (TA — LC — NA2)x; + T (x) — Np(xr, wi)
+ (TW — NB2)wy — L (x1) + L(y: — V),

Xt = & + Ny; — NVv,, (10
where A € R™" C, A, € R™*", and By € RX™ are chosen
such that the following decompositions hold Vx € X', w € W
(cf. Definition 2 and Proposition 1):

F&x) =Ax+ ¢ (), h(x) = Cx+ ¢ (),

Y (x, w) = Apx + Bow + p(x, w), (11)
such that ¢, v, p are JSS, with yF(x,w) = Y, w) =
%(f(x) +Ww) if G is a CT system and ¢+ (x, w) = ¢ (x") =
Y (f(x) + Ww) if G is a DT system.

Proof: We begin by defining an auxiliary state & £ x, —
Ny;+NVvg. Then, from (7) and (11), we have & = x; — N(y; —
Vi) = x; — N(Cx; + ¥ (x;)), and moreover, by choosing N to
satisfy T+ NC = I,,, we obtain & = Tx; — Ny (x;) that has
the following dynamics:

& =Tx" — NCY™ (xr, w)

= T(Ax; + ¢ (x) + Wwy) — N(Azx; + Bowr + p(xe, ),
with x,+ from (7) and f(x;) and ¥ (x;, w;) from (11). Finally,
adding a ‘zero term’ L(y; — Cx; — ¥ (x;) — Vvy) = 0 (cf. (7)
and (11)) to the above yields (10), where x; can be recovered
from the definition of &. [ |

Then, using the equivalent system in (10), we propose a
unified interval observer G based on the construction of an
embedding system (cf. Definition 4) to address Problem 1:

EF =Mx, — MY % + Ly + T®a(x;, %) — TOPa (%1, x,)

+ (LV)®V + (LV)®v + (TW — NB;)®w

— (TW — NB2)®w — L®Y4 (%, x,) + L®Va(x,. %)

— N® 04, W, x,, w) + N° pa(x,, w, X;, W)

+ MNy—(MNV)®y+(MNV)©v,

=+ _ _ _ _

E =M% — M X+ Ly + T®u(xp, x,) — TOa(x;, %)

+ @LV)®y + (LV)V + (TW — NB»)®w

— (TW = NB2)®w — L®Ya(x,, %) + LZYa(%, x,)

— N®py(x,, w, %, W) + N® pg(Fy, W, x,, w)

+ MNy—(MNV)®54+(MNV)®y,

X =& + Ny — (NV)®7 + (NV)®y,

X =& + Ny — (NV)®v+ (NV)©5, (12)

where ?l, § o E,*, § + € R” are auxiliary variables, M = TA —
LC — NA; and if d is a CT system, then

S E% a2, MY E MO MO, MY 2 MO, 13)

)_Ct = Xt,
and if G is a DT system, then

X A%, o Exy, MVEME, MY A M. (14)
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Further, ¢g, Vg : R? — R" and pg : R¥ — R! are tight
mixed-monotone decomposition functions of ¢, ¥, and p,
respectively (cf. (11), Definition 3), which are JSS and thus,
can be computed using (4) and (5). Finally, N, L € R"™! and
T € R™" are the observer gain matrices to be designed with
T and N satisfying T + NC = I,,. The detailed derivation of
the observer design G in (12) and its desired properties are
given in the next subsections.

Remark 1: Note that the above observer structure is
inspired by [10] to introduce additional degrees of free-
dom, where we now have three to-be-designed observer gains
N, T, L, in contrast to only one observer gain L in our previous
work [16]. While this is very helpful from a performance
perspective, it is found in Section V-A to be not an exact sub-
stitute for coordinate transformations that may help to make
the observer gain design problem in Theorem 2 feasible, pre-
sumably because the latter are nonlinear operations and the
proposed structure only introduces linear terms. In this case, a
coordinate transformation can be applied in a straightforward
manner, similar to [3, Sec. V] (omitted for brevity; cf. [20]
and references therein for more discussions).

B. Observer Correctness (Framer Property)

In this subsection, we ghow that by construction, the
proposed interval observer G in (12) is a correct framer for
the system G (and equivalently, for (10) in Lemma 1) in the
sense of Definition 5 for both the CT (13) and DT (14) cases.

Theorem 1 (Correctness): Consider the nonlinear plant G
in (7) and suppose Assumptions 1 and 2 hold. Then, )_ct <
Xy <X, Vt € T,VYw; € W, Vv, € V, where x; and [xth;r] are
the state vectors in G and G at time 7 € T, respectively. In
other words, the dynamical system (12) constructs a correct
interval framer for the nonlinear plant G in (7).

Proof: We show that by framing all the constituent items in
the right hand side of system (10) (which is equivalent to the
original system (7)), using Proposition 1 and [21, Lemma 1],
we obtain (12). Hence, (12) is a framer system for the original
plant G, since it is straightforward to see that the summation
of the embedding systems/framers of constituent systems con-
structs an embedding system for the summation of constituent
systems. In order to compute framers for the constituent
systems in the right hand side of (10), we split them into
three groups, as follows. i) Known/certain terms that are inde-
pendent of state and noise and so, their upper and lower
bounds are equal to their original known value; ii) Linear terms
with respect to the state and noise, which can be upper and
lower framed by applying [21, Lemma 1]. Note that there is
a subtle difference in computing the upper and lower fram-
ing/embedding systems for the CT and DT cases, which is
reflected in the definition of MT, MY in (13) and (14) (cf.
Definition 4); iii) Nonlinear terms in the state and noise that
can be upper and lower framed by leveraging Propositions 1
and 2 as well as [21, Lemma 1].

Summing up the constituent embedding systems/framers in
1)-iii) yields the embedding system (12). Finally, the correct-
ness property follows from the framer property of embedding
systems [9, Proposition 3]. |

C. Ls-Robust Observer Design

In addition to the correctness property, it is important to
guarantee the stability of the proposed framer, i.e., we aim to

design the observer gains T, N, and L to obtain input-to-state
stability (ISS) (cf. (9)) and L;-robustness.

Theorem 2 (Lj-Robust and Lj-ISS Observer Design): 1If
Assumptions 1-2 hold for the nonlinear system G in (7), then
the correct interval framer G proposed in (12) is Lj-robust
(cf. Definition 6), if there exist Q, T € R"*" N, N, L € R"™!,
p € R, and y > O that solve the followmg mixed-integer
program (MIP):

(V*,p*, Q*, T*,Z*,N*,N*)
€ argmin y
{r.p.Q.T.L.N.N}
S.t. 11><n[Q A T] < [0 J/llxnw V11><nv],

T+NC=Q,N=T,p>0,y >0, (15)

where Q £ diag(p) denotes a matrix whose dia, Agonal entries

are the elements of p, A |TW NB>| + |N|F and

(i) for a DT systemg c&2pT 11, Q |M|—|—|T|F +
INIF? + LIFY, 1 |LV|+|NV| and T 2 N;

(i) for a CT system g. oL iy @2 M4 TIF +
INF? + |L| L2ILV|+Z and T2 ONifV #£0
and [ & N 0therw1se

with M & TA — LC — NA> and zZ & (|M| M™)|NV|.
Furthermore, in both cases, F F, Y F F are computed
from the JSS functions ¢, and p as follows

F'2[F FL12 7%+ uM°, (16)

with 7 =7/ —H, J* = J/ —H, F"* € R™" and F* € R
(cf. Proposition 1 and [16, Lemma 37).

Then, the corresponding L;-robust stabilizing observer gains
T*,L*, and N* can be obtained as T* = (Q*)~'T* L* =
(O7'L* and N* = (Q*)"'N*. Moreover, the interval
observer is ISS, i.e., it satisfies (9).

Proof: We start by deriving the framer error (g, = X, — x,)
from (12), before proving that the DT and CT error systems
satisfy the condition in (8) and (9), i.e., G is L-robust and
ISS. To do this, we define As 25— 5, Al £ p4(x,5,x,5) —
wa(x, s, x, s) for all s € {w,v} and u € {¢, ¥, p}.

First, from (12), the framer error is &; £ X, —X, = ?t — $t +
INV|Av. Then, the DT observer error dynamics G obtained
from (12) and (14) can be written as:

= |TA — LC — NAsle, + ITIAY + IN|AL + |LIAY
4+ |TW = NBy|Aw + (JLV| + INV])Av + [MNV|Av
< (ITA — LC — NAy| + |T|F? + INF? + ILIF )e,
+ (]TW — NBy| + IN[F2) Aw + (ILV] + INVD Av, (17)

where the inequality holds since A4, u e ({¢, ¥, p}
satisfy A4 < Fie + F,Aw, with F, F, defined
in (16) by [16, Lemma 3] and their pre-multiplier matrices
|-| are non-negative. Further, by the Comparison Lemma
[22, Lemma 3.4], the actual framer error system is stable if
the comparison system on the right hand side in (17) is stable.

Defining A £ |TA—LC —NAy|+|T|F. +|N|F'O+|L|F B2
[qTw — ~NB,| + IN|FRY  (ILV| + |NV|)] >0, C2 Iyxn >0,
and D £ 0,x, > 0, the DT comparison system with z; = &
can be written as:

e < Ae +Bl(Aw)T(Av) 1T,z = Ce, + DI(AW) (AT, (18)
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Since A, B, C and D are non-negative, the error system
in (18) is positive. Then, by [23, Th. 1], the comparison
system (18) is asymptotically stable with y > 0 as the L;-gain
(cf. Definition 8), if there exists p € RY, such that

A BT p p
~ ~ < .
C D| |1uxt Y1, 4n)x1

Next, by defining Q = Q' £ diag(p) > 0, T = QT, N = ON,
and L = QL we have p = anxl and CT 1,1 = 1,,x1. Further
defining @ £ QA and [A Y] £ QB, we obtain that (19) is
equivalent to the inequality constraint in (15). Similarly, we
can pre-multiply 7 + NC = I,, by the invertible Q matrix to
obtain the equality constraint in (15). Hence, by solving the
MILP in (15) results in observer gains T* = (Q*) ™' T*, N* =
(0")"'N* and L* = (Q*)~'L* that result in a L;-robust com-
parison system (18), i.e., it satisfies (8) with y*. Moreover,
since the comparison system is linear, asymptotically stabil-
ity also implies that it is ISS [24]. Consequently, by the
Comparison Lemma [22, Lemma 3.4], the actual DT framer
error system on the left hand side of (17) is also Li-robust
and ISS.

The CT case is similar to the DT case, where from (12)
and (13), we obtain CT observer error dynamics G:

19)

= (TA — LC — NAY)"g, + |T|A + IN|AL + |LIAY
+ |TW — NBy|Aw + |LV|Av + |MNV|Av

< ((TA — LC — NAY)™ + |T|F? + IN|F” + |LIF )e,
+ (ITW — NBy| + IN|F2) Aw + (ILV| + Z) Av,

with Z & (M| — M’")lNV| > 0. Further, defining A 2
(TA — LC — NAY)" + [TIFY + INIFy + |L|F'// B 2
[(TW — NBs| + INIF}) (LVI+2)] = 0. € £ Ly = 0
and D £ 2 0,4, > 0, the CT comparison system with it =&
is given by (18). Since A is Metzler and B, C and D are
non-negative, the error comparison system is positive. Then,
by [17, Lemma 1], the CT comparison system is asymptoti-
cally stable with L;-gain, y > 0, if there exists p € ]R’;O such

that
B ! p < 051
D| |11 Y1, 4+n)x1 |

By defining Q, T, N, and L similar to the DT case, M2
OM, and Z £ QZ, the inequality in (20) is equivalent to the
inequality condition (15). The equality constraint can also be
obtained as in the DT case. Finally, a similar argument to the
DT case implies that the CT interval observer is L;-robust and
is also ISS. ]

Note that in some cases, a coordinate transformation may
help to make the MIP in (15) feasible (cf. Remark 1). Further,
we found that it is often helpful to multiply Y by a factor
representing the ratio of the magnitudes of the measurement
to process noise signals to penalize their effects equally.
_ Remark 2: In the CT case (only), the presence of the term
Z = (|[M|—M"™)|NV| leads to bilinear constraints, but the MIP
remains solvable with off-the-shelf solvers, e.g., Gurobi [25].
Nonetheless, in the absence of measurement noise, i.e., V = 0,
or by choosing N = 0 (at the cost of losing the extra degrees
of freedom with 7" and N), the MIP reduces to a mixed-integer
linear program (MILP) similar to the DT case.

(20)

O >

Remark 3: We have a mixed-integer problem in (15) due
to the presence of terms* involving absolute values |M| and
“Metzlerization” M™ = M? +|M"¢|. If desired, extra positivity
constraints can be imposed (i.e., by setting M > 0, M" >
and replacing |M|, |M™| with M, M"?), similar to the literature
on SDP/LMI-based interval observer designs, to obtain a linear
program. This addition is found to sometimes not incur any
conservatism (e.g., in the DT example in Section V-B) but the
problem becomes infeasible in others (e.g., in the CT example
in Section V-A.

V. ILLUSTRATIVE EXAMPLES

In this section, we consider both CT and DT examples to
demonstrate the effectiveness of our approaches. The MILPs
in (15) are solved using YALMIP [26] and Gurobi [25].

A. CT System Example
Let us consider the CT system in [14, eq. (30)]:

X1 =x2 4wy, X2 =bix3—apsin(x)) —axx +wa,

. ai .
X3 = —az(axx) + x3) + b—(a4 sin(x1) + cos(x1)xp) — asx3 + ws,
1

with output y = x; (i.e., V = 0 and we have an MILP
formulation (cf. Remark 3)) and the following parameters:
ay = 35.63,b1 = 15,(12 = 0.25,a3 = 36, a4 = 200, Xo =
[19.5,9]1x[9, 11]1x[0.5, 1.5], W = [<0.1, 0.1]%. The problem
in (15), even with the additional degrees of freedom, as well
as the observer designs in [14], [16] are infeasible without
a state transformation (also cf. Remark 1). Hence, simi-
lar to [16, Sec. V-A], we consider a similarity transformation
20 0.1 0.1
z=Sx with § = |:0 0.01  0.06 i|, and added and sub-
0O —10 —-04
tracted S5y from the dynamics of x;. Further, adding positivity
constraints to cast (15) as an LP led to infeasibility; thus, the
MILP formulation is less conservative (cf. Remark 3).

By solving (15), we obtain the following observer gains:

—1.569  4.138  —0.021 51.386
T = |:0.016 0.973  0.0001 } N = [ —0.330 }
50.200 —80.860  1.421 —1004.014
7869.338 -5 1 0 0 0
L = [ 0.186 } A = [o 0.25 15], B = [1 o},
0 0 36 200 0 1

1
C = |:0:|, Ay =, and By = (. From Figure 1 (only results
0

for x3 is depicted for brevity; other states show the same
trends), we observe that the state framers obtained by our
proposed approach, x, X, are tighter than those obtained by
both the interval observers in [16], xHOO xHOO, and in [14],
xPMN XDMN - Moreover, the framer error & = X% — x, is
observed to converge exponentially to a steady state value.

B. DT System Example

Next, we consider the noisy DT Hénon chaos system
[16, Sec. V-B]: x;41 = Ax; +r[1 —xtzl] +Bws, yr =X+ s,

0 1 0.05
where A = |:0.3 Oj|’ B=1r= [ 0 :|, Xo = [-2,2] x

4Note that absolute values are internally converted into a mixed-integer
formulation in off-the-shelf tools, e.g., YALMIP [26], where a binary variable
is introduced to indicate if |x| = x or |x| = —x.
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Fig. 1. CT Example: State, x3, and its upper and lower framers and
error of our proposed observer, X3, X3, €3, and by the observers in [16],
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Fig. 2.
error of our proposed observer, X1, X1, €1, and by the observers in [16],

x7too xHoo Moo and (3], XA, x4 e,

DT Example: State, x1, and its upper and lower framers and

[—1,1], W = [-0.01,0.01]> and V = [-0.025,0.025].
Note that in this example, the problem in (15) is feasible
without any coordinate transformation and further, additional
positivity constraints can be added to cast (15) as an LP with-
out any performance loss (cf. Remark 3). By solving (15),

we obtain the following observer gains: T = [0'5348 (1)i|,
0.4552 0
N=|"5"L=]p|- C=[1 0], A2 =9, and B, = 0.

From Figure 2 (x, omitted for brevity), the estimates from our
proposed approach are tighter than the methods in [3] and [16]
that instead minimizes the Hoo-gain.

VI. CONCLUSION AND FUTURE WORK

In this letter, we presented a new interval observer design for
uncertain locally Lipschitz CT and DT systems with nonlin-
ear noisy observations. In particular, the proposed observer is
correct and positive by construction without the need for addi-
tional constraints/assumptions by leveraging mixed-monotone
decompositions/embedding systems. Moreover, we showed
that the design is input-to-state stable (ISS) and minimizes
the Li-gain of the observer error system. In contrast to most
existing interval observers, our design involves mixed-integer
(linear) programs instead of semi-definite programs with linear
matrix inequalities, and offers additional degrees of freedom
that can be simultaneously designed. Our proposed observers
for both CT and DT systems were further shown to be effective
and to outperform most existing designs. As future work, we
will consider extensions of our framework to hybrid systems
with jumps and systems with unknown inputs.
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