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A B S T R A C T

Wireless communication among connected and automated vehicles (CAVs) enables cooperative driving,
particularly using cooperative adaptive cruise control, hence allowing CAVs to safely move closer to each
other and improving traffic flow. However, reducing the gap between vehicles may cause collision, especially
when a sudden deceleration in the vehicle platoon occurs. Furthermore, if some of the CAVs in the platoon
lose communication, even for a short period, they may detect sudden changes in traffic with delay, and their
reaction to avoid collision could be unsuccessful. Hence, an efficient emergency braking system can help
preserve safety. This becomes even more important in high-speed driving, where a crash can put human lives
in danger. This paper presents a discrete hybrid stochastic model predictive control approach to achieve a
safe and efficient traffic system through CAV platooning. Three operational modes for vehicles are considered:
free following, warning, and emergency braking. Each CAV in the free-following mode basically follows its
preceding vehicle while enforcing maximum allowable deceleration in the emergency-braking mode. In the
warning mode, the vehicle aims to slightly increase its headway and velocity difference from its predecessor
to avoid possible danger. The warning/emergency-braking mode may be activated when the speed difference
between a CAV and its preceding vehicle drops below a threshold. It is further assumed that vehicle distance
sensing is subject to error. Each vehicle shares its current location, velocity, and future acceleration profile,
calculated by solving a mixed-integer programming problem, with its follower vehicles. Simulation studies
demonstrate the efficacy of the proposed control design approach compared to existing controllers in the
literature in the presence of intermittent communication.
. Introduction

Modern vehicles are equipped with different driver assistance sys-
ems to facilitate driving. These systems help drivers with doing repet-
tive tasks such as stop and start while improving safety and reducing
uel consumption (Moser, Waschl, Kirchsteiger, Schmied, & Del Re,
015). Furthermore, advanced driver assistance systems may improve
he traffic system by increasing the road capacity (Vahidi & Eskandar-
an, 2003). By increasing the popularity and demand for autonomous
ehicles, vehicle platooning in highways and roads would be a way to
ncrease the efficiency of the traffic system.

The main goal in the longitudinal vehicle platoon control is to
nhance performance while preserving safety. Wireless communication
mong vehicles enables cooperative adaptive cruise control (CACC)
hich allows vehicles to safely move closer to their preceding vehicle.
he CACC has the potential to improve the traffic system while its
rimary goal was to comfort driving experience (Van Arem, Van Driel,
Visser, 2006). Although CACC takes advantage of wireless commu-

ication, the communication is subject to failure. Hence, the controls

∗ Corresponding author.
E-mail address: javadm@uga.edu (J. Mohammadpour Velni).

should be robust against data loss and communication failure (Ploeg,
2014). Connection failure resorts CACC to adaptive cruise control
(ACC) if no action is taken to compensate for packet losses (Ploeg,
Semsar-Kazerooni, Lijster, van de Wouw, & Nijmeijer, 2014).

Several robust CACC approaches have been proposed to overcome
the impact of unexpected events on mobility and to preserve the safety
and stability of the vehicle platoon (e.g., see Cui, Chen, Wang, Hu, &
Park, 2021; Lan, Zhao, & Tian, 2020; Trudgen, Miller, & Velni, 2018;
Van Nunen, Verhaegh, Silvas, Semsar-Kazerooni, & Van De Wouw,
2017). Furthermore, several research studies have focused on how to
use the braking system during an emergency in a connected and auto-
mated vehicle (CAV) platoon. In Hasan, Balador, Girs, and Uhlemann
(2019), a synchronized braking system for vehicles was introduced
where a vehicle (e.g., the leader vehicle) does not immediately apply
emergency braking; instead, it informs other vehicles through commu-
nication so that all vehicles perform the braking at the same time.
This method relies on perfect communication, as otherwise, it may
cause a collision. A procedure for adapting the deceleration rate accord-
ing to the vehicle with the weakest braking capability was discussed
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in Murthy and Masrur (2016). In Turri, Besselink, and Johansson
(2016) and Zhai, Liu, and Luo (2018), an MPC-based design is pro-
posed, where preserving safety is considered as a constraint that should
always be satisfied. In Zhai et al. (2018), there is a separate emergency
braking controller which is activated if the original MPC optimization
problem becomes infeasible. Neither one of the last two works consid-
ered an imperfect sensing system, and those methods are not suitable in
the presence of intermittent communication. According to Wu, Lin, and
Eskandarian (2019), three general solutions are available to cope with
the safety problem during communication failure: (1) improving the
communication protocol (e.g., see Lee & Chanson, 2002); (2) increasing
the vehicle headway during failure (e.g., see Abou Harfouch, Yuan, &
Baldi, 2017); (3) adapting CACC algorithms to cope with the safety
problem (e.g., using a model predictive control approach). The method
proposed in our paper to preserve safety is a fusion of first and third
solutions.

Two general CACC approaches are available: state feedback control
methods (e.g., Guo & Yue, 2014; Morbidi, Colaneri, & Stanger, 2013;
Ploeg, 2014), and constrained-optimization methods which have more
recently evolved to MPC (e.g., Kianfar, Falcone, & Fredriksson, 2015;
Zhai et al., 2018; Zhou, Wang, & Ahn, 2019). State-feedback-based
methods enable explicit system stability analysis while constrained-
optimization methods allow considering multiple performance indices
subject to hard constraints on the system dynamics and physical lim-
itations of the vehicle (Zhou et al., 2019). Traditional MPC schemes
are formulated in a centralized setting. However, due to the practical
limitations for gathering data and the large size of the optimization
problem, distributed MPC has emerged to address the limitations of
centralized methods (Wang, Wu, & Barth, 2018).

This paper examines the CACC design problem with three operat-
ing modes for each vehicle: free following, warning, and emergency
braking. In the free-following mode, each vehicle simply follows its
preceding vehicle while the vehicle in the emergency-braking mode
performs hard braking to avoid possible collision and preserve safety.
Warning mode is considered to avoid the need to perform emergency
braking as much as possible as the CAV in warning mode slightly
increases its desired headway and reduces its desired velocity. While
directly considering these modes in the controller design process penal-
izes unnecessary braking, it adds discrete variables to the underlying
problem formulation. In order to formulate the system and design
a controller that takes three modes into account, a hybrid model
is needed. Since the vehicles distance measurements are subject to
measurement error, a stochastic hybrid model is required to cope with
that. Hence, discrete hybrid stochastic automata, introduced initially
in Bemporad and Di Cairano (2010) suits the aforementioned stochastic
system with both continuous and discrete variables. The distinctive
feature of the proposed method is that each vehicle’s optimal operating
mode is chosen based on the predictive information of its predecessors.
Hence, with a proper communication rate, vehicles are able to plan
their acceleration profile to avoid emergency braking. In the case of
communication losses, CACC may degrade to ACC for some vehicles in
the platoon, in which case they would not have access to the predictive
information for some time. If sudden deceleration occurs during this
period, some vehicles may need to switch to warning or emergency
braking mode.

The contributions of this work are as follows. The paper offers a new
integrated perspective, that is, a discrete stochastic and optimal MPC
design approach, for treating (and switching between) three operating
modes, namely, warning, emergency braking and free following, in
connected and automated vehicle applications. The proposed approach
leads to a safer autonomous vehicle platoon than currently existing
approaches. It is noted that with the proposed stochastic MPC-based
design, vehicles would avoid unnecessary hard (emergency) braking
— this is due to that the emergency braking is explicitly considered
in the underlying optimization problem so that excessive braking is
penalized. Furthermore, the proposed approach demonstrates strong
2

Fig. 1. A simple representation of the system model. The distance between vehicle 𝑖
nd vehicle 𝑗 is represented by 𝑑𝑖𝑗 while 𝑞𝑖 is the location of the rear bumper of the
th vehicle. The blue dashed lines show the information flow.

erformance with a low vehicle-to-vehicle communication rate while
lso considering communication failure.

The remainder of the paper is organized as follows. In Section 2,
he system model, as well as a brief introduction to discrete hybrid
tochastic automata are presented. System model and operating con-
traints (DHSA) are presented in mixed logical dynamical (MLD) form
n Section 3. The proposed model predictive control design method is
iscussed in Section 4. Simulation results and evaluation of the perfor-
ance of the proposed controller are given in Section 5. Concluding

emarks are finally made in Section 6.

. Preliminaries

In this section, first the dynamic model of vehicles considered in
his study are reviewed. Then, the framework in which the control
esign problem is formulated, i.e., the stochastic and hybrid setting,
s described.

.1. Description of the system model

A CACC system with 𝑁𝑣 vehicles is considered in the paper. Nota-
ion 𝑖 ∈ {0, 1,… , 𝑁𝑣 − 1} is used to represent the 𝑖th vehicle with 𝑖 = 0
eing the leader vehicle. As shown in Fig. 1, the distance between 𝑖th
ehicle and 𝑗th vehicle where 𝑗 < 𝑖, at time 𝑡 is denoted by 𝑑𝑖𝑗 (𝑡) and

defined as

𝑑𝑖𝑗 (𝑡) = 𝑞𝑗 (𝑡) − 𝑞𝑖(𝑡) − 𝑙𝑖, (1)

here 𝑞𝑖 and 𝑞𝑗 are the location of the 𝑖th and 𝑗th vehicles’ rear bumper,
espectively, and 𝑙𝑖 is the length of the 𝑖th vehicle. In the sequel, it is
ssumed that 𝑗 < 𝑖. Using a fixed time gap spacing policy, the desired
pacing between vehicle 𝑖 and its immediate predecessor is defined as
∗
𝑖 (𝑡) = ℎ 𝑣𝑖(𝑡) + 𝑟𝑖, (2)

here 𝑣𝑖(𝑡) is the vehicle’s speed at time 𝑡, ℎ is the time gap, and 𝑟𝑖
s the standstill distance. Based on (2), the desired distance between
ehicles 𝑖 and 𝑗 can be calculated as

∗
𝑖𝑗 (𝑡) =

𝑖
∑

𝑘=𝑗+1
𝑑∗𝑘 (𝑡) +

𝑖−1
∑

𝑘=𝑗+1
𝑙𝑘. (3)

t is noted that, 𝑑∗𝑖𝑗 (𝑡) is equivalent to 𝑑∗𝑖 (𝑡) if 𝑗 = 𝑖 − 1. Using (3), the
pacing error between vehicles 𝑖 and 𝑗 is indicated as

𝑑𝑖𝑗 (𝑡) = 𝑑𝑖𝑗 (𝑡) − 𝑑∗𝑖𝑗 (𝑡). (4)

imilarly, the speed difference between the 𝑖th and 𝑗th vehicle is
onsidered as 𝛥𝑣𝑖𝑗 (𝑡) = 𝑣𝑗 (𝑡) − 𝑣𝑖(𝑡) and therefore 𝛥𝑑̇𝑖𝑗 (𝑡) = 𝛥𝑣𝑖𝑗 (𝑡) −
∑𝑖

𝑐=𝑗+1 𝑎𝑐 (𝑡) and 𝛥𝑣̇𝑖𝑗 (𝑡) = 𝑎𝑗 (𝑡) − 𝑎𝑖(𝑡), where 𝑎𝑖(𝑡) and 𝑎𝑗 (𝑡) are the
cceleration of the 𝑖th and 𝑗th vehicle at time 𝑡, respectively. Let us
onsider a linear model for the 𝑖th vehicle as

𝑎̇𝑖(𝑡) = − 1
𝜏𝑖
𝑎𝑖(𝑡) +

1
𝜏𝑖
𝑢𝑖(𝑡), (5)

where the time constant 𝜏𝑖 represents driveline dynamics. It is rea-
sonable to assume that vehicles share their information with their
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followers within a specific range. So, we assume that each vehicle
receives information from its 𝑚 ≥ 1 front vehicles. The given system
can be easily represented in the following state-space form (assuming
that there exist 𝑚 predecessor vehicles for 𝑖th vehicle):

𝑥̇𝑖(𝑡) = 𝐴𝑖 𝑥𝑖(𝑡) + 𝐵𝑖 𝑢𝑖(𝑡) +𝐷𝑖 𝖺
𝑚
𝑖 (𝑡)

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0𝑚∗𝑚 𝐼𝑚∗𝑚 −ℎ ∗ 1𝑚∗1

0𝑚∗2𝑚 −1𝑚∗1

01∗2𝑚
− 1
𝜏𝑖

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

𝑥𝑖(𝑡)

+

⎡

⎢

⎢

⎢

⎢

⎢

⎣

02𝑚∗1

1
𝜏𝑖

⎤

⎥

⎥

⎥

⎥

⎥

⎦

𝑢𝑖(𝑡) +

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑚∗𝑚

𝐼𝑚∗𝑚

01∗𝑚

⎤

⎥

⎥

⎥

⎥

⎥

⎦

𝖺𝑚𝑖 (𝑡), (6)

where 0 is a matrix with zero entries, 𝐼 is the identity matrix, 1 is
matrix with one entries, and  is a lower diagonal matrix in which

he diagonal entries are zero and the lower diagonal entries are −ℎ.
he vector of system states (𝑥𝑖(𝑡)) and predecessor vehicles’ acceleration
ector (𝖺𝑚𝑖 (𝑡)) are sorted as follows

𝑥𝑖(𝑡) = [𝛥𝑑𝑖 𝑖−1(𝑡) 𝛥𝑑𝑖 𝑖−2(𝑡) … 𝛥𝑑𝑖 𝑖−𝑚(𝑡)

𝛥𝑣𝑖 𝑖−1(𝑡) 𝛥𝑣𝑖 𝑖−2(𝑡) … 𝛥𝑣𝑖 𝑖−𝑚(𝑡) 𝑎𝑖(𝑡)]𝑇 ,

𝖺𝑚𝑖 (𝑡) = [𝑎𝑖−1(𝑡) 𝑎𝑖−2(𝑡) … 𝑎𝑖−𝑚(𝑡)].

If there are at least 𝑚 predecessors for vehicle 𝑖 (𝑖 ≥ 𝑚), then 𝐴𝑖 is
(2𝑚 + 1) ∗ (2𝑚 + 1), 𝐵𝑖 is (2𝑚 + 1) ∗ 1, and 𝐷𝑖 is (2𝑚 + 1) ∗ 𝑚; otherwise,
𝑚 reduces to the number of the 𝑖th vehicle predecessors, which is 𝑖. For
the leader vehicle (𝑖 = 0), 𝖺𝑚𝑖 (𝑡) in (6) can be assumed to be zero.

Remark 1. It is assumed that each CAV measures its distance from
its immediate predecessor, as well as the predecessor velocity while
the distance measurements are subject to error. It is also assumed to
have access to the other 𝑚−1 predecessors’ location and speed through
communication. Moreover, each CAV transmits its future acceleration
profile to its 𝑚 followers.

Using forward-time approximation for the first-order derivative, (6)
can be written in discrete-time form. By considering measurement error
(𝑛𝑖(𝑘)) in the formulation, the discrete-time state-space model for each
follower is as follows

𝑥𝑖(𝑘 + 1) =

(𝐼 + 𝑡𝑠 𝐴𝑖) 𝑥𝑖(𝑘) + 𝑡𝑠 𝐵𝑖 𝑢𝑖(𝑘) + 𝑡𝑠 𝐷𝑖 𝖺
𝑚
𝑖 (𝑘) + 𝐺 𝑛𝑖(𝑘), (7)

where 𝐺 = [1 01∗2𝑚]𝑇 , and 𝑡𝑠 is the sampling time.

2.2. Introduction to discrete hybrid stochastic models

Following the notations initially presented in
Bemporad and Di Cairano (2010), a stochastic system with both binary
and continuous/discrete-time variables and inputs can be modeled
using a discrete hybrid stochastic automata (DHSA) which consists of
the following four components:

1. A switched affine model in the form of a linear difference
equation as

𝑥𝑐 (𝑘 + 1) = 𝐴𝑖(𝑘)𝑥𝑐 (𝑘) + 𝐵𝑖(𝑘)𝑢𝑐 (𝑘) + 𝑓𝑖(𝑘), (8)

where 𝑖(𝑘) is the mode of the system, 𝑥𝑐 (𝑘) is the vector of
discrete-time (in general, can be continuous-time as well) states,
and 𝑢𝑐 (𝑘) is the input vector. In our CACC problem, the term
𝑓𝑖 is built using the acceleration information of the predecessor
vehicles as 𝑓 = 𝑡 𝐷 𝖺𝑚.
𝑖 𝑠 𝑖 𝑖

3

2. An event generator which produces a binary output 𝛿𝑒(𝑘) =
𝑓𝐸𝐺(𝑥𝑐 (𝑘), 𝑢𝑐 (𝑘)) such that

𝑓𝐸𝐺(𝑥𝑐 , 𝑢𝑐 ) = 1 ⟺ 𝐻𝑒𝑥𝑐 + 𝐽𝑒𝑢𝑐 +𝐾𝑒 ≤ 0 (9)

where 𝐻𝑒, 𝐽𝑒, and 𝐾𝑒 are constant matrices representing state
weights, input weights, and bias in linear event generator in-
equalities, respectively. These matrices are chosen based on
the system properties, e.g., in our problem, they represent the
thresholds for the CAV’s operating modes. In other words, they
define the threshold with which an event becomes active and
are chosen based on the system’s structure and definition of
the events in the system (e.g., emergency braking event). Pa-
rameter 𝛿𝑒 is a binary variable that equals one (1) when the
event generation constraint is satisfied. Defining binary variables
enables transforming the system events into the mixed logical
dynamical form. The main binary states in our problem include
the vehicle’s operating modes. Other auxiliary binary variables
may be required so that the DHSA system can be represented in
MLD form.

3. A mode selector that determines the operating mode of the
system using

𝑖(𝑘) = 𝑓𝑀𝑆 (𝑥𝑏(𝑘), 𝑢𝑏(𝑘), 𝛿𝑒(𝑘)),

where 𝑓𝑀𝑆 is a Boolean function, and 𝑥𝑏(𝑘) and 𝑢𝑏(𝑘) are the vec-
tors of binary states and binary inputs, respectively. It is noted
that the mode of the system depends on the event generator’s
binary output 𝛿𝑒.

4. A finite state machine (FSM) that includes the probabilistic part
of the system and represents the stochastic transition from a
binary state vector to another one and is described by

𝑃 [𝑥𝑏(𝑘 + 1) = 𝑥̂𝑏] = 𝑓𝑠𝐹𝑆𝑀 (𝑥𝑏(𝑘), 𝑢𝑏(𝑘), 𝛿𝑒(𝑘), 𝑥̂𝑏),

where 𝑃 denotes the probability. If 𝑃 [𝑥𝑏(𝑘 + 1)] is non-zero,
then the transition is enabled for 𝑢𝑏(𝑘), 𝛿𝑒(𝑘). Besides, if more
than one transition are enabled for 𝑢𝑏(𝑘), 𝛿𝑒(𝑘), they are called
conflicting on (𝑥𝑏(𝑘), 𝑢𝑏(𝑘) , 𝛿𝑒(𝑘)). The finite state machine may
impact the vehicle’s states and operating mode (the example in
Fig. 2 clarifies the connection between DHSA components).

In DHSA, the stochastic finite state machine can be replaced by
a set of auxiliary binary variables 𝑤𝑖(𝑘) called uncontrollable events.
Therefore, a DHSA can be converted to a discrete hybrid automata
with uncontrollable events (ueHDA). The uncontrollable events for 𝑙−1
possible transitions are defined as (for 𝑖 = 1,… , 𝑙 − 1)

𝑃 [𝑤𝑖 = 1] = 𝑝𝑖 = 𝑓𝑠𝐹𝑆𝑀 (𝑥𝑏(𝑘), 𝑢𝑏(𝑘), 𝛿𝑒(𝑘), 𝑥̂𝑏),

which means that the 𝑖th transition (𝑥𝑏, 𝑢𝑏, 𝛿𝑒) → 𝑥𝑏 happens if and
only if 𝑤𝑖 = 1. Furthermore, 𝑤𝑙 = 1 implies that the transition is
deterministic. If 𝑊𝑠 represents the indices of the conflicting transitions
on 𝑥𝑏(𝑘), 𝑢𝑏(𝑘), 𝛿𝑒(𝑘), the following equality should hold true for 𝑊𝑠
∑

𝑖∈𝑊𝑠

𝑤𝑖(𝑘) = 1.

If 𝜋(𝑘) denotes the probability of the transition occurred by 𝑤(𝑘),
then the probability of a trajectory can be calculated using

𝜋(𝐰𝑖) =
𝑁−1
∏

𝑘=0
𝜋(𝑘), (10)

where 𝐰𝑖 is the vector of all uncontrollable events. By defining new
auxiliary variables, a DHSA can be represented in the mixed logical
dynamical (MLD) form (Bemporad & Morari, 1999). Rewriting (10)
results in

ln(𝜋(𝐰𝑖)) =
𝑁−1
∑

𝑙
∑

𝑤𝑖(𝑘) ln(𝑝𝑖). (11)

𝑘=0 𝑖=1
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Fig. 2. Transition diagram for an illustrative example with 3 operating modes
(𝑀1 , 𝑀2 , 𝑀3). ¬□ represents negate of □. 𝛿1 is the only event generator of the system.

his system has two uncontrollable events: the first one occurs with the probability of
while the second one occurs with the probability of 1 − 𝑃 . The transition between

odes 𝑀2 , 𝑀3 depends on the uncontrollable events.

o eliminate trajectories with small probability, the following chance
onstraint is added

n(𝜋(𝐰𝑖)) ≥ ln(𝑝̃),

here 0 ≤ 𝑝̃ ≤ 1 is the probability bound. Hence, the cost function for
DHSA can be defined as

(𝐮,𝐰, 𝐫, 𝑥(0)) = 𝐽𝑝 − 𝑞 ln(𝜋(𝐰)), (12)

here 𝐮 is the vector of system inputs (within the prediction horizon), 𝐫
s the vector of desired outputs, 𝐽𝑝 is the performance index that can be
hosen to be the 𝑙2 or 𝑙∞ norm, − ln(𝜋(𝐰)) is the probability cost, and the
onstant 𝑞 ≥ 0 is the probability cost weight. To better describe a DHSA
ystem, an illustrative example is shown in Fig. 2. Beginning from mode
1, as far as 𝛿1 = 1 (≡ 𝛿1 in the diagram), the system mode does not

hange. If 𝛿1 = 0 (≡ ¬𝛿1 in the diagram), then the system changes mode
nd moves to 𝑀2. In this example, two uncontrollable events exist: 𝑤1
hich occurs with the probability of 𝑃 , and 𝑤2 which occurs with the
robability of 1 − 𝑃 . If 𝛿1 = 0 while the current system mode is 𝑀2,

then the uncontrollable events 𝑤1 and 𝑤2 specify the next mode of the
system (if 𝑤1 = 1, then system remains in mode 𝑀2; otherwise the
system will move to mode 𝑀3).

The goal here is to minimize (12) subject to the system dynam-
ics and constraints (including the chance constraints). Finally, the
constrained-optimization problem, which is corresponding to the model
predictive control design, will be solved using mixed-integer program-
ming (see Bemporad & Di Cairano, 2010 for details).

3. Description of the vehicle model and operating modes in the
mixed logical dynamical form

In the CACC problem described earlier, there are three operating
modes: free-following, warning, and emergency braking. The uncon-
trollable events here are defined in terms of distance measurement
error. DHSA is then used to model the system and the system dynamics
are represented in the MLD form. Finally, mixed-integer quadratic
programming can be employed to find the optimal control input(s). In
the remainder of this section, system inequalities in the form of an MLD
are derived.

The constraints on the system include bounds on the acceleration,
input, road speed limit, and distance between vehicles (note that a

negative distance implies collision and therefore should not occur). The

4

following inequalities should always hold true (for the simplicity of the
notation, 𝑑𝑖 and 𝛥𝑑𝑖 are used in lieu of 𝑑𝑖,𝑖−1 and 𝛥𝑑𝑖,𝑖−1, respectively)

𝑎𝑚𝑖𝑛𝑖 ≤ 𝑎𝑖(𝑘) ≤ 𝑎𝑚𝑎𝑥𝑖 , (13a)

𝑢𝑚𝑖𝑛𝑖 ≤ 𝑢𝑖(𝑘) ≤ 𝑢𝑚𝑎𝑥𝑖 , (13b)

𝑣𝑖(𝑘) ≤ 𝑣𝑚𝑎𝑥, (13c)

𝑑𝑖(𝑘) > 0. (13d)

As far as 𝛥𝑣𝑖(𝑘) is greater than a free-following threshold 𝑣𝑓 < 0,
the vehicle operates the in free-following mode. However, if 𝛥𝑣𝑖(𝑘)
goes below the free-following threshold, the 𝑖th vehicle enters either
warning mode or emergency braking mode, which will be decided
by the controller. Choosing a threshold based on the velocity allows
vehicles to safely follow each other, especially if a deceleration occurs
in the platoon. In this case, a CAV that moves faster than its preceding
vehicle may enter warning/emergency-braking mode to prevent getting
too close to its predecessor, thereby preserving safety. The auxiliary
binary variable 𝑔𝑖(𝑘) is defined such that

𝛥𝑣𝑖(𝑘) ≤ 𝑣𝑓 ⟺ 𝑔𝑖(𝑘) = 1,

𝑖(𝑘) = 1 ⟺ 𝛿𝑤𝑖 = 1 𝑜𝑟 𝛿𝑒𝑖 = 1,
(14)

here 𝛿𝑒𝑖 is the emergency braking event, and 𝛿𝑤𝑖 is the warning event.
t is noted that 𝛿𝑤𝑖 = 1 means that warning mode occurs while 𝛿𝑒𝑖 =

means that the vehicle operates in emergency braking mode. To
reserve safety, when a vehicle’s warning/emergency-braking event
s activated (𝑔𝑖 = 1), its target velocity will change from 𝑣𝑖−1 to a
maller value 𝑣𝑖−1 − 𝑣𝑤𝑒

𝑖 while its target headway increases by 𝑣𝑤𝑒
𝑖 𝑡𝑠,

here 𝑣𝑤𝑒
𝑖 is a design parameter. The changes in the target velocity and

eadway will be taken into account in the cost function, as explained
n Section 4.

As shown in Fig. 3, it is assumed that switching from free-following
o warning/danger mode is probabilistic, and hence, when a CAV exits
he free-following mode, as far as 𝑔𝑖 is active (𝑔𝑖 = 1), the vehicle
ay enter warning mode with the probability 𝑃𝑤, or it may switch to

mergency braking mode with the probability 𝑃𝑒 = 1 − 𝑃𝑤. It is noted
hat 𝑃𝑤 is also a control design parameter. In our simulation studies,
𝑤 is considered to be 0.5, and hence the chance of entering warning
r emergency-braking modes is equal from the controller’s perspective.
he representation of (14) in the MLD form is as follows:

𝛥𝑣𝑖(𝑘) − 𝑣𝑓 ≤ 𝑀𝑓
𝑖 [1 − 𝑔𝑖(𝑘)],

𝛥𝑣𝑖(𝑘) − 𝑣𝑓 ≥ 𝜀 + 𝑔𝑖(𝑘)[𝑚
𝑓
𝑖 − 𝜀],

𝛿𝑤𝑖 (𝑘) + 𝛿𝑒𝑖 (𝑘) = 𝑔𝑖(𝑘),
𝑒
𝑖 (𝑘 + 1) ≥ 𝑔𝑖(𝑘 + 1) + 𝛿𝑒𝑖 (𝑘) − 1,

(15)

here 𝑚𝑓
𝑖 and 𝑀𝑓

𝑖 denote lower and upper bounds on 𝛥𝑣𝑖(𝑘) − 𝑣𝑓 ,
respectively. The last constraint in the above-mentioned equation in-
dicates that if the vehicle enters the emergency braking mode, it will
remain in that mode until 𝛥𝑣𝑖 > 𝑣𝑓 , and the vehicle enters the
free-following mode again.

3.1. Hard braking implementation

To enforce a hard braking in emergency braking mode, an upper
bound constraint on 𝑢𝑖(𝑘) is added such that

𝑢𝑖(𝑘) ≤ 𝛿𝑒𝑖 (𝑘) 𝑢
𝑚𝑖𝑛
𝑖 + [1 − 𝛿𝑒𝑖 (𝑘)] 𝑢

𝑚𝑎𝑥
𝑖 . (16)

Thus, as far as the system is operating in the free-following mode,
the upper bound on input is 𝑢𝑚𝑎𝑥𝑖 . However, when emergency-braking
mode is activated, the upper bound becomes 𝑢𝑚𝑖𝑛𝑖 . Since the emergency-
braking mode forces the input 𝑢𝑖(𝑘) = 𝑢𝑚𝑖𝑛𝑖 , the vehicle speed may
become negative. To handle this issue, the constraint 𝑣𝑖(𝑘) ≥ 0 is added
to the system. However, this may result in infeasibility because of two
contradictory constraints; 𝑣 (𝑘) ≥ 0 while 𝑣 (𝑘 + 1) = 𝑣 (𝑘) + 𝑡 𝑎 (𝑘)
𝑖 𝑖 𝑖 𝑠 𝑖
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Fig. 3. CAV system operating modes diagram, where each CAV can operate in three
modes: free-following mode (F), warning mode (W), and emergency-braking mode (E).
Binary auxiliary variables 𝛿𝑒𝑖 and 𝛿𝑤𝑖 , and probability 𝑃𝑤 specify the CAV’s operating

ode.

ay become negative. To avoid this problem, a new binary variable is
efined such that

(𝑘) < 𝑣𝑖 ⟺ 𝛿𝑣𝑖 (𝑘) = 0, (17)

and (16) is rewritten as

𝑢𝑖(𝑘) ≤ 0.5 [𝛿𝑒𝑖 (𝑘) + 𝛿𝑣𝑖 (𝑘)] 𝑢
𝑚𝑖𝑛
𝑖 + [2 − 𝛿𝑒𝑖 (𝑘) − 𝛿𝑣𝑖 (𝑘)] 𝑢𝑖, (18)

here

𝑢𝑖 ≥ 𝑢𝑚𝑎𝑥𝑖 − 0.5 𝑢𝑚𝑖𝑛𝑖 .

nequality (18) implies that when emergency braking event is activated
nd 𝑣𝑖(𝑘) > 𝑣𝑖, the control input should be set to its lowest value.

Besides, if 𝛿𝑒𝑖 (𝑘) + 𝛿𝑣𝑖 (𝑘) ≤ 1, there is no need to enforce the vehicle
input to get to its minimum, and the input is only bounded based on
(13b). Hence, by choosing a small value for 𝑣𝑖 (e.g., 𝑣𝑖 = 1 m∕s), the
ssue of conflicting constraints is addressed. Eq. (17) in the MLD form
urns into

𝑣𝑖(𝑘) − 𝑣𝑖 ≤ 𝑀𝑣
𝑖 𝛿

𝑣
𝑖 (𝑘),

𝑣𝑖(𝑘) − 𝑣𝑖 ≥ 𝜀 + [1 − 𝛿𝑣𝑖 (𝑘)](𝑚
𝑣
𝑖 − 𝜀),

where 𝑚𝑣
𝑖 and 𝑀𝑣

𝑖 are lower and upper bounds on 𝑣𝑖(𝑘) − 𝑣𝑖, respec-
tively.

3.2. Measurement error consideration

Assuming that there is measurement error 𝑛𝑖 in the model, it can be
discretized (quantized) to different levels {𝑐1𝑖 , 𝑐

2
𝑖 ,… , 𝑐𝑚𝑖

𝑖 } with known
robabilities {𝑝1𝑖 , 𝑝

2
𝑖 ,… , 𝑝𝑚𝑖

𝑖 }. Therefore, it can be described as

𝑖(𝑘) =
[

𝑐1𝑖 𝑐2𝑖 … 𝑐𝑚𝑖
𝑖
]

⎡

⎢

⎢

⎢

⎢

⎣

𝑤1
𝑖 (𝑘)

𝑤2
𝑖 (𝑘)
⋮

𝑤𝑚𝑖
𝑖 (𝑘)

⎤

⎥

⎥

⎥

⎥

⎦

,

where 𝑤𝑗
𝑖 (𝑘) , 𝑗 ∈ {1, 2,… , 𝑚𝑖} are auxiliary binary variables that repre-

sent uncontrollable events and 𝑃 [𝑤𝑗
𝑖 (𝑘) = 1] = 𝑝𝑗𝑖 . Based on the above

parametrization of the noise, we have
𝑚𝑖
∑

𝑗=1
𝑤𝑗

𝑖 (𝑘) = 1.

Using the auxiliary variables added to the system, the discrete-time
state space model in (7) is rewritten as

𝑥𝑖(𝑘 + 1) =

(𝐼 + 𝑡 𝐴 ) 𝑥 (𝑘) + 𝑡 𝐵 𝑢 (𝑘) + 𝑡 𝐷 𝖺𝑚(𝑡) + 𝐶 𝑊 (𝑘), (19)
𝑠 𝑖 𝑖 𝑠 𝑖 𝑖 𝑠 𝑖 𝑖 𝑖 𝑖 S

5

where
𝑊𝑖(𝑘) = [𝑤1

𝑖 𝑤2
𝑖 (𝑘) … 𝑤𝑚𝑖

𝑖 (𝑘)]𝑇 ,

𝐶𝑖 =

⎡

⎢

⎢

⎢

⎢

⎣

𝑐1𝑖 𝑐2𝑖 … 𝑐𝑚𝑖
𝑖

0 0 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 0

⎤

⎥

⎥

⎥

⎥

⎦

.

The transition diagram for each CAV with three operating modes is
illustrated in Fig. 3. It is noted that the transition between the modes
depends on the auxiliary binary variables (𝛿𝑒𝑖 , 𝛿

𝑒
𝑤) and the probability

𝑃𝑤 defined earlier.

4. Formulation of the discrete hybrid stochastic MPC problem for
CACC design

In the CAV platoon, our goal is that the distance between CAVs
converges to its desired value while vehicles move with equal and
constant speed. MPC has shown to have the capability of controlling
multi-input multi-output systems. However, for the CACC problem,
when the number of vehicles increases, centralized MPC is not time-
efficient (Zhou et al., 2019). Instead, distributed MPC can be used to
reach the desired performance. The MPC problem for 𝐶𝐴𝑉𝑖, which em-
ploys an 𝑚-vehicle-ahead communication topology, at time 𝑡 is defined
as follows

min
𝐮𝑖 ,𝐰𝑖 ,𝐳𝑖

𝑁−1
∑

𝑘=0

(

(𝑥𝑖(𝑘) − 𝑅𝑖)𝑇 𝑄𝑖 (𝑥𝑖(𝑘) − 𝑅𝑖)
)

− 𝑞𝑝𝑖 ln(𝜋(𝐰𝑖))

subject to: MLD system equations,
ln(𝜋(𝐰𝑖)) ≥ ln(𝑝𝑖),

(20)

where 𝐮𝑖 and 𝐳𝑖 are the system inputs and the vector of auxiliary
variables from 𝑘 = 0 to 𝑘 = 𝑁 − 1, respectively, and the constant 𝑞𝑝𝑖
is the probability cost weight.

Each vehicle sends its current location, current speed, and current
and predicted acceleration information every 𝑡𝑐 seconds. To avoid
nnecessary data exchange, it is assumed that 𝑡𝑐 ≥ 𝑡𝑠. Hence, each
ehicle uses the last received data to solve (20) until the preceding
ehicle shares new information. That means each vehicle solves its MPC
roblem every 𝑡𝑠 seconds and finds 𝐮∗𝑖 , 𝐱∗𝑖 , and 𝐰∗

𝑖 . Then, it discards
∗
𝑖 and applies the first sample of 𝐮∗𝑖 to the system. Assuming that the
ehicles use four predecessor-following communication scheme (𝑚 =
), 𝑄𝑖’s used in the simulation studies are considered as

𝑄1 = diag[3 3 0.35],

𝑄2 = diag[3 0.25 3 1 0.35],

𝑄3 = diag[3 0.25 0.18 3 1 0.70 0.35],

𝑖 = diag[3 0.25 0.18 0.14 3 1 0.70 0.55 0.35], ∀𝑖 ≥ 4.

or our CACC problem, the vector 𝑅𝑖 is
efined as 𝑅𝑖 = [𝑔𝑖(𝑘) 𝑣𝑤𝑒

𝑖 𝑡𝑠 11∗𝑚 𝑔𝑖(𝑘) 𝑣𝑤𝑒
𝑖 11∗𝑚 0]𝑇 . This definition

nforces 𝐶𝐴𝑉𝑖 to drive with a smaller velocity and larger target head-
ay compared to the 𝑚 predecessor vehicles when 𝐶𝐴𝑉𝑖 does not
perate in the free-following mode. For relatively large time gaps
e.g., ℎ = 0.7 s), 𝑣𝑤𝑒

𝑖 is chosen around 0.01 𝑣𝑖(𝑡) while for smaller gaps
e.g., ℎ = 0.4 s) 𝑣𝑤𝑒

𝑖 is chosen around 0.1 𝑣𝑖(𝑡), where 𝑣𝑖(𝑡) is 𝐶𝐴𝑉𝑖
elocity at time 𝑡.

emark 2. According to Zhou et al. (2019), a platoon of 𝑁 vehicles
s 𝑙∞ string-stable if and only if

𝛥𝑑𝑖‖𝑙∞ ≤ ‖𝛥𝑑𝑖−1‖𝑙∞ , ∀ 𝑖 ∈ {1, 2, 𝑁 − 1}. (21)

he equation above implies that in an 𝑙∞ string-stable platoon, the
eak magnitude deviation from equilibrium is not amplified through
he platoon. It is noted that in order to guarantee the system’s 𝑙∞
tring stability, cost and state constraints should be carefully designed.

ystem constraints are also relaxed in the design process (Zhou et al.,
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2019). Based on our formulated hybrid model in this paper, if system
constraints are relaxed, the hybrid model would turn into a standard
(i.e., non-hybrid) model. In this case, the discussions and proofs of
string stability proposed in Zhou et al. (2019) for MPC controller will
hold for our system as well. Besides, if a string-stable solution becomes
infeasible, string stability and terminal constraints will be relaxed
due to the importance of safety constraints and physical limits (Zhou
et al., 2019). In this case, the constraints introduced in the previous
section, including those that turn our model into a hybrid model, are
activated to assure safety (e.g., performing emergency braking). It is
noted that simulation results in the next section also demonstrate the
string stability of the platoon with the proposed DHSA-MPC approach.

Remark 3. In the proposed MPC controller design approach, CAVs
leverage the multi-predecessor-following communication structure to
alleviate the impact of potential communication losses on their per-
formance. With multi-predecessor-following communication, even if a
CAV loses data communication with its preceding vehicle, it is still able
to use other predecessors’ predictive information to adjust its speed.
The imperfect communication may still, however, put the first few
follower vehicles (mainly the two vehicles right behind the leader)
at risk since they only receive predictive information from a limited
number of vehicles. But, as shown in the next section, integrating
three operating modes in the controller design assures safety when
predictive information is not available, especially when the leader
vehicle drastically decelerates — they may end up stopping at a slightly
smaller standstill distance from their immediate predecessors compared
to the rest of the vehicles in the platoon.

5. Simulation results and discussion

For the CACC problem, performance of the proposed DHSA-MPC
is compared against two control approaches, namely a proportional
derivative (PD) controller, and a regular (non-hybrid) MPC scheme. Pa-
rameters used in our simulations are given in Table 1. CVXPY package
in Python is used for finding the control input for regular MPC and
DHSA-MPC, and Gurobi optimization package is used as the solver for
the mixed-integer programs (Agrawal, Verschueren, Diamond, & Boyd,
2018; Diamond & Boyd, 2016; Gurobi Optimization, LLC, 2021) while
PD controller is implemented using Simulink (Simulink Documentation,
2021). It is noted that the average computational time to solve the
mixed-integer program (20) using an 11th Gen. Intel(R) Core(TM) i7-
11800H @ 2.30 GHz laptop is under 5 ms. The computational time
for the follower vehicles in a platoon, including five vehicles that use
DHSA-MPC, is shown in Fig. 4. A normal distribution with zero mean
and variance of 0.08 is considered for the measurement error, which
is discretized to 11 levels, i.e., 𝑛𝑖 ∈ {−0.25,−0.20,… , 0.25} (as shown
in Fig. 5) for the DHSA-MPC. First, the impact of the communication
loss on performance of the PD controller and DHSA-MPC design is
investigated. Then, the DHSA-MPC behavior considering low-rate inter-
mittent communication with delay is studied. Next, the impact of the
probability weight (𝑞𝑝𝑖 ) on the CAVs’ performance is examined. Finally,
the performance of the vehicles controlled by DHSA-MPC is compared
against the regular (non-hybrid) MPC considering low-rate intermittent
communication with delay. In Figs. 6–8 and 10, the first subplot shows
𝑑𝑖(𝑡), the second subplot depicts vehicles’ velocities 𝑣𝑖(𝑡), and the last
subplot shows each vehicles’ acceleration profiles.

5.1. Comparison between PD controller with DHSA-MPC controller during
communication loss

In the first set of simulation studies, it is assumed that ℎ = 0.7 s,
𝑣𝑓 = 2 m∕s, 𝑡𝑐 = 0.1 s, and the communication between the leader
and its follower is lost at 30 s ≤ 𝑡 ≤ 30.4 s. It is also assumed that
ehicles use a one-predecessor-following communication topology for
 p

6

Fig. 4. Computational time for the follower vehicles in a five-vehicle platoon using
DHSA-MPC during a 50 s simulation. The average computational time for a vehicle is
under 5 ms. The computational time for vehicles increases during a sudden deceleration
vent, which occurs after 𝑡 = 30 s, since the vehicles’ operating mode may change from
ree following to warning or emergency braking.

Fig. 5. Discretized measurement error probability distribution.

Table 1
Model and optimization parameters used in the simulations.

Parameter Value Parameter Value

𝑡𝑠 0.1 s 𝑚 4
ℎ 0.7 s, 0.4 s 𝜏𝑖 0.1 s
𝑙𝑖 5m 𝑟𝑖 2m
𝑣𝑓 2m∕s, 0.5m∕s 𝑁 7
𝑎𝑚𝑖𝑛𝑖 −4m∕s2 𝑎𝑚𝑎𝑥𝑖 3m∕s2

𝑢𝑚𝑖𝑛𝑖 −4m∕s2 𝑢𝑚𝑎𝑥𝑖 4m∕s2

𝑝̂ 0.01𝑁 𝑞𝑝𝑖 0.60

the PD controller while the DHSA-MPC employs a four-predecessor-
following communication structure. It is noted that previous assumption
does not affect the comparison since the first follower in the platoon only
receives information from the platoon’s leader and the aforementioned
communication loss occurs between the leader and its immediate follower.
Although the PD controller performs well in tracking the preceding
vehicle, it is highly dependent on the proper V2V communication. As
shown in Fig. 6, the PD controller is not able to preserve safety, and
accident occurs when the communication is lost for a relatively short
time (in the first subplot in Fig. 6, the distance between the first vehicle
and the leader becomes negative at around 𝑡 = 37 s). As observed, the
luctuations in the acceleration plot are because of the noisy vehicle
istance measurements (𝑑𝑖(𝑡)). The DHSA-MPC, which leverages the
redictive information received through communication from multiple
redecessors is, however, able to preserve safety of the vehicle platoon
hile showing a noticeably strong tracking performance with a smooth
cceleration profile for vehicles (see Fig. 7). It is noted that integrating
mergency-braking and warning modes into controller design prevents
erforming unnecessary braking while allows vehicles to properly keep



S. Mosharafian and J. Mohammadpour Velni Control Engineering Practice 130 (2023) 105383
Fig. 6. PD controller results for a platoon of 5 vehicles. The noisy behavior in the
acceleration plot is due to the distance measurement error. Between times 30 s and
30.4 s, the communication between the leader and the first vehicle is lost which results
in an accident in the platoon at around 𝑡 = 37 s.

Fig. 7. DHSA-MPC control results for a platoon of 5 vehicles with 𝑡𝑐 = 𝑡𝑠. Although
the communication between the first two vehicles is lost from 𝑡 = 30 s to 𝑡 = 30.4 s, the
controller is successfully able to preserve safety.

their headway 𝑑𝑖 close to the desired value 𝑑∗𝑖 even during sudden
speed changes. Comparing the acceleration profiles of the PD controller
and the DHSA-MPC reveals that the latter is able to reduce the impact
of noisy distance measurement on the vehicle acceleration profile.
According to the results, vehicles converge to their desired headway
for PD controller at around 7 s while for DHSA-MPC, this time is around
11 s. In DHSA-MPC, vehicles converge to their desired headway slower
since the convergence rate is sacrificed to maintain safety.
7

Fig. 8. DHSA-MPC control results for a platoon of 10 vehicles with a four-predecessor-
following communication topology for two cases (with no communication delay from
time 0 s to 75 s, and from 75 s to 150 s with communication delay). In both cases,
communication rate is 𝑡𝑐 = 0.3 s while Bernoulli loss with the probability of 0.1 is
used. The performance of the four follower vehicles, along with the leader vehicle, is
depicted for better comparison. Comparing the results reveals that even with the low-
rate intermittent communication and delay, the controller is able to preserve safety,
and each CAV successfully tracks its preceding vehicle. The considerable fluctuation in
acceleration is due to the intermittent and low-rate communication.

5.2. Impact of communication on the DHSA-MPC’s performance

In the second study, DHSA-MPC (that considers a four-predecessor-
following communication scheme) is employed for two different com-
munication cases; the first case in which no communication delay is
considered, and the second case in which the delay of either
0.1 s, 0.2 s, 0.3 s is considered. In both cases, 𝑣𝑓 = 2 m∕s, and 𝑡𝑐 = 0.3 s
are used, and a Bernoulli communication loss with the probability of
0.1 is considered. As shown in Fig. 8, the simulation results from 𝑡 = 0 s
to 𝑡 = 75 s show the vehicles’ behavior when communication delay
is zero, while after resetting the simulation environment, the vehicles’
performance in the presence of communication delay is depicted from
𝑡 = 75 s to 𝑡 = 150 s. Simulation results show that the DHSA-MPC
performance is satisfactory even in the presence of communication
delay and loss. Noticeable changes in the follower vehicles’ acceleration
are observed as a result of choosing 𝑡𝑐 > 𝑡𝑠 and intermittent communi-
cation. When 𝑡𝑐 > 𝑡𝑠, by approaching the next communication instant,
each vehicle has less information available about the predecessor
vehicles’ future decisions, and before the next communication instant,
each vehicle mostly has the past information about the preceding
vehicle’s acceleration. Employing multi-predecessor-following commu-
nication allows vehicles to detect changes in the predecessors’ behavior
relatively quickly and help vehicles act accordingly. It is noted that the
standstill distance for the first two follower vehicles is slightly less than
its desired value according to Remark 2.

5.3. The probability weight constant value’s impact on the CAV’s perfor-
mance

The third simulation study focuses on the impact of the proba-
bility weight constant 𝑞𝑝𝑖 on the CAVs’ performance for a 5-vehicle
platoon. As shown in Fig. 9, first to fourth subplots depict follower
CAVs’ acceleration and the last subplot shows 𝛥𝑑𝑖 for vehicles after all

vehicles’ velocity converge to their desired value (which is the leader’s
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Fig. 9. Figure shows the impact of the probability weight constant 𝑞𝑝𝑖 on the vehicles’
erformance in a five-vehicle platoon. As observed, increasing 𝑞𝑝𝑖 adds a noisy behavior
o the vehicle acceleration while reducing the error between the vehicle headway and
ts desired value.

peed). According to the results, increasing 𝑞𝑝𝑖 from zero increases
AVs’ acceleration fluctuations while reducing 𝛥𝑑𝑖. Hence, a small
alue of 𝑞𝑝𝑖 reduces the impact of the distance measurement noise on the
AV acceleration profile while it may result in an error in tracking the
esired spacing policy. This error is negligible for the fourth CAV since
he multi-predecessor-following communication scheme diminishes the
mpact of the distance measurement noise on 𝛥𝑑𝑖.

.4. Comparison between DHSA-MPC and regular (non-hybrid) MPC
onsidering communication loss and delay

In the last simulation scenario, the performance of the MPC in the
resence of a Bernoulli communication loss with the probability of 0.1
nd communication rate of 0.3 s is studied. Also, communication delay
f 0.2 s and time gap of ℎ = 0.4 s is considered for both cases. In the
irst case, the hybrid design (DHSA-MPC) is taken into account (Fig. 10,
= 0 s to 𝑡 = 50 s) while in the second case, a non-hybrid MPC is used
Fig. 10, 𝑡 = 50 s to 𝑡 = 84 s). In both cases, ℎ = 0.4 s and 𝑣𝑓 = 0.5 m∕s. As
hown in Fig. 10, DHSA-MPC is successfully able to handle intermittent
ommunication and sudden deceleration, thanks to the warning and
mergency braking modes built in the control design. Vehicles, in this
ase, reach their desired standstill distance, which is 𝑟𝑖 = 2m. However,
egular MPC cannot preserve safety during deceleration, and accidents
ccur in the platoon at around 𝑡 = 83.4 s. Results confirm the benefit of
onsidering multiple operating modes to preserve safety at all times.

. Concluding remarks

In this paper, a new stochastic MPC design method has been devel-
ped based on a discrete hybrid stochastic model for CACC applications
iming at safe platooning. It is assumed that each CAV can measure the
istance from its immediate predecessor, as well as the predecessor’s
elocity. Through communication, it also has access to a limited num-
er of predecessors’ location, speed, and predictive acceleration profile.
ince vehicles do not need other vehicles’ model, the proposed MPC
esign method can be applied to a heterogeneous fleet of vehicles in a
latoon. The proposed MPC scheme can take imperfect sensing informa-

ion, adapt to low-rate intermittent vehicle-to-vehicle communication,

8

Fig. 10. Comparison between the performance of the DHSA-MPC (𝑡 = 0 s to 𝑡 = 50 s)
and the regular (non-hybrid) MPC (𝑡 = 50 s to 𝑡 = 84 s) in the presence of communication
loss and delay. While DHSA-MPC is able to successfully and safely satisfy the desired
performance, the regular MPC is not able to preserve safety during sudden deceleration,
and accident occurs at around 𝑡 = 83.4 s.

and integrate three operating modes for each vehicle, namely, free
following, warning, and emergency braking. Each vehicle operating
mode is chosen based on the predictive information it receives from
its predecessors, based on which it adjusts its speed trajectory to
avoid unnecessary hard braking. The proposed stochastic controller is
successfully able to counteract the effect of imperfect sensing infor-
mation by providing a smooth acceleration profile. It is shown that
leveraging the multi-predecessor-following communication topology
improves the vehicles’ performance as CAVs can detect changes in
the platoon as quickly as possible. It is noted that while slow and
imperfect data communication may cause fluctuations in the CAV ac-
celeration/deceleration, the proposed method is shown to still preserve
safety in the platoon. The proposed approach works successfully in the
presence of communication delay and loss as well.
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