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Abstract—Achieving reliable acoustic wireless video transmis-
sions in the extreme and uncertain underwater environment
is a challenge due to the limited bandwidth and the error-
prone nature of the channel. Aiming at optimizing the received
video quality and the user’s experience, an adaptive solution for
underwater video transmissions is proposed that is specifically
designed for Multi-Input Multi-Output (MIMO)-based Software-
Defined Acoustic Modems (SDAMs). To keep the video distortion
under an acceptable threshold and to keep the Physical-Layer
Throughput (PLT) high, cross-layer techniques utilizing diversity-
spatial multiplexing and Unequal Error Protection (UEP) are
presented along with the scalable video compression at the appli-
cation layer. Specifically, the scalability of the utilized SDAM with
high processing capabilities is exploited in the proposed structure
along with the temporal, spatial, and quality scalability of the
Scalable Video Coding (SVC) H.264/MPEG-4 AVC compression
standard. The transmitter broadcasts one video stream and
realizes multicasting at different users. Experimental results at
the Sonny Werblin Recreation Center, Rutgers University-NJ,
are presented. Several scenarios for unknown channels at the
transmitter are experimentally considered when the hydrophones
are placed in different locations in the pool to achieve the
required SVC-based video Quality of Service (QoS) and Quality
of Experience (QoE) given the channel state information and the
robustness of different SVC scalability. The video quality level is
determined by the best communication link while the transmis-
sion scheme is decided based on the worst communication link,
which guarantees that each user is able to receive the video with
appropriate quality.

Index Terms—Scalable video coding; software-defined modem;
underwater acoustic MIMO communications; video transmis-
sions.

I. INTRODUCTION

Overview: Video transmissions enable a wide range of
applications in the underwater environment such as coastal
and tactical multimedia surveillance, marine debris detection
and monitoring, undersea/offshore exploration, oil pipe/bridge
inspection, monitoring of geological/biological processes from
the seafloor to the air-sea interface. In order to enable these
applications, which all require (near) real-time video acquisi-
tion and transmissions [2], and to pave the way towards the
futuristic Internet of Underwater Things (IoUTs) paradigm [3],
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achieving reliable multimedia transmissions is a necessity,
especially from places where humans cannot easily/safely go.
Moreover, any communication solution aiming at enabling
these applications should support different Quality of Ser-
vice (QoS) requirements ranging from delay sensitive to delay
tolerant and from loss sensitive to loss tolerant [4].

In practical scenarios, underwater Remotely Operated Vehi-
cles (ROVs) are usually used, which are tethered to the sup-
porting ship by a high-speed cable. This constrains the mission
as well as the number of ROVs that can operate simultaneously
in the same body of water. This is a serious limitation in the
() development of underwater systems for future applications;
(7) maneuverability and range of the vehicles engaged in
the mission; and (¢i¢) coordination of multiple vehicles in
the mission. In other cases, when not tethered, the vehicles
have to rise periodically to the surface to communicate with a
remote station via Radio-Frequency (RF) signals. Resurfacing
periodically does not guarantee interactivity as well and leads
to considerable energy/time inefficiencies.

Motivation: Having a reliable and high-speed wireless
transmission underwater is a challenge in such an environment
in which RF waves are absorbed for distances above a few tens
of meters, optical waves suffer from scattering and ocean wave
motion, and acoustic waves—while being able to propagate up
to several tens of kilometers—Iead to a communication chan-
nel that is dynamic, prone to fading, spectrum limited with the
bandwidth of only a few tens of kHz due to high transmission
loss at frequencies above 50 kHz, and affected by the ambient
non-white noise [5]. While conventional underwater acoustic
modems with their fixed-hardware designs [6] hardly meet
the required video streaming bitrate and flexibility to support
video requirements for futuristic applications, recently other
solutions [7]-[9] based on open-source and reconfigurable
architectures employing software-defined modems have been
proposed. Using software-defined modems helps scientists and
engineers explore different protocols and techniques on a sin-
gle hardware, perform in-network analysis, and transmit a high
volume of data to a remote node depending on environment
and system specifications.

Our Approach: To adapt to the underwater channel with
variable video qualities and also leverage the benefits of using
a software-defined modem, Scalable Video Coding (SVC) is
proposed [10], which provides scalability in the processing of
video and adaptation to the video quality requirements of end-
users as well as to the varying characteristics of the acoustic
channel. Common types of scalability include temporal (frame
rate), spatial (frame size), and quality (fidelity), which can all
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Fig. 1: Proposed system model for the MIMO-based software-defined acoustic transmissions. Transmission techniques that
utilize diversity and spatial multiplexing are the modalities. The transmitter selects the optimal transmission schemes and SVC

video structure based on the feedback from the receiver.

be adaptively chosen according to the channel conditions. An
SVC video can be decoded with a high flexibility based on
the knowledge of the receiver’s channel. The SVC encodes
a high-quality video stream to one or more video substreams
with different video quality (one base layer and several en-
hancement layers). The temporal scalability enhancement layer
provides the video stream sample subset by encoding the video
with a different frame rate. The spatial scalability enhancement
layer provides the video stream sample subset by encoding
the video with a different resolution. The quality scalability
enhancement layer provides the video stream sample subset by
encoding the video with a different fidelity. Thanks to the SVC
layering technique, an SVC video can reach high error robust-
ness and video quality even with limited bandwidth. The SVC
introduces error resilient coding and error concealment [11].
The error resilient coding injects redundancy to bit streams to
detect data losses and stop error propagation, so that receivers
take advantages in recovery or concealment from random error
bits when discarding packets. While the error concealment
provides receivers with an estimation of transmission errors
based on the correctly decoded samples at the enhancement
layers.

The limited capacity of the underwater acoustic channel
leads to a low transmission data rate and thus a limited video
streaming bitrate and a restrained utilization of SVC video
standard. To make full use of this channel, our approach
consists in exploiting spatial diversity and multiplexing in
a Multi-Input Multi-Output (MIMO) structure in cooperation
(i.e., in a cross-layer manner) with the SVC and Unequal Error
Protection (UEP). Given these limitations, the video should
be reconstructed without much distortion notwithstanding a
limited transmission data rate. An optimization is thus required
to select the optimal video transmission scheme in an adaptive
manner. Traditional cross-layer techniques share information
among layers in Open Systems Interconnection (OSI) model,
such as the physical layer and the application layer. In
this work, we exploit a new operating layer, called error-
control layer, to improve the system robustness. Our cross-
layer (application, physical, and error control) algorithm is
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evaluated via field experiments to verify the efficiency of video
transmissions, in terms of quality and bitrate, when the Signal-
to-Noise Ratio (SNR) varies.

Our Contributions: We propose an adaptive cross-
layer solution for underwater video transmissions using a
MIMO-based reconfigurable Software-Defined Acoustic Mo-
dem (SDAM) given the latest Universal Software Radio Pe-
ripheral (USRP) family product designed by the National In-
strument (NI) [12]. For the application layer, we apply videos
with different types of SVC scalability, which show different
error robustness with varying levels of environment SNR. For
the physical layer, given the underwater channel-compatible
scalable coded video with a user-defined tolerable level of
distortion, we navigate the multiplexing-diversity tradeoff with
the MIMO structure to balance transmission data rate and
reliability. Experiment results show that “multiplexing” im-
proves the transmission data rate significantly at high SNRs,
while “spatial diversity” enhances the video quality at low
SNRs. We also add an error-control layer, where the UEP
is applied to improve the system robustness by encoding
the video header packets with low channel coding rates and
encoding the video body packets with high channel coding
rates, since the video header packets is more important than
the video body packets. Our proposed UEP seldom reduces
the Physical-Layer Throughput (PLT) (which influences the
achievable video streaming bitrate) and achieves higher relia-
bility so as to avoid error propagating from important parts
to less important parts. Different from terrestrial channels,
the underwater channels are time-varying and the variation
is hard to estimate. Therefore, we do not fix the MIMO
schemes or the combination of channel coding rates but select
the appropriate scheme according to the time-varying channel
and users’ requirements. With this cross-layer solution, the
channel capacity is improved by joint work of MIMO and
UEP within the limited underwater acoustic channel, the video
reaches the optimal PLT within the channel capacity and video
scalability, and video distortion is reduced. While optimizing
the video quality, results shows that the optimal QoS cannot
stand for Quality of Experience (QoE) completely, so we take
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both the objective and subjective metrics into our decision
process in the algorithm to make the optimization results
closer to the human experience. All these are well-designed
in a software-defined radio platform which can be installed
on an underwater vehicle, and which is capable of switching
the mode from one MIMO scheme to another adaptively and
selecting the combination of channel coding rates based on
the channel conditions and the target desired QoS and/or
QoE. Several experiments have been conducted with USRP
X300 Software-Defined Radio (SDR) at the Sonny Werblin
Recreation Center at Rutgers University on a camera-equipped
SDAM-based underwater vehicle, and the results are presented
in this work. The adaptivity of our system is discussed based
on the experimental results in different scenarios.

Article Organization: In Sect. II, we present the relevant
publications. In Sect. III, we propose our solution. In Sect. IV,
we present the performance results based on the conducted
experiments; finally, in Sect. V, we draw the main conclusions.

II. RELATED WORK

Conventional video coding does not meet the underwa-
ter video transmission requirements for the futuristic appli-
cations. This goal is even harder to achieve in distances
above hundred meters through the acoustic channel, as acous-
tic waves suffer from attenuation, Doppler spreading, high
propagation delay, and time-varying propagation character-
istics [4]. To achieve higher PLT in the bandwidth-limited
underwater acoustic channel, several techniques should be
combined holistically. In [13], a Hybrid Automatic Repeat
Request (HARQ)-based solution is proposed that exploits the
diversity gain offered by independent links in an underwater
acoustic MIMO system. An Orthogonal Frequency-Division
Multiplexing (OFDM) modulated dynamic coded cooperation
scheme is proposed for the underwater relay network without
altering the transmission procedure in [14]. In contradistinction
to these works, we consider the tradeoff of spatial diversity
and multiplexing in MIMO to make full use of channel
information and enhance the channel capacity. Authors in [15]
discuss the relationship between underwater acoustics and
optics for long-range and short-range distances, respectively,
to determine the correlation between the properties and the
reliability of the acoustic/optical links. In [16], a signaling
method for video transmissions is proposed that makes use of
multiple domains to leverage the benefits of Acoustic Vector
Sensors (AVSs). In this research, we apply SVC, an extension
of H.264/MPEG-4 AVC, as the solution for video delivery
in underwater environment, which offers higher flexibility
via different modalities—temporal (frame rate), spatial (frame
size), and quality (fidelity or SNR)—to compensate for the
lossy video compression and erroneous transmission environ-
ments, and also supports the scalability in the complexity and
in the Region Of Interest (ROI) [10]. Related works such
as an adaptive mechanism based on Scalable High Efficiency
Video Coding (SHVC) is proposed for surveillance video cod-
ing [17], which achieves an enhancement of bitrate compared
with the traditional SHVC video coding benchmark. The effect
of scalability in SVC with the goal of providing guidelines for
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an adaptive strategy to select the optimal suggestion for a given
bandwidth is discussed in [18]. To evaluate the video quality,
an automatic tool for measuring the subjective metric—Mean
Opinion Score (MOS)—of SVC video and for improving the
QoE by using a random neural network [19] is considered.
Authors in [20] propose an algorithm to estimate the SVC
video distortion by assessing an objective metric, the Structural
Similarity (SSIM). A public database for image and video
quality evaluation with subjective and objective metrics is
at [21]. However, these related works only focus on the
performance of application layer and ignore the influence of
the physical layer. Conversely, in our research, we design a
cross-layer solution to analyze the interplay between physical
and application layers. Authors in [22] and [23] work on
Joint Source Channel Coding (JSCC) schemes and realize
UEP by launching important SVC layer streams with high-
SNR antennas and launching less important SVC layer streams
with low-SNR antennas in the MIMO system. Authors in [24]
propose a link adaptation technique to provide perceptually-
optimized UEP by selecting different modulation and coding
schemes for different SVC layers. In [25] and [26], a scalable
decoder distortion algorithm is proposed to estimate decoder
distortion and optimally select the application-layer parameter
and the physical-layer parameter with orthogonal Space-Time
Block Code (STBC). In [27], the bit streams are distributed to
multiple spatial channels and UEP is achieved by allocating
different application-layer forwarded error correction coding
rates on each video layer. These works [22]-[27] are for
terrestrial systems. In underwater environments, the channel
state varies over time and the variation is hard to estimate,
so an adaptive error-control method is in demand. In our
proposed solution, UEP is realized by combining different
channel coding rates, where the video header packets are
encoded with a lower channel coding rate and the video body
packets are encoded with a higher channel coding rate. The
UEP parameters (channel coding rates) and MIMO schemes
are not fixed but chosen adaptively according to the video
quality demand and the channel conditions. Moreover, our
proposed UEP only applies low channel coding rates to the
video header packets instead of one entire SVC layer, which
hardly reduces the PLT and adapts to the limited bandwidth
in underwater acoustic communications.

The other software-defined platform, presented in [7], called
Underwater Acoustic Networking plaTform (UANT), uses
open-source softwares, i.e., GNU Radio and TinyOS, together
with the USRP version 1 and is reconfigurable at the phys-
ical layer, the MAC layer, and the application layer. The
UANT uses one transducer per node for Single-Input Single-
Output (SISO) system, and must be run on one personal
computer and cannot be geared toward underwater sensor
networks or underwater autonomous vehicles. Authors in [8]
demonstrate a high transmission data rate real-time reconfig-
urable modem in software-defined underwater acoustic net-
works based on USRP N210 and GNU Radio. Authors in [9]
propose a software-defined networking platform for short-
range acoustic SDAMs, called SEANet, where the physical
layer is implemented on a reconfigurable Field-Programmable
Gate Array (FPGA). All the above works are SISO systems
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with different OSI layers working separately. Compared with
these related works, our modem and testbed have a MIMO
structure and can be installed on an underwater vehicle in
multi-hydrophone scenarios. Our proposed platform is spe-
cially designed for underwater joint video coding and trans-
missions with cross-layer design. Furthermore, we exploit high
performance USRP X300 SDR, whose speed of computation
and processing is several times faster than USRP N210 and
USRP version 1.

III. PROPOSED SOLUTION FOR VIDEO TRANSMISSIONS

In this section, we describe our system model, followed by
the proposed cross-layer multimedia communication approach
that leverages the MIMO structure and scalability characteris-
tic of the compressed video to mitigate the overall distortion.

System Model: As illustrated in Fig. 1, a camera-equipped
underwater robot initially records and encodes the video in
the pre-processing block using an SVC encoder. Data is
protected against the noisy channel with a proper channel
coding technique, i.e., UEP, as well as an appropriate MIMO
scheme using either spatial diversity or spatial multiplexing.
At the receiver, post-processing will be performed, and the
users will participate dynamically in a closed-loop manner to
tune the system based on the video quality satisfaction and the
reliability of service in the received video stream. The decision
is optimized, and the transmitter is notified accordingly.

We consider an SVC-based video bitstream, divided into
chunks/segments, consisting of a base layer plus L enhance-
ment layers adopting different communication modalities. The
chunk size is determined by the base and enhancement layer
Group of Pictures (GoP) of the SVC file. The modality is
being decided at the pre- and post-processing blocks, based
on the Rate-Distortion (RD) requirements of the system. For
a compressed video [28],

0

R. — Ry
where D, represents the distortion of the encoded video and
R, is the output bitrate of the encoder; the other remaining
variables, 0, Ry, and Dy, depend on the encoded video and on
the model, and are estimated empirically. To quantify and mea-
sure the video distortion over the underwater acoustic channel,
the Peak Signal-to-Noise Ratio (PSNR) is used as a metric for
measuring the distortion D, based on the overall Mean Square
Error (MSE). Other metrics, such as PLT, SSIM, and MOS
are also used to predict the perceived quality of the video.
To reduce the amount of distortion, SVC provides hierarchi-
cal prediction structures for temporal scalability, inter-layer
prediction of motion for spatial and quality scalability, and
key pictures definition for drift control in packet-based quality
scalable coding with hierarchical prediction structures [10].
Note that the total amount of distortion is composed of the
errors caused by the lossy compression D. and the errors
caused by the underwater acoustic channel, which can be
alleviated by choosing an appropriate scheme.

While sound travels through the underwater medium, part
of the acoustic energy is absorbed. An expression that models
the medium absorption coefficient as a function of frequency f

De(Re) = +D07 (1)
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is, a(f) = (0.11f2) /(1 + f2)+ (44£?)/(4100 + f?)+2.75 x
1074 f2 +0.003 [29]. In this empirical formula, 101log;, a(f)
represents the channel attenuation. Propagation loss can be
modeled via P, = ¢A%e¥HA in which ¢, A, and @
stand for the scattering loss, distance, and spreading loss,
respectively [30]. When considering multiple propagation, in
which the signal at the receiver is the outcome of several
delayed signals of the original signal, the Channel Transfer
Function (CTF) of each path p is H,(f) = A,/\/Pa, where
A, is the cumulative reflection coefficient of surface and
bottom reflections for each path. The overall CTF is calculated
as H(f) = >, Hp(f)e*F), in which 6,(f) is the phase

response characteristic for path p. Delay characteristic can be

1
defined as 7, = —5— (S

, and it represents the propagation

delay associated wi7tTh path p. This delay is highly related to
the sound speed profile, which is a function that increases
with the increase of water pressure (i.e., depth), salinity, and
temperature [5].

Diversity and Multiplexing Modalities: For an underwa-
ter acoustic MIMO system with m transmit and n receive
hydrophones, the received signal in a flat-fading channel can
be represented by y = Hz + A/, where H is the n x m channel
matrix, z is the transmit signal, N is a zero-mean Gaussian
noise. We utilize Space-Time Coding (STC) and Spatial Mul-
tiplexing (SM) to achieve spatial diversity and multiplexing
gains, respectively, in order to adapt to the acoustic channel’s
conditions. Using SM, multiple data streams are transmitted
simultaneously and the transmission data rate is improved
without extra bandwidth occupation [31]. However, for a
MIMO system with m transmitters, each data stream interferes
with the other m — 1 streams; hence, the receiver should be
capable of eliminating this interference. Using spatial diversity,
one single data stream is space-time coded over multiple
hydrophones. Thus, communication channels with different
fading and interference characteristics can be utilized to collect
different versions of the received data so as to improve the
system’s reliability [32]. Given this fundamental tradeoff, the
achievable diversity-multiplexing equation can be written as,
q(r) = (m —r)(n —r), where q(r) shows the diversity gain
and r € Z represents the multiplexing gain, which can be
defined as, r = 0, 1,...,min(m, n). As two special cases, we
have ¢pq; = mn and 74,4, = min{m, n}. The tradeoff curve
confirms that while the transmission data rate increases by
r bps/Hz over an increase of 3 dB in SNR, the error rate is
reduced by order of 279("),

This tradeoff, however, is achieved only under ideal condi-
tions, i.e., assuming that the SNR approaches infinity for i.i.d.
Rayleigh-fading channels. This asymptotic definition breaks
if the SNR is limited, as is the case in real scenarios [33].
The realistic diversity and multiplexing gains for a low SNR
v, array gain g, spectral efficiency R, and outage probability
P,ui(r,7), are calculated as follows,

R _al]flpout(r7’7)

T:m» (J(Tﬁ): , ()

Oln~

Pous(r,y) = Prllog, det(L, + “H'H) < K], (3)
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where I,, represents the n x n identity matrix and superscript *
stands for the conjugate-transpose operation. When STC is
exploited to achieve diversity, the outage probability can be
approximated given the fading distribution of the channel. It
is shown in [34] that for uncorrelated MIMO channels, H can
be represented by the variances of the power gains of channel
as var |[H|Z = Y1, Zjnilvar|hij\2. These values can be
obtained by estimating the mean powers of the channel matrix
in the experiment.

At the receiver, a zero-forcing equalizer is utilized, where
the demultiplexed signal is expressed as,

&= (H'H) 'Hy. “4)

To estimate the channel, pilot symbols X, are inserted after
every two data symbols and Channel State Information (CSI)
is calculated by analyzing the received pilot Xp. Therefore,
the estimated channel H can be calculated as,

H=(X}X,) ' XX, (5)

In practical scenarios, in which the underwater channel is
unknown at the transmitter, we estimate a lower bound for the
outage probability given only the statistics of a statistically-
equivalent channel with the same distribution and with the
eigenvalue set {¢; }7" to initiate the process as,

Pyyi(r,v) ~ Pr[log, H (1+ %Q) < R]. (6)
i=1
Some underwater acoustic channels show the behavior of
Rayleigh fading [35] or Rician channel, especially in short
distances (saturation condition due to heavy multipath). There-
fore, a lower bound on the outage probability for finite SNRs
in a Rician fading channel with the equivalent channel matrix
H., = (K/(K + 1)) %%HLos + (K + 1)7%5H,, with line
of sight (Hz0s) and non-line of sight (H,,) components, and
with parameter K, can be estimated as in [33],
Poui(r,7) > ] Fio), (7)
i=1

where F;(z) is a Cumulative Distribution Function (CDF) with
the following description while no full CSI is assumed at the

transmitter,

F( ) (I),(Ji) i:l,...,m—l
i\L) = _Knm 00 Knm)? .
e Y3 0 T R 2 () i =m.
R 3
Dln—m+2—1,(K+1
Here, ®;(z) = (n mT ( )x)’ where € o

F'n—m+2i—1)
(m,~,g,9). Furthermore, I'(.) and I'(.) are gamma and in-
complete gamma functions, respectively.

The diversity gain can be initially estimated as,

 F(e) mg 92
q(ry) =) Fe- Vi (1 +g7)"
(r,7) 2 Fi(e)[ 1er( (1+97)

— 971 (1 + gv)’i1].

Here (.)" stands for the derivative operation, 7 is the value
that maximizes the lower bound of the outage probability
in (7). Note that when the SNR is high, the diversity gain

€))
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follows the asymptotic diversity in (2) for both Rayleigh fading
with a full-rank transmit covariance matrix and Rician fad-
ing [33]. The low SNR analysis is essential in MIMO systems
in realistic propagation conditions. With SNR and diversity
gain known, the estimated bit error rate at the physical layer
and the corresponding video distortion with different video
layer reconstructions can be calculated.

Pre-processing and Optimization: Let R.(c, 1), with SVC
layers {I = 1,...,L + 1}, denote the bitrate for layer [ of
video chunk c. An appropriate bitrate R; > R.(c,l) for
reliable communication should be assigned to layer [ in order
to maximize the total bitrate, i.e., transmitting as many video
layers as possible without getting an outage or erroneous
reception, given the bandwidth limitations and the quality of
the underwater channel as well as the max distortion allowed.

The following optimization problem justifies the aforemen-
tioned discussion,

L+1
max Fr = Re(c,1) + Y aron_1Re(c,1) (10a)
[e7]
=2
L+1
st Y @i Ri < Ryas, (10b)
=2
o =1, a; €{0,1},Vie {2,..,L+1}.  (10c)

The first problem is a knapsack program, which defines the
enhancement layers of bitrate R.(c,[) that could be transmit-
ted over the underwater channel with maximum achievable
bitrate R,,4,, Which depends on the channel capacity and can
be enhanced by MIMO and error protection. Coefficients {«; }
determine the set of enhancement layers that can be passed
through the channel given the mentioned constraints. Selecting
each layer depends on the presence of the preceding layer. This
optimization guarantees that the base and enhancement layers
can be correctly transmitted (and received) given the limited
capacity of the underwater acoustic channel. As stated in (3)
and (6), the MIMO transmission scheme takes full advantage
of the channel, leading to an improvement of the channel
capacity as well as Ry,q,.

Post-processing and Video Quality Decision: To ensure
the desired quality is achieved, an optimization problem finds
the required parameters for the minimum possible distortion.
Video header packets hold the general information of the
H.264/SVC file, parameter set packets define the syntax struc-
ture of video, and slice data packets contain the detailed
messages in the video. We define the distortion vector as
d = [d. d.]T, where d, is the encoder distortion and d,. is the
channel distortion. Specifically, d. = D, (Zf;ll arRe(c, l)),
where D, is the distortion imposed by the codec at each SVC
layer as presented in (1); d. is determined via experiments as
it is related to the channel effective loss rate (\). If we assume
that dy, = [d",d"]T is the distortion at the stream header and
that dy, = [d%, d%]T is the distortion at the stream body of the

e’ e
transmitted video, then the total distortion is modeled as,

D = p"[dy dpv,
]T

(1)

where p = [u. pc)' is a weighting vector specifying the
influence of the encoder distortion and channel distortion; and
v = [, »]T is a weighting vector specifying the influence
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of the distortion at the header and the body of video stream.
We can cast the following optimization problem,

min 7 [dy dplv (12a)
L+1

st. Y iR > Roin, (12b)
=1
R; > Re(c,1), (12¢)
D < Dr. (12d)

In the constraints, R,,;, stands for the minimum required
bitrate to avoid P,,,; in video transmissions, and Dy represents
the acceptable end-user distortion threshold. The problem
can be optimized through a piecewise linear approximation
method, which leads to a convex approximation function
for (12a). The encoder distortion d. is determined by the
video codec and the channel distortion d. will be alleviated by
selecting an appropriate UEP scheme based on the weighting
vector v.

Unequal Error Protection (UEP): Given the structure of
the video, if an error occurs in the stream header packets,
the video cannot be decoded. Similarly, if the error occurs in
the parameter set packets, the structure of the video will be
damaged, which will lead to an extremely low-quality video.
However, if the error occurs in the slice data packets, the video
can be decoded successfully with relatively high quality. To
achieve a high-quality video transmission, the received stream
header with a negligible bit error rate is required, or the
transmission of the whole video stream will fail. Since the
video is much more sensitive to errors in the stream header
and in the parameter set than those in the stream body, i.e.,
v > v, the value of v is set as v = [, 1] = [5,1]7 in
this work. We utilize the UEP scheme to improve the received
video quality by adding more redundancy in the header and
parameter set. Therefore, the receiver will have the capability
to recover the header and parameter set more accurately than
the body [36].

Cross-layer Optimization: Algorithm 1 describes the pro-
cedure for transmitting the underwater video adaptively, where
the transmitter decides on the channel coding scheme, MIMO
scheme, and type of video scalability. Given the objective and
subjective metrics, our SDAM adaptively self-reconfigures by
solving the optimization problem so as to be able to switch
between the two MIMO transmission modes, i.e., diversity-
based and multiplexing-based, and decides on the number of
video layers to achieve the required goals. The base-layer
stream, which contains the highest priority information of the
video, requires the highest reliability, while the enhancement
layers require a higher bitrate, R, .. This, on the other hand,
might result in more communication errors if the channel
condition is not good. To estimate the value of R,,qs;, the
receiver feeds back the CSI to transmitter to estimate the
channel capacity as well as R, in the optimization process.
In our algorithm, we consider objective and subjective metrics
jointly, given the fact that the QoE is more related to the user’s
experience. Given similar QoS but different scalability, the
QoE might be different.
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Algorithm 1 Adaptive video transmissions.

1: Layers = scalableVideoCoder( );
2: Transmit(baseLayer); s < 1
3: while t < Chunk Time do

% Decide video layers
% s is the number of trials

4:  Receive(feedback)

5. if channelState.rollingAverage > threshold.distortion then
6: transmitter.switchTo(‘Multiplexing’)

7:  else

8: transmitter.switchTo(‘Space-Time Coding’)

9: end if

10:  Estimate(diversityGain, outageProbability)
11:  if MeanOpinionScore < threshold.opinionScore then

12: Decide(channelCoding)
13: Reconstruct(Layers); s <— s+ 1
14:  end if

15:  Transmit(Layers)

16:  channelState.update( )

17 if s =) ia; % a; stands for the layer coefficient then
18: Goto 1 % Done Transmitting this chunk

19:  end if

20: end while

SVC-based Multicasting: With the SVC standardization,
the low-quality video subset bitstreams can be derived and
decoded from a high-quality SVC video bitstream by dropping
packets. Therefore, video bitstreams with different quality lev-
els can be received at different users by decoding the broadcast
video bitstreams adaptively according to their experienced
acoustic channels. When the bit error rate is high, the low-
quality video stream will be decoded; whereas when the bit
error rate is low, the high-quality video stream can be decoded.
The video quality level will be determined by the feedback
from the best communication link, while the transmission
scheme will be determined by the feedback from the worst
communication link, which guarantees that each user is able
to receive the video stream with the appropriate quality.

Objective and Subjective Metrics: Some objective metrics
are efficient to assess automatically and are of low com-
putational cost, including PSNR, PLT, and SSIM. PLT is
a physical-layer performance metric that shows the actual
amount of transmitted data in one second and is calculated
as,

MKFFTRcthst

PLT =
2LrLrTorpm

(1 - pc)a (13)
where K ppr is the Fast Fourier Transform (FFT)-size of the
OFDM system and M is the order of baseband modulation,
with M = 1 representing Binary Phase Shift Keying (BPSK).
R p is the channel coding rate, Rg; is the number of streams
transmitted simultaneously. Rs;; = 1 for SISO and 2-by-2
STBC, Rs; = 2 for 2-by-2 Vertical-Bell Laboratories Layered
Space-Time (V-BLAST) [37]; p. is the bit error rate of the
received data stream, and Toppys represents the period of
one OFDM symbol.

On the other hand, subjective metrics will correlate better
with the human perceived video quality. The SSIM measures
the fidelity of the video signals and is calculated based on the
similarity of the local area luminance, local area contrast, and
local patch structure. The subjective metric we apply in our
study is MOS, which has a scale from 0, i.e., cannot play,
to 100, i.e., fully satisfied. MOS is calculated based on the
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TABLE I: Hardware Specifications.

Part Parameter Value
Transducer Frequency range 1-180 kHz (Omnidirectional)
Receiving sensitivity —211dB+3dBre 1l V/uPa
Transmit sensitivity 130 dB+3dBre 1 V/uPa
PreAmp. Frequency (Gain) 0.5-500 kHz (0-50 dB)
HP/LP filters 1 Hz-250 kHz/1 kHz-1 MHz
PowerAmp.  HP filters (Gain) 1 Hz-20 kHz (0-36 dB)
Modem Mainboard Kintex-7 FPGA
Frequency (Clock) 0-30 MHz (10 MHz/1 PPS)
ADC sample rate 2 channels, 200 MS/s (14 bits)
DAC sample rate 2 channels, 800 MS/s (16 bits)
MIMO Uplink Structure Up to 2x2 MIMO
Feedback Structure 1X1 SISO (FDD Duplexing)
Camera Standard H.264 1080p (1X1.7 mm lens)

Tilt range & H. FOV ~ +90° & 110°

Pseudo Subjective Quality Assessment (PSQA) module [19],
which does subjective tests for distorted SVC videos and
uses the results of this evaluation to train a Recurrent Neural
Network (RNN) on the relation between the parameters that
cause the distortion and the perceived quality. This module
is for a normal SVC video and can be used in underwater
or other environments. The MSE of this module is as low
as 0.0071. The existing dataset [21] includes objective and
subjective evaluations of both image and video. We use the
dataset and the PSQA to get the estimated MOS value.

IV. EXPERIMENTS

To evaluate our proposal, we conduct several rounds of
field experiments in a swimming pool based on the computer
simulation results in [1] to validate the SVC layer structure and
the SNR and to observe the video distortion. We present here
both the objective and subjective assessments of the received
video on the application- and physical-layer design and discuss
the adaptivity of our solution to balance MIMO transmissions
and channel coding as well as SVC video scalability.

Testbed Description: We modify an existing tethered ROV,
called BlueRov2 [38], as shown in Fig. 1, to operate in
the autonomous mode while capturing video with its 1080p
camera. The video feed is passed to the acoustic modem and
transducer to be sent to the buoy on the other side of the link,
as shown in Fig. 1. A high-performance and scalable platform
using a programmable Kintex-7 FPGA, called X-300, designed
by Ettus Research Group with the NI Corporation [12], is
utilized in this research. This platform contains a main-board
that provides the basic functionalities of the modem and
daughter-boards that take care of signal up/down conversions
and other required bandpass signal processing procedures.
Teledyne Marine RESON TC4013 omnidirectional transduc-
ers [39] with a frequency range from 50 to 150 kHz are used in
our testbed. The specifications of the system are summarized
in Table L.

Joint Scalable Video Model (JSVM) software is used as
the reference package for implementing SVC. Using the
FixedQPEncoder program, test videos were down-sampled and
encoded into layers of different qualities. Each layer has a
target bitrate, and the Quantization Parameter (QP) is varied
in order to optimize the PSNR while staying under the target
bitrate. OpenSVC Decoder is used for decoding due to its
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Fig. 2: (a) Testbed in the pool experiments at Sonny Werblin
Recreation Center. The receivers near the bank and in the center
are named as R1 and R2, respectively. (b) 3D topology in the pool.
The depth of the pool is 3 ft, while the depth of the transmitter and
the receivers are equal to 0.8 ft. The distance is about 2 ft between
R1 and the 10 — ft wall, is 4 ft between the transmitter and the
10 — ft wall, and 6 ft between R2 and the 10 — ft wall. The distance
between R1 and the 12 — ft wall is about 6 ft. So are R2 and the
transmitter. The distance between the two transducers on one node
(R1/R2/Transmitter) is about 1 ft.

implementation of error concealment and its integration with
Mplayer for video streaming.

Pool Experiments: For our extensive experiments, hy-
drophones are placed in a large pool and variable distances
and depths are tested. The transmission was then done with
the maximum symbol rate of 100 kBaud and with H264/AVC
codec JSVM signals with unknown channel. We consider plac-
ing the hydrophones near the wall and also in the center of
the swimming pool with clear water (Fig. 2), which changes
the results because of the multipath effect. The transmitter
and receivers are not strictly fixed but floated slightly with the
water wave in the pool. This situation can slightly emulate the
real-world scenarios. The transmit power is adjusted mutually
to get different levels of SNR as we anticipate to experience
different SNRs in real-world scenarios. The stream bits are
modulated with BPSK and different MIMO schemes are
tested. For the frame structure, the pilot symbols are inserted
after every two data symbols for channel estimation. Assume
the coherent time is 3 ms with a symbol rate of 100 kBaud;
therefore, the interval time between two pilot symbols is 20 ys,
which is far less than the coherence time of the channel.
To mitigate the multipath effect as well as to enhance the
spectrum efficiency, the OFDM modulation is applied in the
underwater transmissions. The OFDM FFT size is chosen to
be 6144. Given a bandwidth of 100 kHz, the symbol rate is
100 kBaud and the FFT duration is 6144/100 = 61.44 ms.
We choose the cyclic prefix length to be 10.24 ms. Overall
the OFDM symbol length is 61.44 4+ 10.24 = 71.68 ms,
and the subcarrier spacing is 1/71.68ms = 16.28 Hz. The
specifications of the SVC encoder are summarized in Table II,
where layer 0 stands for the base layer and layer 1 stands
for the enhancement layer. Due to the limited bandwidth in
underwater acoustic networks, the video streaming bitrate is
set as 30 kbps.

Figs. 3-6 show the performances of different transmission
schemes with Equal Error Protection (EEP) code rate 1/3.
Fig. 3 shows the PSNR of different reconstructed videos with
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Fig. 3: Applying SISO scheme with EEP code rate 1/3, layer O stands for the base layer and layer 1 stands for the enhancement layer.
(a) PSNR of the video received near the bank of the pool; (b) PSNR of the video received in the center of the pool; (c) PLT for the video
with spatial scalability layer 1 received in the center of the pool.

Fig. 4: With EEP code rate 1/3, (a) PSNR of the video received near the bank of the pool with 1-by-2 SIMO; (b) PSNR of the video
received in the center of the pool with 1-by-2 SIMO; (c)PLT for the video with spatial scalability layer 1 received in the center of the pool
with 1-by-2 SIMO. (d) PSNR of the video received near the bank of the pool with 2-by-1 Alamouti; (¢) PSNR of the video received in the
center of the pool with 2-by-1 Alamouti; (f) PLT for the video with spatial scalability layer 1 received in the center of the pool with 2-by-1
Alamouti.

the SISO scheme with spatial scalability, and also the PLT
in the center of the pool with spatial scalability layer 1. We
observe that when the SNR is low, the video with layer O
has a higher PSNR than that with layer 1. When the SNR is
high, the video with layer 1 has a higher PSNR than that with
layer 0, so we apply lower-quality videos in bad channels and
higher-quality videos in good channels. It should be noted
that the parameter settings of the base layers (layer 0) are
the same for different scalability, but the received PSNR of
layer O is different with different enhancement layers (layer 1),
since the work of error correction is different with different
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highest PSNR.

enhancement layers. For example, when the SNR is 5 dB,
the video stream with spatial scalability performs better than
that with quality scalability. When the SNR is 5.5 dB, the
video stream with temporal scalability layer 0 performs best.
When the SNR ranges in 6 — 7.5 dB, the stream with spatial
scalability layer 0 performs best. When the SNR is higher than
8.5 dB, the data with a PLT of 100 kbps is transmitted without
errors. The stream with spatial scalability layer 1 reaches the

Fig. 4 shows the PSNR and PLT of the received video
with 1-by-2 Single-Input Multiple-Output (SIMO) and 2-by-
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Fig. 5: With EEP code rate 1/3, (a) PSNR of the video received near the bank of the pool with 2-by-2 STBC; (b) PSNR of the video
received in the center of the pool with 2-by-2 STBC; (c) PLT for the video with spatial scalability layer 1 received in the center of the pool
with 2-by-2 STBC. (d) PSNR of the video received near the bank of the pool with 2-by-2 V-BLAST; (e) PSNR of the video received in
the center of the pool with 2-by-2 V-BLAST; (f) PLT for the video with spatial scalability layer 1 received in the center of the pool with

2-by-2 V-BLAST.

TABLE II: SVC Encoder Specifications.

Part Parameter Value
Layer 0 Frame rate 15 fps
(QP = 32) Spatial Resolution 640 X 368
Bitrate 30 kbps
Quality scalability layer 1 Frame rate 15 fps
(QP = 30) Spatial Resolution 640 x 368
Bitrate 30 kbps
Temporal scalability layer 1 ~ Frame rate 30 fps
(QP = 32) Spatial Resolution 640 x 368
Spatial scalability layer 1 Frame rate 15 fps
(QP = 32) Spatial Resolution 1280 x 720
Bitrate 30 kbps

1 multi-hydrophone Alamouti schemes [40]. Compared with
SISO in Fig. 3, both SIMO and Alamouti improve the robust-
ness of the system for each receiver that gets the transmitted
stream with diversity order of 2. Compared with Alamouti,
SIMO has an SNR gain of 2.5 dB for R1 (the hydrophone in
the center) and 1.5 dB for R2 (the hydrophone in the side).
While the Alamouti scheme is able to transmit two streams
simultaneously, it suffers more distortion than SIMO.

The redundancy we add into the video streams will improve
the system robustness, but will reduce the PLT. Fig. 5 shows
the PSNR and the PLT of the video received with 2-by-
2 STBC and 2-by-2 V-BLAST [37]. Compared with SISO in
Fig. 3, we can observe that the STBC improves the robustness
significantly with an SNR gain of 4.5 dB for R1 and 5.5 dB

for R2. While the V-BLAST suffers more distortion than
SISO, but it almost doubles the PLT. Hence, we require the
multiplexing-diversity tradeoff. We note that STBC is efficient
when the SNR is low, whereas V-BLAST is efficient when the
SNR is high.

Fig. 6 presents the SSIM and MOS of the received video
with different transmission schemes, where we can observe
that the proposed cross-layer design improves the objective
and subjective metrics. It shows that when the SNR is high,
the SSIM with different SVC scalability is almost the same,
while the MOS performances are quite different. Moreover,
the spatial scalability with layer 1 has the highest MOS while
the quality scalability with layer O has the lowest MOS, even
though the PSNR (Fig. 5) and SSIM (Fig. 6) performances
are close to each other. Similarly to Fig. 5, STBC improves
the video quality and system robustness in the low-SNR
environment, while V-BLAST can only work in the high-SNR
environment but offers a higher transmission data rate.

To enhance the quality of the video, performances of UEP
and EEP are compared. Fig. 7 shows the PSNR of the received
video in the center of the pool, using all layers with spatial
scalability. We observe that the EEP with 1/4 code rate
performs the best; however, the PLT is reduced significantly.
In contrast, the UEP with 1/4 code rate for the header and
1/3 code rate for the body introduces less redundancy than
EEP with 1/4 code rate, which provides a lower video quality
but a higher PLT. In Figs. 7(d-f), the UEP with 1/2 code rate
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Fig. 6: SSIM of the video with different transmission schemes with EEP code rate 1/3; (a) SISO; (b) 2-by-2 STBC; (c) 2-by-2 V-BLAST.
MOS of the video with different transmission schemes; (d) SISO; (e) 2-by-2 STBC; (f) 2-by-2 V-BLAST.
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Fig. 7: PSNR of the video with different error protection schemes; (a) SISO; (b) 2-by-2 STBC; (c) 2-by-2 V-BLAST. PLT of the video
with different error protection scheme; (d) SISO; (e) 2-by-2 STBC; (f) 2-by-2 V-BLAST.
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only for the body are almost overlapped with the EEP with
1/2 code rate. The UEP with 1/3 code rate only for the body
are almost overlapped with the EEP with 1/3 code rate. Even
though we add some redundancy in the header, the length of
the header is far shorter than that of the body, so the UEP
reduces the PLT slightly but improves the PSNR greatly. In
Fig. 7(a), we find that when the SNR is low, the UEP with
1/4 code rate for the header and 1/2 code rate for the body
performs better than the EEP with 1/3 code rate, for its header
is protected with higher robustness by 1/4 code rate. Fig. 8
represents the channel response with different transmission
schemes experienced in this testbed, containing the phase of
the channel in Figs. 8(a-b) and its power spectrum in Figs. 8(c-
d). Due to the high transmission loss in high frequency band,
the spectrum limited with passband bandwidths of only a few
tens of kHz.

Adaptivity of Our Solution: With the cross-layer optimiza-
tion algorithm described in Sect. III, we can jointly improve
the PLT, the system robustness, and the video quality. Based
on the optimization process in Figs. 3-6, we can select the
optimal video transmission scheme. As shown in these figures,
R2 performs better than R1 since it suffers from less multipath
delay due to the reflected signals from the bank. Given the
PSNR threshold of 30 dB and the EEP initial channel coding
with Turbo coding rate of 1/3, when the SNR is 5.5 dB
the optimal video transmission scheme is SISO with temporal
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Fig. 8: Channel response in the swimming pool. Phase of (a) SISO;
(b) 2-by-2 MIMO; Power spectrum of (¢) SISO; (d) 2-by-2 MIMO.

TABLE III: R2 with 1/3 Turbo Coding Rate.

scalability layer 0 for R1 and R2, so the transmitter only needs Scheme SNR (dB) PLT (kbps) PSNR (dB)
. . . . SISO 6—9 28.57 30.13 — 43.74
to transmit the video stream with temporal scalability layer 0. 1-by-2 SIMO 2_5 98.57 30.94 — 43.74
When the SNR is 1 dB, the optimal scheme is 2-by-2 STBC 2-by-1 Alamouti 4 —7 28.57 28.47 — 43.74
with temporal scalability layer O for R1 and spatial scalability 2-by-2 STBC 1-5 28.57 26.22 —43.74
2-by-2 V-BLAST 9 — 15 57.14 28.28 — 43.74

layer 0 for R2. With the STBC scheme, each receiver gets
up to 4 versions of received signals, which improves the
reliability after gain combing. The transmit stream needs to
contain both the temporal and spatial enhancement layers.

TABLE IV: R2 with Spatial Scalability Layer 1.

. . K 7 Scheme Channel Coding SNR (dB) PSNR (dB)

When the SNR is 10 dB, the optimal video transmission SISO EEP 1/2 7538 31.30 — 36.62
scheme is 2-by-2 V-BLAST with spatial scalability layer O for EEP 1/3 6.5—8 30.45 — 42.15
R1 and R2, as the V-BLAST transmission scheme enables the ]lEJ]lEEP[)’ 11//; " ?ig 8 gggg - éggi
transmitter to transmit two different streams simultaneously UEP1/4—1/2 7-8 30.94 — 38.21
and achieves the highest transmission data rate. When the SNR UEP 1/4—1/3 55—8 30.15 — 43.74
is 9 dB, the channel coding will be switched to UEP for the 2-by-2 STBC EEP 1/2 2-4 32.39 —43.74
. EEP 1/3 2—4 39.34 — 43.74

V-BLAST scheme based on Fig. 7(c). The UEP puts more EEP 1/4 0—4 34.93 — 43.74
redundancy in the stream header, which almost doubles the UEP 1/3—-1/2 2—4 34.36 — 43.74
PLT compared with the STBC. The detailed composition of ggg %i B %:23 f:i gg'gz :jg';i
different transmission schemes and channel coding schemes is 7by-2 V-BLAST EEP 1/2 T =14 3351 3314
reported in Tables IIT and IV. EEP 1/3 10— 14 32.41 — 38.85
EEP 1/4 8 —14 30.15 — 43.74

UEP 1/3—1/2 10—14  30.79 — 38.85

UEP 1/4—1/3 9—14 30.27 — 41.33

We proposed a novel scheme to layerize and transmit a
video stream underwater using a MIMO-based SDAM. The
balance between transmission data rate and reliability, i.e., the
multiplexing-diversity tradeoff, as well as SVC is achieved
to transmit a video with a pre-defined level of distortion,
which is caused by the coder and the error-prone underwater
acoustic channel. The proposed optimizing algorithm provides
the scalability in the video bitstream processing to adapt to
the video quality requirements of end users as well as to
the varying characteristics of the network. The optimal video

transmission scheme and the UEP are selected according to an
optimization. The adaptivity of our system is discussed under
different scenarios and both objective and subjective metrics
are considered to optimize the user QoS and QoE. Experi-
mental results at Sonny Werblin Recreation Center, Rutgers
University were presented that corroborated our analysis and
intuitions.
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Future Work: The real-world experiments with our pro-
posed novel scheme will be done in harsher underwater
conditions, such as murky-water experiments and at-sea exper-
iments. The influence of real-world factors (such as the tem-
perature, the water wave speed, and different kinds of natural
background noise) on the underwater acoustic communications
will be explored and an adaptive solution for underwater video
transmissions with the real-world factors will be designed.

Acknowledgment: The authors thank Jeffrey Zeszotarski,
aquatics coordinator at Rutgers University for his help and
support during the many field experiments.
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