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A B S T R A C T   

Strategies for mitigating the impacts of cyberattacks on control systems using a control-oriented perspective have 
become of greater interest in recent years. Our group has contributed to this trend by developing several methods 
for detecting cyberattacks on process sensors, actuators, or both sensors and actuators simultaneously using an 
advanced optimization-based control strategy known as Lyapunov-based economic model predictive control 
(LEMPC). However, each technique comes with benefits and limitations, both with respect to one another and 
with respect to traditional information technology and computer science-type approaches to cybersecurity. An 
important question to ask, therefore, is what the goal should be of the development of new control-based 
techniques for handling cyberattacks on control systems, and how we will be able to benchmark these as 
“successful” compared to other techniques to drive development or signal when the research in this direction has 
reached maturity. In this paper, we propose that the goal of research in control system cybersecurity for next- 
generation manufacturing should be the development of a security architecture that provides flexibility and 
safety with lowest cost, and seek to clarify this concept by re-analyzing some of the security techniques from our 
prior work in such a context. We also show how new methods can be developed and analyzed within this 
“minimum security architecture” context by proposing a technique which we term “directed randomization” that 
may require less sensors to be secured in a system than some of our prior methods, potentially adding flexibility 
to the system while still maintaining security. Directed randomization seeks to utilize the existence of two 
possible stabilizing inputs at every sampling time to attempt to create a challenge for an attacker for setting up an 
arbitrary sensor attack policy without being detected within a finite number of sampling periods. We discuss 
benefits and limitations of this technique with respect to our prior cybersecurity strategies and also with respect 
to extended versions of these prior concepts, such as image-based control and distributed control, to provide 
further insights into the minimum security concept.   

1. Introduction 

Smart/next-generation manufacturing, which can lead to an increase 
in automation, enhanced safety, and greater operational efficiency, has 
received increasing attention in recent years (Davis et al., 2012). A 
challenge for next-generation manufacturing, due to its focus on 
computation, communication, and data, is cybersecurity (Ren et al., 
2017). An aspect of next-generation manufacturing systems for which 
cyberattack-resilience is critical is industrial control systems, as control 
systems are cyberphysical systems for which tampering with any aspect 
of a control loop could lead to misbehavior of a physical process, 
potentially resulting in profit losses, equipment degradation, or physical 

harm to individuals. 
Due to its criticality, cybersecurity of control systems has been an 

active research area (Bhamare et al., 2020; McLaughlin et al., 2016), 
with research covering topics such as state estimation and control for 
linear systems in the presence of attacks (Fawzi et al., 2014), using 
optimization to predict attack behavior (Vamvoudakis et al., 2013), 
revealing attacks by adding private signals to actuator outputs (Ko et al., 
2016), state estimation from corrupted measurements (Hu et al., 2017; 
Liu et al., 2016), and output feedback control for discrete-time stochastic 
nonlinear systems with security maintained in probability (Ding et al., 
2016). With a stronger relationship to chemical processes, control sys-
tem cybersecurity was investigated for a simplified Tennessee Eastman 

* Corresponding author. 
E-mail address: helen.durand@wayne.edu (H. Durand).  

Contents lists available at ScienceDirect 

Digital Chemical Engineering 
journal homepage: www.elsevier.com/locate/dche 

https://doi.org/10.1016/j.dche.2022.100065 
Received 27 June 2022; Received in revised form 1 November 2022; Accepted 6 November 2022   

mailto:helen.durand@wayne.edu
www.sciencedirect.com/science/journal/27725081
https://www.elsevier.com/locate/dche
https://doi.org/10.1016/j.dche.2022.100065
https://doi.org/10.1016/j.dche.2022.100065


Digital Chemical Engineering 6 (2023) 100065

2

process in Cárdenas et al. (2011) or for distillation in Budiawan et al. 
(2018). Cybersecurity has also been considered with respect to process 
design concerns, such as during a hazard and risk analysis (Cormier and 
Ng, 2020) or in its relationship to equipment (Nieman et al., 2020). 
Cyberattacks are different from faults in that cyberattacks may involve 
coordinated effort to mask problems in the system through taking over 
multiple components and falsifying data in a consistent way across the 
board (Rangan et al., 2022). This means that methods which seek to 
locate process faults through data (e.g., Bhadriraju et al., 2021a; Bha-
driraju et al., 2021b; Hassanpour et al., 2020; Kumari et al., 2022; Qin 
and Yin, 2022; Yin et al., 2022) may be insufficient, in many cases, for 
locating complex cyberattacks without further investigation into how it 
can be ensured that the data received by the monitoring algorithms is 
correct. 

Model predictive control (MPC) (Qin and Badgwell, 2003) is an 
attractive control law for use in next-generation manufacturing due to 
its ability to select control actions for a process which optimize an 
objective function subject to constraints, and it therefore is an important 
control law to explore from a cyberattack-resilience perspective. A 
variant of MPC known as economic model predictive control (EMPC) 
(Ellis et al., 2014a; Rawlings et al., 2012) utilizes a potentially 
economics-based objective function in the controller optimization 
problem, which makes this control law interesting for next-generation 
manufacturing applications. The question of how to secure processes 
operated under EMPC has received attention in the context of 
Lyapunov-based economic model predictive control (LEMPC) (Heidar-
inejad et al., 2012), a formulation of EMPC with strong closed-loop 
stability and feasibility properties in the presence of sufficiently small 
bounded disturbances and measurement noise. For example, machine 
learning detection strategies (Wu et al., 2018) have been combined with 
LEMPC implemented in both centralized (Chen et al., 2020) and 
distributed (Chen et al., 2021) fashions for maintaining closed-loop 
stability during normal process operation, with the possibility of main-
taining closed-loop stability after an attack if the attack is detected by 
the machine learning-based detection strategy in time (Wu et al., 2020). 
In our recent work, we have analyzed cybersecurity for control systems 
from a nonlinear systems perspective (Durand, 2018), which led to the 
development of detection strategies for handling sensor measurement 
cyberattacks with safety guarantees, where the detection strategies are 
derived from control-theoretic considerations for LEMPC both when 
process dynamics are constant (Oyama and Durand, 2020) and when 
they are changing over time (Oyama et al., 2021; Rangan et al., 2021). 
We have also explored handling cyberattacks on actuators or on sensors 
and actuators simultaneously (Oyama et al., 2022b). 

Our prior works have not attempted to characterize what the goal of 
control-theoretic cybersecurity research should be. For example, from 
these prior works, one might infer that the goal is to add on new 
detection policies to existing attempts to provide security to control 
systems. Though there may be value in such an approach when an 
existing security architecture is deemed unsuitable for preventing at-
tacks, we view such a goal as limiting, suggesting that the goal of 
cybersecurity research should only be to add more cost to systems for 
enhanced security. Instead, our vision is that cybersecurity research can 
be used to help indicate the extent to which manufacturing could be 
made open if the right types of new techniques for blocking attacks were 
developed at the intersection of the computer science approaches and 
dynamic systems/control theory. It is our premise that control-theoretic 
cybersecurity research should be probing the limits of agility that pro-
cesses can obtain, and how lean the security protocols can be without 
compromising important operating goals such as safety, rather than 
stopping at adding layers of security to existing protocols. 

Our goal in this work is to provide initial steps toward articulating 
such a vision (which we refer to as the search for a “minimal security 
architecture”) as a foundation for future works to seek to further refine 
the concept. We proceed to propose this notion in several steps. First, we 
discuss several aspects of cybersecurity in the traditional information 

technology/computer science framework, and then begin to discuss our 
prior control-theoretic cybersecurity techniques (using the naming 
convention introduced in Oyama et al., 2022b) from the vantage point of 
seeking to understand how they may or may not lead to greater flexi-
bility in security setups when compared with the traditional cyberse-
curity notions. We next use the limitations of these prior methods to 
motivate the development of a framework for coupled control and attack 
detection termed “directed randomization” that, inspired by cryptog-
raphy and active attack detection concepts (e.g., Ghaderi et al., 2020; 
Satchidanandan and Kumar, 2016; Weerakkody et al., 2017), utilizes 
random selection between two potential stabilizing inputs at every 
sampling time to attempt to make it more difficult for an attacker to 
come up with a problematic sensor attack policy that could not be 
flagged by the detection strategy. We discuss benefits and limitations of 
this strategy with respect to our prior strategies, and then also deepen 
the discussion of how to understand, define, and search for minimum 
cybersecurity architectures by extending the discussion of our cyberse-
curity techniques beyond the traditional centralized control framework 
into the domains of image-based control and distributed control. 

2. Preliminaries 

2.1. Notation 

The Euclidean norm of a vector x is denoted by |⋅|, and the transpose 
of x is denoted by xT. A class K function α : [0, a)→[0,∞) is strictly 
increasing with α(0) = 0. The transpose of a vector x is denoted by xT. 
Set subtraction is signified by “ / ” such that x ∈ A/B := {x ∈ Rn

: x ∈ A,
x ∕∈ B}. A level set of a positive definite function V is denoted by Ωρ :=
{x ∈ Rn

: V(x) ≤ ρ}. R+ signifies the set of non-negative real numbers. 
Process state measurements are assumed to be available synchronously 
and each is separated by a sampling period of length Δ (i.e., a state 
measurement is available at every tk := kΔ, where k = 0,1,…). diag(x)
represents a diagonal matrix with the elements of x on the diagonal. 

2.2. Class of systems 

The class of nonlinear systems considered is as follows: 
ẋ(t) = f (x(t), u(t),w(t)) (1)  

where x ∈ X⊂Rn, u ∈ U⊂Rm, and w ∈ W⊂Rz are the state, input, and 
disturbance vectors, respectively, f is locally Lipschitz on X× U× W, 
and W := {w ∈ Rz

: |w| ≤ θw,θw > 0}. 
It is assumed that there exists a sufficiently smooth Lyapunov func-

tion V : Rn→R+, functions αj(⋅), j = 1,…,4, of class K , and a controller 
h(x) = [h1(x) … hi(x)]T that is capable of asymptotically stabilizing the 
closed-loop system to the origin of Eq. (1) in the absence of disturbances 
such that the following inequalities are satisfied: 
α1(|x|) ≤ V(x) ≤ α2(|x|) (2a)  

∂V(x)
∂x

f (x, h(x), 0) ≤ −α3(|x|) (2b)  
⃒⃒
⃒⃒∂V(x)

∂x

⃒⃒
⃒⃒ ≤ α4(|x|) (2c)  

h(x) ∈ U (2d) 
∀x ∈ D⊂Rn and D is an open neighborhood of the origin. Ωρ⊂D is 

considered to be the stability region of the nominal closed-loop system 
under the controller h(x) where x ∈ X, ∀x ∈ Ωρ. 

Furthermore, we consider that the components of h(x) satisfy: 
|hi(x) − hi(x̂)| ≤Lh|x− x̂| (3)  

for all x, x̂ ∈ Ωρ, with Lh > 0, and i = 1,…,m. The smoothness of V and 
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local Lipschitz property of f give: 
|f (x1, u1,w) − f (x2, u2, 0)| ≤Lx|x1 − x2|+Lu|u1 − u2|+Lw|w| (4a)  
⃒⃒
⃒⃒∂V(x1)

∂x
f (x1, u,w) − ∂V(x2)

∂x
f (x2, u, 0)

⃒⃒
⃒⃒ ≤ L

′
x|x1 − x2|+L

′
w|w| (4b)  

|f (x, u,w)| ≤ Mf (5)  

∀x1,x2 ∈ Ωρ, u, u1, u2 ∈ U and w ∈ W, where Lx, L′
x, Lu, Lw, L′

w, and Mf are 
positive constants. 

We also assume that there are M sets of measurements yi ∈ Rqi , i = 1,
…,M, available at tk as follows: 
yi(t) = ki(x(t)) + vi(t) (6)  

where ki is a vector-valued function, and vi represents the measurement 
noise associated with the measurements yi. We assume that the mea-
surement noise is bounded (i.e., vi ∈ Vi:= {vi ∈ Rqi | |vi| ≤θv,i, θv,i > 0) 
and that measurements of each yi are continuously available. For each of 
the M sets of measurements, we assume that there exists a deterministic 
observer (e.g., a high-gain observer Ahrens and Khalil, 2009) described 
by the dynamic equation: 
żi = Fi(ϵi, zi, yi) (7)  

where zi is a process state estimate from the ith observer, i = 1,…,M, Fi is 
a vector-valued function, and ϵi > 0. When a controller h(zi) with Eq. (7) 
is used to control the closed-loop system of Eq. (1), we consider that 
Assumptions 1 and 2 below hold. 
Assumption 1. ((Ellis et al., 2014b; Lao et al., 2015)) There exist 
positive constants θ∗w, θ∗v,i, such that for each pair {θw, θv,i} with θw ≤ θ∗w, 
θv,i ≤ θ∗v,i, there exists 0 < ρ1,i < ρ, em0i > 0 and ϵ∗Li > 0, ϵ∗Ui > 0 such that 
if x(0) ∈ Ωρ1,i := {x ∈ D⃒⃒V(x) ≤ ρ1,i}, |zi(0)−x(0)| ≤ em0i and ϵi ∈ (ϵ∗Li,
ϵ∗Ui), the trajectories of the closed-loop system are bounded in Ωρ, 
∀ t ≥ 0. 
Assumption 2. ((Ellis et al., 2014b; Lao et al., 2015)) There exists e∗mi 
> 0 such that for each emi ≥ e∗mi, there exist tbi(ϵi) such that |zi(t) −
x(t)| ≤ emi, ∀ t ≥ tbi(ϵi). 

2.3. Lyapunov-based economic model predictive control (LEMPC) 

In this work, we utilize an optimization-based control design known 
as LEMPC (Heidarinejad et al., 2012), which is formulated as follows: 

min
u(t)∈S(Δ)

∫ tk+N

tk

Le(x̃(τ), u(τ)) dτ (8a)  

s.t. ˙̃x(t) = f (x̃(t), u(t), 0) (8b)  

x̃(tk) = x(tk) (8c)  

x̃(t) ∈ X, ∀ t ∈ [tk, tk+N) (8d)  

u(t) ∈ U, ∀ t ∈ [tk, tk+N) (8e)  

V(x̃(t)) ≤ ρe, ∀ t ∈ [tk, tk+N), if x(tk) ∈ Ωρe
(8f)  

∂V(x(tk))
∂x

f (x(tk),u(tk),0)≤
∂V(x(tk))

∂x
f (x(tk),h(x(tk)),0), if x(tk) ∈Ωρ

/
Ωρe

(8g)  

where u(t) ∈ S(Δ) signifies that the optimal solution is a piecewise- 
constant input vector. N is the length of the prediction horizon, where 
each sampling period has a duration of Δ. The objective function is the 
time-integral of the economic stage cost Le of Eq. (8a), evaluated 
throughout the prediction horizon. The predictions x̃(t) are obtained 

from the nominal model of Eq. (8b). The constraints of Eqs. (8d) and (8e) 
are state and input constraints, respectively. The two Lyapunov-based 
stability constraints are given by Eqs. (8f) and (8g) where Ωρe ⊂Ωρ. 

3. The concept of a minimal security architecture 

As noted in Section 1, there are many existing methods today for 
cybersecurity that relate to control systems, and this raises the question 
of why additional methods, such as those developed in our prior works 
from a control-theoretic perspective, are needed, or what value they 
would add to industry. In the chemical process industries, it is typical to 
add a variety of safety features to a system as a result of, for example, a 
Hazard and Operability (HAZOP) analysis, to ensure that the risk of a 
harmful accident occurring is acceptably low. However, after it is 
acceptably low, there would not be a business case for continuing to add 
further layers of protection. For cybersecurity, the same would be ex-
pected to hold; there would be a point at which adding more detection 
strategies to the system would no longer have an adequate business case. 
One could therefore question whether an advanced control-theoretic 
technique, such as those derived in our prior works, for detecting and 
handling an attack would gain traction compared to enhancing more 
traditional information technology defenses or simpler strategies based 
on the process dynamics such as recording the difference between a state 
prediction and state measurement without involving control theory in 
an extensive fashion. 

Our premise in this work is that the goal of the development of new 
cyberattack-handling policies for control systems, while considering 
control design and dynamics, is not only to provide “more security,” but 
to search for new policies that are as open and flexible as possible with 
control theory and design opening new avenues that could not be 
considered when looking at the problem from a simplified process or 
purely computer science perspective. For example, one of our prior 
methods for handling sensor measurement attacks in Oyama and Durand 
(2020) guarantees that an undetected attack would not be able to 
compromise safety of a system, as long as at least one of the redundant 
observers used to reconstruct the system state is not impacted by an 
attack. If then the sensors corresponding to one of the observers were 
tightly secured, others may be able to be more flexibly added or 
removed, and no safety issues could occur without an attack being 
detected as long as the tightly secured sensors remained uncompro-
mised. This “back-off” in the level of security required for all sensors is 
something that can be revealed by control theory specifically. This dis-
cussion indicates that an appreciation for the intersection of control and 
information technology can aid in better understanding the concept of a 
“minimal security architecture” that is as flexible, cost-effective, and 
secure as possible. 

Prior to advancements in Internet connection and remote access, 
industrial control systems were more isolated Ani et al. (2017). Through 
the advancement of the Internet, and more specifically Industry 4.0 and 
the Internet of Things (IoT), industrial control systems are becoming a 
part of a wider telecommunications network where data can be shared 
between devices. Much critical infrastructure now depends on Internet 
connections and remote accessibility (Ani et al., 2017) because this 
connectivity can increase productivity and accessibility while creating a 
significant opportunity for cyberattacks via vulnerable networks and/or 
software/hardware, malicious actions on the part of employees, or 
accidental actions carried out by an employee that could cause unau-
thorized access to the network. Companies value the ability to increase 
connectivity and accessibility of their manufacturing systems, so that the 
concept of exploring how much flexibility might be introduced to op-
erations through rigorous policies for handling cyberattacks at the 
control system level is warranted. 

Risk assessment is vital to industrial control systems to effectively 
create a security infrastructure tailored to the specific control system 
(Francia et al., 2012). The information system should be documented 
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thoroughly with details of every connection port noted to create a 
well-developed security protocol. The security controls should be 
implemented and then monitored during operation and then re-assessed 
after an allotted time period. The security protocol of an industrial 
control system may change with time (Ani et al., 2017; Francia et al., 
2012), and companies should ensure that software and guidelines for 
employees for interacting with networked and computing systems are 
kept up-to-date. Updates should be done in a routine manner while 
adhering to production protocol and limiting down time. In general, 
having a robust cybersecurity policy can require a good deal of effort not 
only in setting up the system, but in maintaining it in the face of frequent 
changes. This is another case where having a type of “minimal security 
architecture” could aid in prioritizing updates and potentially reducing 
the ongoing effort for keeping up with changes in software, software 
patches, and attacker methods. 

Today, there is a notion that a security infrastructure should be 
designed to promote confidentiality, integrity, and availability (Ani 
et al., 2017). For confidentiality, control system data should not be 
accessible to malicious actors to prevent them from gaining critical in-
formation that could be exploited for stealing proprietary information or 
potentially being used later in attacking the control system. The integ-
rity of the system refers to the data being unaltered as it is transmitted 
between parts of the closed loop to maintain reliable operation of the 
control system. Lastly, availability needs to be maintained to avoid 
down time and loss of profits. Attacks could be performed which impact 
confidentiality, integrity, or availability, and attacks could result in 
safety issues, loss of life, or loss of physical property or production time 
if security is left unchecked. However, it is currently not known whether 
creative operating policies and/or process designs could be developed 
that make the need to rigorously achieve confidentiality and integrity 
less important for achieving availability. 

There are two main systems in a process facility: the information 
technology (IT) system and the operational technology (OT) system. The 
IT system includes all hardware, software, and equipment needed for 
storing, retrieving, and transmitting data, such as servers, computers, 
data servers, and firewalls. The OT system provides the direct moni-
toring and control of industrial equipment, processes, and events, and 
includes processing equipment, pipes, sensors, and controllers (Iaiani 
et al., 2021). Supervisory Control and Data Acquisition (SCADA) systems 
are an example of a system for monitoring and control (Nicola et al., 
2018) that utilizes security strategies such as firewalls for protecting 
processes and devices connected to the network of the plant. Patel and 
Zaveri (2010) addresses the impact of cyberattacks on SCADA systems 
and has assessed cyberattacks based on their impact on the profits made 
or costs incurred by the plant. Some of the more traditional techniques 
for seeking to protect physical systems are to use a viable network to-
pology and firewall, and to provide a personnel protocol with limited 
access points, as well as intrusion detection software. The network to-
pology (Smith, 2016) at a plant should keep parts of the networked 
system independent of each other. Establishing a thorough under-
standing of the system and its connectivity can reduce vulnerabilities. 
Limiting the personnel access to only certain parts of the system can 
reduce the chance of unintended consequences. Firewalls can be soft-
ware or hardware, and they analyze network traffic based on a set of 
rules and are configured to accept only certain connections, IP ad-
dresses, or sources to prevent malicious data from traveling past the 
firewall (Stewart, 2013; Cybersecurity & Infrastructure Security Agency, 
2019). There are different types of firewalls (e.g., packet filtering fire-
walls (Trabelsi et al., 2018) and proxy firewalls (Aziz et al., 2012)) that 
evaluate incoming data packets in different ways. These information 
technology means for attempting to protect networked control systems 
are not exhaustive, but provide an indication of the many different de-
cisions at an IT level which lead to technologies that then must be 
maintained and reviewed with changes over time, reducing the flexi-
bility for rapid adoption of new advances. 

4. Initial analyses of control-theoretic cybersecurity policies 
within a minimal security architecture 

To provide clarity on the notions in the prior section, this section 
seeks to provide initial thoughts on how strategies for cyberattack 
detection from our prior work (Oyama and Durand, 2020) might fit 
within the concept of the “minimal security architecture.” Specifically, 
in Oyama and Durand (2020), three policies for integrating control and 
sensor measurement cyberattack detection are developed that motivate 
much of the work in the remainder of this manuscript. These have been 
reviewed in Oyama et al. (2022b), so our review here is somewhat brief, 
and we refer readers to those prior works for greater detail. The first 
strategy (to be referred to as Detection Strategy 1-S) seeks to perform 
active detection by modifying the LEMPC control law of Eq. (8) to 
remove the constraint of Eq. (8f) and design the LEMPC around an 
auxiliary steady-state at random times ts,i to force the closed-loop state 
toward the auxiliary steady-state contained within Ωρ. The LEMPC is 
switched back to the form of Eq. (8) a sampling period later (at te,i). 
When the state measurement ̃x(tk) is within an appropriate subset of the 
steady-state of the auxiliary steady-state, the Lyapunov function asso-
ciated with the auxiliary steady-state (termed the ith steady-state with 
its ith Lyapunov function Vi and associated parameters, functions, and 
controllers of the form in Section 2.2 but with a subscript i) should 
decrease between the beginning and end of the next sampling period. If 
it does not (or if the state measurement leaves Ωρ1 at any time in the 
subsequent sampling period), an attack is flagged. We denote the LEMPC 
designed around the original steady-state as the 1-LEMPC (i = 1), and 
that for the ith auxiliary steady-state as the i-LEMPC, i > 1. The theo-
retical result for this detection strategy is presented below. 
Proposition 1. ((Ellis et al., 2014b; Lao et al., 2015)) Consider the 
systems below 
ẋi = fi(xi(t), ui(t),w(t)) (9a)  

˙̃xi = fi(x̃i(t), ui(t), 0) (9b) 
where |xi(t0) − x̃i(t0)| ≤ δ where t0 = 0. If xi(t), x̃i(t) ∈ Ωρi for t ∈ [0,T], 

then there exists a function fW,i(⋅, ⋅) such that: 
|xi(t) − x̃i(t)| ≤fW,i(δ, t− t0) (10)  

for all xi(t), x̃i(t) ∈ Ωρi , ui ∈ Ui, and w ∈ W, with 

fW,i(s, τ) :=
(

s+ Lw,iθw

Lx,i

)
eLx,iτ − Lw,iθw

Lx,i

(11)   

Proposition 2. ((Ellis et al., 2014b)) Let Vi(⋅) represent the Lyapunov 
function of the nominal system of Eq. (1), in deviation form from the ith 
steady-state, under the controller hi(⋅) that satisfies Eqs. (2a)–(2d) and Eq. 
(3) for the system of Eq. (1) when it is in deviation variable form from the ith 
steady-state. Then there exists a function fVi such that: 
Vi(x) ≤ Vi(x

′ ) + fVi
(|x − x

′ |) (12)  

∀x, x′ ∈ Ωρi where fVi (⋅) is given by: 

fVi
(s) := α4,i

(
α−1

1,i (ρi)
)

s + MVi
s2 (13)  

where MVi is a positive constant. 
Theorem 1. ((Oyama, Durand, 2020)) Consider the closed-loop system 
of Eq. (1) under the implementation strategy described above, where the 
steady-state input for the ith steady-state is within the input bounds and 
x∼i(tk) ∈ Ωρh,i/Ωρs,i , in the absence of a false sensor measurement cyberattack 
where each controller hi(⋅), i ≥ 1, used in each i-LEMPC meets the in-
equalities in Eqs. (2a)–(2d) and (3) with respect to the ith dynamic model. 
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Let ϵWi > 0, Δ > 0, N ≥ 1, Ωρi ⊂Ωρsamp2,1 ⊂Ωρ1 ⊂X1 for i > 1, ρi > ρh,i > ρmin,i 
> ρs,i > ρ

′
s,i > 0, where Ωρh,i is defined as the smallest level set of Ωρi that 

guarantees that if Vi(x̃i(tk)) ≤ ρh,i, Vi(xi(tk)) ≤ ρi, and ρ1 > ρsamp2,1 >
ρsamp,1 > ρe,1 > ρmin,1 > ρs,1 > ρ

′
s,1 > 0 (where Ωρsamp,1 is defined as a level 

set of Ωρ1 that guarantees that if x1(tk) ∈ Ωρ1/Ωρsamp,1 , then x̃1(tk) ∈ Ωρ1 

/Ωρe,1 ) satisfy: 

−α3,i

(
α−1

2,i

(
ρ

′
s,i

))
+ L

′
x,iMf ,iΔ ≤ −ϵw,i

/
Δ, i = 1, 2,…, (14)  

ρe,1 + fV,1

(
fW,1(δ,Δ)

)
≤ ρsamp2,1 (15)  

−α3,1

(
α−1

2,1

(
ρe,1

))
+ L

′
x,1Mf ,1Δ + L

′
x,1δ + L

′
w,1θw ≤ −ϵ

′
w,1

/
Δ (16)  

−α3,i

(
α−1

2,i

(
ρs,i

))
+ L

′
x,iMf ,iΔ + L

′
x,iδ + L

′
w,iθw ≤ −ϵ

′
w,i

/
Δ, i = 1, 2, 3,…,

(17)  

ρmin,i = max

{
Vi(xi(t)) : xi(tk) ∈ Ωρ

′
s,i
, t ∈ [tk, tk+1), ui ∈ Ui

}
, i = 1, 2,…,

(18)  

ρsamp2,1 ≥ max
{

V1(x1(t)) : x1(tk) ∈ Ωρsamp,1

/
Ωρe,1

, t ∈ [tk, tk+1), u1 ∈ U1

}

(19)  

ρ1 ≥ max
{

V1(x̃1(tk)) : x1(tk) ∈ Ωρsamp2,1

} (20)  

ρi = max
{

Vi(xi(tk)) : x̃i(tk) ∈ Ωρh,i

}
, i = 2, 3,…, (21)  

ρ
′
s,i < min

{
Vi(xi(tk)) : x̃i(tk) ∈ Ωρi

/
Ωρs,i

}
, i = 1, 2,…, (22)    

If x̃1(t0) ∈ Ωρsamp2,1 , x1(t0) ∈ Ωρsamp2,1 , and |x̃i(tk) − xi(tk)| ≤ δ, k = 0, 1…, 
then the closed-loop state is maintained in Ωρsamp2,1 and the state measurement 
is in Ωρ1 when the 1-LEMPC is activated at t0 and for te,i−1 ≤ t < ts,i or when 
the i-LEMPC is activated for ts,i ≤ t < te,i under the implementation strategy 
described above, and the closed-loop state and the state measurement are 
maintained within Ωρ1 for t ≥ 0. Furthermore, in the sampling period after 
ts,i, if ̃xi(tk) ∈ Ωρi/Ωρs,i , Vi decreases and xi(t) ∈ Ωρi for t ∈ [tk,tk+1). This 
detection strategy does not guarantee stability and feasibility at every 
instance of process operation as the detection of cyberattacks is active 
only over randomly selected sampling periods and it is possible for fake 
sensor measurements to indicate a decrease in the process states without 
matching the actual trajectory followed by the process resulting in the 
cyberattack detection strategy being ineffective against such cyber-
attacks. In terms of a minimal security architecture, this strategy would 
likely not be a very economical choice for handling sensor attacks, both 
because it disrupts process operation when it probes for attacks 
compared to what might be done if this strategy was not used, but still 
does not provide a guarantee of attack detection so that there is not 
necessarily much gained by adding this detection policy. There are no 
guarantees regarding optimality of profits compared to a case where no 
probing occurs or where attacks occur. 

The second sensor attack detection strategy from Oyama and Durand 

(2020) (Detection Strategy 2-S) involves controlling the process using 
only the 1-LEMPC but checking at every sampling time whether a state 
prediction for tk based on a measurement made at time tk−1 (denoted by 
x(tk|tk−1)) is “close” (in a norm sense) to the measurement x(tk) at tk 
(where closeness is expressed using ν as a threshold on the prediction 
error). The implementation strategy is:  

1. If |x(tk|tk−1) − x(tk)| > ν at a sampling time, flag that a cyberattack is 
happening and apply mitigating action. Else, go to Step 1a.  
(a) Operate the process under the 1-LEMPC. tk←tk+1. Go to Step 1. 

The theoretical result for this strategy is presented below. 
Theorem 2. ((Oyama and Durand, 2020)) Consider the system of Eq. 
(1) in closed-loop under the implementation strategy described above based 
on a controller h1(⋅) that satisfies the assumptions of Eqs. (2a)–(2d) and (3). 
Let the conditions of Theorem 1 hold with ts,j = ∞, j = 2,3,…, and 
δ ≥ fW,1(θv,1,Δ) + ν. If x̃1(t0) ∈ Ωρsamp2,1 ⊂Ωρ1 and x1(t0) ∈ Ωρsamp2,1 , then 
x1(t) ∈ Ωρsamp2,1 and the state measurement at each sampling time is in Ωρ1 for 
all times before a sampling time tA that a cyberattack falsifies a state mea-
surement, and x1(t) ∈ Ωρsamp2,1 for t ∈ [tA, tA + Δ), if the attack is not detected 
at tA. 

This detection strategy guarantees stability and feasibility for at least 
a sampling period after an undetected attack. Because this strategy adds 
cost but cannot guarantee detection of an attack, one might consider that 
it is not desirable from a minimal security architecture perspective un-
less another policy can be found that is able to provide detection gua-
rantees when this procedure fails. 

The final strategy (Detection Strategy 3-S) from (Oyama and 
Durand, 2020) uses an LEMPC of the form of Eq. (8) but with the state 
measurement replaced by a state estimate z1. M observers are con-
structed that all estimate the state of the system, and these cross-check 

one another by comparing |zr(tk) − zl(tk)| with an upper bound ϵmax :=
max{e∗r + e∗l }, r = 1,…,M, l = 1,…,M. An assumption of this method is 
that no more than M − 1 estimators can be impacted by the attack, and 
that it occurs after all of the estimates have converged (i.e., after tbp, p =
1,…,M). The implementation strategy is as follows:  

1. If |zi(tk)− zj(tk)| >ϵmax, i = 1,…,M, j = 1,…,M, at any sampling time, 
or z1(tk) ∕∈ Ωρ, flag that a cyberattack is occurring and perform 
mitigating actions. Else, go to Step 1a.  
(a) Operate using the LEMPC with ̃x(tk) = z1(tk). tk←tk+1. Go to Step 

1. 

Defining ϵ∗M := ϵmax + max{e∗mj}, j = 1, …, M, the following theorem 
describes the theoretical results for this method. 
Theorem 3. Consider the system of Eq. (1) in closed-loop under the output 
feedback LEMPC of Eq. (8) based on an observer and controller pair satis-
fying Assumptions 1 and 2 and formulated with respect to the i = 1 mea-
surement vector, and formulated with respect to a controller h(⋅) that meets 
Eqs. (2a)–(2d) and (3). Let at least one state estimator be non-impacted by 
an attack, and θw ≤ θ∗w, θv,i ≤ θ∗v,i, ϵi ∈ (ϵ∗Li, ϵ∗Ui), and |zi(t0) − x(t0)| ≤em0i, 
for i = 1,…,M. Also, let ϵW,1 > 0, Δ > 0, Ωρ1 ⊂X, and 
ρ1 > ρmax > ρ1,1 > ρe,1 > ρmin,1 > ρs,1 > 0, satisfy: 

ϵ
′
w,i > max

x̃i(tk )∈Ωρh,i/Ωρs,i

⃒⃒
min

{
Vi(x̃i(tk)) : x̃i(tk) ∈ Ωρh,i

/
Ωρs,i

}

−max
{

Vi (̃xi(tk+1)) : x̃i(tk) ∈ Ωρh,i

/
Ωρs,i

, ui ∈ Ui,
⃒⃒
xi

(
tp

)
− x̃i

(
tp

)⃒⃒
≤ θv,1, p = k, k + 1

}⃒⃒ (23)   
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ρe,1 ≤ ρmax − max
{

fV

(
fW

(
ϵ∗M ,Δ

))
,Mf max{tz1,Δ}α4

(
α−1

1 (ρmax)
)} (24)  

ρe,1 ≤ ρ1 − fV

(
fW

(
ϵ∗M ,Δ

))
− fV

(
ϵ∗M

) (25)  

−α3

(
α−1

2

(
ρs,1

))
+ L

′
x

(
Mf Δ+ ϵ∗M

)
+ L

′
wθw ≤ −ϵW,1

/
Δ (26)  

ρmin,1 = max
{

V(x(t))
⃒⃒
V(x(tk)) ≤ ρs,1, t ∈ [tk, tk+1), u ∈ U

} (27)  

ρmin,1 + fV

(
fW

(
ϵ∗M ,Δ

))
≤ ρ1 (28)  

ρmax + fV

(
ϵ∗M

)
≤ ρ1 (29)  

where tz1 is the first sampling time after tb1, and fV and fW are defined as in 
Propositions 1 and 2 for i = 1 but with the subscripts dropped. Then, if 
x(t0) ∈ Ωρe,1 , x(t) ∈ Ωρmax 

for all t ≥ 0 and z1(th) ∈ Ωρ1 for th ≥ max{Δ, tz1}
until a cyberattack is detected according to the implementation strategy 
above, if the attack occurs after tq. It may seem that Detection Strategy 
3-S, which is able to guarantee safety in the presence of attacks as long as 
some of the sensors are not attacked, suggests a minimal security ar-
chitecture could be one in which only the sensors corresponding to a 
state estimator that requires the least sensors of all of the redundant 
estimators are secured (i.e., the others may be less secure; this assumes 
that others are able to be found). However, one could then ask why the 
others are required at all, if one set is fully secured (i.e., if one estimate is 
always correct and it is known which estimate that is, it would be 
preferable to use that estimator all the time without the added cost of the 
redundancy). In this strategy then, the minimum number of sensors that 
could be used to reconstruct a state would be limited by fundamental 
control-theoretic properties such as observability. 

Though this detection strategy guarantees stability and feasibility at 
every instance of process operation in the presence of undetected 
cyberattacks on process sensors by keeping state measurements and 
estimates within a bound of each other, it still does not guarantee that 
profits are close to what would be obtained without an attack. This is 
because the undetected attacks could be present for a long time period, 
causing the state to continue to differ over time from the trajectory that 
it otherwise would have taken, and thereby causing profits to deviate 
from what they otherwise would have been. This also depends on the 
disturbances and measurement noise. 

The concept of a minimal security architecture brings up the ques-
tion of how one might evaluate the cost tradeoffs between different 
technologies in the future. Different cybersecurity products will cost 
different amounts for different size organizations and from different 
sellers with different features. In chemical engineering, it is typical to 
perform cost analyses for production using cost analysis procedures 
based on applying different factors to estimated base costs. However, a 
difference between analysis for cybersecurity costs and chemical process 
costs has traditionally been that whereas the process must be built 
(making a cost analysis for chemical process equipment “mandatory”), 
cost analyses for cybersecurity may require some sense of the tradeoffs 
between paying extra for cybersecurity and the potential that nothing 
may happen if no extra is paid. Gordon et al. (2020), for example, pre-
sents a framework for attempting to quantify benefits from cybersecurity 
that account for both losses from attacks as well as the difference be-
tween cybersecurity costs and the benefits from protecting against the 
loss. We might envision that after developing a number of possible 
frameworks for control system cybersecurity, these types of analyses 
might be used to compare different ideas and clarify which control and 
cybersecurity combinations are least costly. A model study might be 
chosen in such a case (e.g., a distillation column as was selected for a 
cybersecurity study in Ahmad, 2020), and then the system can be run 
under the different control policies both with and without attacks to 
analyze how the strategies affect profits during normal operation and to 
what extent they prevent catastrophes during operation that would be 
costly. An analysis of how easy it is to make changes to the system in all 

cases can also be considered, as can the difficulty of setting up the se-
curity systems (e.g., if a control-theoretic policy is used, this may require 
expert knowledge from a control engineer that may not be required with 
more standard information technology-based approaches). This can help 
to make a comparison between different strategies for securing a system 
from many angles, which may aid with developing a final policy. 
Remark 1. Though it was noted above that redundant observers may 
not be needed if some sensors are secured and are sufficient for 
providing state estimates to a controller, they may have utility for 
seeking to entice attackers to attack systems for the purpose of better 
understanding their attack methods and motives (a “honeypot”). 

5. Minimum security architecture for inspiring new cyberattack 
detection methods: developing directed randomization 

In this section, we seek to demonstrate the utility of the minimum 
security architecture for guiding the development of new cyberattack 
detection strategies through the example of a strategy which we term 
“directed randomization.” This policy is motivated by the fact that even 
the strongest cyberattack detection guarantees reviewed above (i.e., 
under Detection Strategy 3-S, attacks can be detected or otherwise not 
cause safety issues) require assumptions such as that at least one of the 
state estimators cannot be impacted by an attack. Within the minimum 
security architecture notion, this begs the question of whether requiring 
some sensor measurements to be secured would impose restrictions on 
flexibility of some systems, and if there is any way to detect cyberattacks 
even if all sensors might be compromised. To probe this question, we 
develop an active attack detection scheme that takes a hint from cryp-
tography (which is aligned with the thought process in Teixeira et al., 
2012) and is similar in spirit to active detection methods such as Ko 
et al. (2019) (which is based on private inputs from actuators that are 
used to detect that the sensor measurements do not match what should 
be occurring in the absence of an attack). The goal of directed 
randomization is to provide a means to make it unlikely that past state 
measurements could be incorrect by the way that the control actions for 
the process behave (assuming the attacker follows a specific attack 
model). This section is organized as follows: first, we clarify what a 
technique that attempts to flag incorrect state measurements should 
achieve. Then, we provide an intuitive concept for attempting to achieve 
these goals, and show that this method does not have all required 
properties. This inspires the development of the directed randomization 
strategy, which utilizes randomness in a targeted fashion to attempt to 
thwart sensor cyberattacks occurring according to a specific policy. 

5.1. Handling full sensor attacks: how the strategy should work 

The first question in attempting to develop a strategy that may not 
need any sensors to be secured is to ask what kinds of properties such a 
controller might have. A strategy is needed for attempting to force at-
tackers to reveal themselves even if they were to gain hold of all sensors. 
We would like to add some type of unexpected action to the control 
input, where the attacker could not guess what we would do any better 
than a random guess (which is reminiscent of a one-time pad (Darup and 
Jager, 2019)). Because the process should subsequently behave ac-
cording to its dynamics, we would then like to use a process model to 
predict changes in a state measurement, which would presumably 
follow a unique pattern based on the changes to the inputs, but this 
could be complicated by sensor noise and plant/model mismatch. If a 
cyberattack occurs, the proper pattern would no longer be detected in 
the state measurements and an attacker could not know the pattern 
because it is a one-time pad (similar to strategies such as dynamic 
watermarking Satchidanandan and Kumar, 2016). What is needed to 
detect an attack in a finite time is for the trajectory under the attack to be 
distinguishable with a high probability from the trajectory under the 
expected pattern in finite time, so that it would be highly improbable for 
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someone to falsify the state measurements. However, we would also like 
to guarantee closed-loop stability while doing this. 

Our prior work has looked at strategies incorporating randomness (e. 
g., randomly selecting steady-states in Detection Strategy 2-S or 
randomly selecting control laws in Durand, 2018); however, neither 
could always guarantee detection of an attack or that it could not cause 
safety issues before it was detected. This indicates that randomness on 
its own is not sufficient to prevent attacks from being successful; this 
indicates that a rigorous investigation of how this strategy can be 
designed to ensure that attacks even on all sensors and all actuators at 
once are found before they cause safety issues is important. It is also 
important to recognize the challenge of dealing with noise and distur-
bances. For example, consider Fig. 1. If there is a state measurement 
impacted by noise only (i.e., no attack), then the state is in a ball around 
the measurement according to the upper bound on the noise. Under an 
input, in the presence of plant/model mismatch and measurement noise, 
there will be a set of all possible states that could be reached and 
measured from the original set of possible states. If an attacker was to 
present a state measurement outside of the expected set, it would be 
known to be incorrect. However, how to ensure that there is a bounded 
time before they either show themselves or reveal they are not there is 
an important question. 

Sample-and-hold also causes issues, since an attacker might be able 
to back-solve for the input if they knew the state measurements. Spe-
cifically, if the attacker receives the actual measurements over a time 
period when the input is kept constant, they may be able to determine 
which input might have been applied to the system and thereby to 
determine which states should be in the measurement trajectory. This 
could help them to provide state measurements that appear correct 
despite being false. To avoid this, the proposed strategy has to affect the 
state without giving the attacker enough time to react (i.e., an operator 
or engineer should be able to tell that an attack was performed before 
the attacker is able to provide state measurements that appear correct). 
In addition, the control actions applied while probing for attacks should 
guarantee closed-loop stability, ensure there are no time periods when 
attacks are not being probed for, avoid significant impacts on profits, 
and make it highly unlikely for an attacker to have falsified data after it 
has been validated (and highly likely that the attacker did falsify the 
data (or that a fault is occurring) if it is not validated). 

It is necessary to assess whether there are any circumstances under 
which these types of manipulations can be performed. To do this, 
consider the extreme case in which there are no disturbances and sensor 
measurements are perfect. In this case, the dynamics of the same system 
under two different inputs could not be exactly the same, so that mea-
surements should reveal when an input applied is not exactly what is 
expected. As sensor noise and disturbances (plant/model mismatch) are 
added, we would expect there to be inputs that are close enough to one 
another where the allowable measured states at the end of the sampling 
period could match (and that the set of inputs causing this overlap be-
comes larger as the bound on the noise and disturbances increases, so 
that the extent of noise and disturbances is limited by whether it is 
desired to make certain inputs cause distinguishable trajectories). 

To move from the above discussion of desired properties of a 
detection procedure to providing details of that procedure, we will use a 
process example to showcase why a rough intuitive strategy for 
attempting to meet these goals is insufficient, and that more care is 
needed in defining the controller. Then, we will provide an idea for a 
detection strategy that meets the goals above when the attacker has a 
specific strategy. 
Remark 2. The concept that we need to ensure that the attacker does 
not receive measurements while an input is held constant that would 
enable them to tell what input was applied could be thought of with 
(loose) cryptographic wording as considering the process dynamics as a 
public key and the input as a private key. The concept that it is easier to 
compute the outcome of the decryption by an entity with both keys, but 
hard without both keys (creating a one-way function) is a loose 
description of what is sought to be achieved. Specifically, the process 
dynamics evolve faster under the unknown input than an attacker would 
be able to falsify without knowing the input, so that the measurement 
will show this effect (i.e., the dynamics under the input are “decrypted” 

quickly through measurement) whereas the attacker would be lucky to 
provide the correct state measurement (there is a nonzero chance of this, 
but it is more challenging). 

5.1.1. Chemical process example: attempting to detect sensor attacks with 
signature signals 

In this section, a rough attempt to meet the goals of the prior section 
is developed in a process example in which a bias is placed in the control 
action applied to the system to cause the sensor measurements to be 
different than what would be applied if the bias does not occur. In this 
case, even if an attack is attempting to be stealthy in the sense that it 
falsifies state measurements so that they look like the process is oper-
ating normally, the attack may be able to be noticed by a failure of the 
sensor data to follow the trajectory that it would take under the bias. The 
choice of the bias can depend on the dynamics of the system, and would 
need to cause the differences between many attacked and non-attacked 
conditions to be readily revealed. 

The concept is illustrated with a CSTR controlled by a Lyapunov- 
Based Economic Model Predictive Controller (LEMPC) (Heidarinejad 
et al., 2012), with the dynamics and parameters from Alanqar et al. 
(2015). This CSTR has two states (concentration CA of reactant in the 
reactor and temperature T of fluid in the reactor) and two inputs (a heat 
rate Q being supplied to the reactor and a feed concentration of reactant 
CA0). The attack takes place as follows:  

1. For t ∈ [0, 0.33) h: No attack is performed.  
2. For t ∈ [0.33,0.5) h: A bias is applied to the heat rate to increase its 

value by 5× 104 kJ/h, when the state measurements are not falsified. 
This causes the shift in the input to be observed in the state 
measurements.  

3. t ≥ 0.5  h: An attack occurs in which the sensor measurements appear 
as if they were coming from control of the process using LEMPC, with 
no bias applied. 

Fig. 1. Concept of regions in which the state measurement could not be verified 
to be falsified. The size of the regions is dictated by the magnitude of the 
measurement noise and plant/model mismatch. The initial condition is the 
potential state for the process at time t0, just as each point in the second set of 
states is a potential state for the process at time t1, and the points in the third set 
of states are potential states for the process at time t2. If we do not receive a 
measurement at t1, we expect that the region corresponding to the third set of 
states is larger than that for the second set of states due to the measurement 
noise and disturbances broadening the set of possible states at the end of a 
sampling period based on allowable states at the beginning of the sampling 
period. However, if we receive a measurement at t1, this can help to prevent as 
much broadening of the possible states at the next sampling time. 
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Fig. 2 indicates the response of the closed-loop system to the oper-
ating policy just outlined. The disadvantage of this ad hoc approach is 
that if an attacker learned the bias that would be applied to the inputs, 
they could easily modify their sensor falsification strategy to include an 
effect that appeared to suggest the bias was added. This indicates that 
adding a bias alone is not enough to showcase an attack; the manner in 
which the bias is applied is critical. The next section will use this 
conclusion to develop a modified concept. 
Remark 3. The idea in this example was to introduce a signal on top of 
the state of the system that has a human-readable impact on the output 
signal for aiding in the diagnosis of the attacks. Though this bias does not 
appear to have affected the ability of the closed-loop state to be main-
tained in a defined region of state-space before the attack, that is not 
necessarily guaranteed with a general bias. 

5.1.2. Directed randomization protocol 
As noted in the prior section, though a bias can be added to a control 

action to attempt to show that this bias is present in the sensor mea-
surements, if the attacker knows this bias, they would be able to fake its 
presence. We could ask whether we could modify the idea such that, 
inspired by Detection Strategy 1-S (where probing for attacks occurs at 
random times), we add the bias to the control action at random times to 
attempt to catch the attacker unaware. However, it would somehow 
need to be assessed whether closed-loop stability (in the sense of 
boundedness of the closed-loop state within an expected region of state- 
space) can still be maintained at all times when the bias is randomly 
applied. To handle these various considerations, we consider a strategy 
that we term “directed randomization.” To describe this strategy, we 
will discontinue referring to “biases” in the control action and instead 
consider that the full control action (which might be comprised of a 
baseline value plus a bias) constitutes the control action. 

In directed randomization, every possible state measurement is 
associated a priori with two possible control actions (to avoid the 
number of potential sensor measurements and control actions being 
infinite, we will consider that the sensing device has a limited resolution, 
so that there are a finite, though potentially large, number of possible 
state measurements). These control actions will be selected to achieve 
certain goals with respect to what we will call “reachable sets,” which 
we take to mean sets of all potential state measurements that could be 
obtained by the end of a sampling period if: 1) the actual initial state is in 
a region around the initial state measurement that is consistent with the 
sensor noise bound and 2) the state measurement at the beginning of the 

next sampling period must be consistent with the sensor noise bound 
and the bound on the plant/model mismatch. Specifically, the reachable 
set after a sampling period contains all possible final states after one 
sampling period that might have been able to be measured given that the 
measurement at the beginning of the sampling period and at the end are 
both subject to the sensor noise, and there are many possible state tra-
jectories between two sampling periods that start at a given initial 
condition due to the many different realizations of plant/model 
mismatch that could occur (similar to the notion between the initial 
state and second set of potential states in Fig. 1). The goals that the in-
puts must achieve with respect to the reachable sets are: Input 
Requirement 1) they must ensure that the reachable sets are not over-
lapping as in Fig. 3 and Input Requirement 2) they must ensure that the 
two potential reachable sets (and the state as it evolves with time to end 
up in the reachable sets) never leave a bounded and safe region of state- 
space Ωρ when the process is operated without attacks. In the remainder, 
we will assume that it is possible to find such inputs, and will not 
investigate the conditions under which this is possible for given system 
dynamics. The need for Input Requirement 1 comes from the desire to 
integrate the control action selection policy with sensor measurement 
attack detection. Specifically, at every sampling time, someone who 
knows the two control actions that might have been applied could 
provide a state measurement consistent with one of these two control 
actions, but not with both at once. Input Requirement 2 is required to 
ensure that this strategy does not lead to loss of closed-loop stability 
under non-attacked operation. 

Input Requirement 1 leads to the design of an integrated detection 
and control policy for sensor attacks in which one of the two allowable 
control actions is randomly selected at every sampling time. The selec-
tion can occur based on a string of random binary digits (inspired by a 
one-time pad), where identical copies of this string are available at both 
the detection device and the actuators, and a 0 represents one of the 
control actions while a 1 represents the other. Because of Input 
Requirement 1, the inputs that might be applied at tk will cause the state 
measurement to be expected to end up in one of two disjoint sets R1,k+1 
or R2,k+1 at tk+1 if there is no attack. If there is an attack, an attacker who 
only receives state measurements at every sampling time and does not 
have access to the input signal may know what R1,k+1 or R2,k+1 are; 
however, they would not know which of these two was expected by the 
detection policy at a given tk+1. This makes it “harder” for them to evade 
detection. 

At tk+1, an attacker might provide some state measurement outside of 
either R1,k+1 or R2,k+1 (in which case they would be flagged), or they 
might provide one within either R1,k+1 or R2,k+1. We might consider that 
it “makes sense” that if the attacker knew the two inputs which might be 
applied, they might provide one in either R1,k+1 or R2,k+1. However, as 
there was a 50/50 chance of either of these two inputs being selected, 
they essentially have a 50/50 chance of guessing which of the two re-
gions they think they should select to provide a state measurement 
within. This means that at tk+1, one of two outcomes is achieved: 1) the 
attacker provides the false state measurement in the wrong region with a 
50% probability or 2) the attacker provides the false state measurement 
in the right region with a 50% probability. In the first case, a detection 
policy that checks if they provided the state measurement in the correct 
region would flag them. However, this detection policy would not catch 

Fig. 2. Process state trajectories under the detection policy attempt of Sec-
tion 5.1.1. 

Fig. 3. Overlapping reachable sets.  
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them in the second case. Because they have a 50% probability of 
guessing the “correct” region to provide a false state measurement 
within at tk+1, there is a large chance that the detection policy “misses 
them.” While this may provide an improvement in plant security 
compared to not performing a check at all, it may also fail to detect 
attacks a significant portion of the time. 

We can improve on this strategy, however, by recognizing that since 
the random number string is dictating the selected control action, and 
each number in the string is independent from the others, the analysis 
just performed holds at the next sampling time also. Specifically, 
consider that there was an attack on the state measurement at tk+1, but 
that it was not flagged because it was in the correct region Rc,k (which is 
either R1,k+1 or R2,k+1, depending on whether the random number 
selected at tk was 0 or 1). At tk+1, there is no basis for believing the state 
measurement to be false (and indeed, since it is in the right region, the 
state measurement without the falsification would have also been within 
Rc,k as well, which bounds how far “off” the false value can be from the 
actual value without the attack being caught after one sampling period). 
At tk+1, because the state measurement has not been flagged as false, it is 
“trusted” for providing the control input to apply to the process (i.e., if 
we call the falsified state measurement xf (tk+1), then the set of two 
control inputs which might be applied is the set of two inputs corre-
sponding to a measurement of xf (tk+1)). Now, R1,k+2 and R2,k+2 are 
computed by assuming that the measurement at tk+1 is “correct” (within 
the bound on the measurement noise). At tk+2, the state measurement 
will be expected by the detector to be in one of these two regions. Just as 
at tk+1, the attacker has a 50/50 chance of guessing which of the two 
inputs was applied and therefore which of the two regions R1,k+2 and 
R2,k+2 is the region that they should place the next state measurement 
within to avoid detection. In this case, R1,k+2 and R2,k+2 are computed 
based on the expected value of the actual state in the region around 
xf (tk+1) based on the bound on the measurement noise, and based on the 
possible disturbance profiles between tk+1 and tk+2 as well as potential 
measurement noise at tk+2. Though the predictions are tied to xf (tk+1), 
the two control actions that are known to be potentially applied at tk+1 
are selected independently from xf (tk+1) (and rather according to the 
string of random numbers). This means that at tk+2, the attacker is again 
faced with a 50% probability of selecting the expected Rc,k+2 for 
providing a new false state measurement. 

Though between tk+1 and tk+2, the attacker may have a 50% chance 
of evading detection, their likelihood of evading detection twice (from tk 
to tk+2) is lower. Specifically, as noted above, the probability of the 
attacker selecting Rc,k+1 given that the state measurement at tk was not 
flagged as an attack is 50%, and the probability of the attacker selecting 
Rc,k+2 given that the state measurement at tk+1 was not flagged as an 
attack is 50%. Therefore, the probability that the attacker succeeds at 
evading detection twice in a row is 25%. We can imagine that if the 
attack is not flagged at tk+2 (i.e., the attacker guessed the correct region a 
second time out of pure luck), then at the next time, the likelihood that 
they guess Rc,k+3 correctly is again 50% so that the likelihood that they 
evaded detection three times in a row is 12.5%. We could continue like 
this to obtain lower and lower probabilities of getting the correct result 
multiple times in a row, which is suggested by Fig. 3, in which the first 
node (node 0) represents the state at t0, at which time we consider that 
the state measurement is accurate. In a case with no disturbances and 
measurement noise, the two possible end states branching from node 
0 could be achieved from this initial node. If there is no attack, the state 
measurement should read the value at node 1 at sampling time t1. If 
there is an attack at t1, the state will be at one of the two locations that 
branch off from node 0 if it is stealthy, or it will be at some other point 
entirely if it is not stealthy. If the state measurement is not at node 1, an 
attack will be flagged. The likelihood of the attacker giving a false state 
measurement multiple times in a row (i.e., from t1 on) are noted near 
each node in the figure. The two potential end states from every node are 
also shown. 

This logic forms the basis of the detection aspect of directed 
randomization. Specifically, at the end of every sampling period, we 
consider that we have a 50% chance that the last state measurement was 
falsified if the state measurement at the end of the sampling period was 
in the expected region (as calculated based on the last state measure-
ment). However, we have a 25% chance that both the state measurement 
before that and the last state measurement were both falsified. If we look 
back n sampling times, if no attack has been flagged, we have a 100

2n 

percentage chance that all of the last n state measurements were falsi-
fied. Therefore, one can specify a likelihood ϵ with which some number 
of the last state measurements have been falsified, and this will fix n =
−1

ln 2 ln ϵ
100. The detector therefore must check whether each falsified state 

measurement is in Rc,p, p = k − n + 1,⋯, k (considering tk to be the most 
recent time at which a state measurement was taken), and if all are in the 
correct regions, it states that it is unlikely that all of the last n state 
measurements have been attacked. If we assume that the attacker would 
provide false state measurements at every sampling time after they 
initiated an attack, we could think of this as a statement that it is un-
likely that tk−n was falsified if all of the subsequent measurements were 
not flagged as attacked measurements. For example, in Fig. 4 at the 
fourth node, there is a 12.5% chance that all measurements from t1 to t3 
have been falsified if the measurement at t0 was not flagged as an attack, 
but a 25% chance that only t2 and t3 were falsified if the measurement at 
t1 was not flagged, and a 50% chance that the measurement at t3 was 
falsified if that at t2 was not flagged. If the 12.5% likelihood of falsifi-
cation is deemed acceptably low, for example, then we can consider that 
the first scenario is sufficiently unlikely so that it is not the case (i.e., it 
would be considered unlikely that the attacker provided a false state 
measurement at every time after t0 and was never caught if the mea-
surement at t0 was not flagged as an attack). This suggests that the 
measurement at t0 was likely correct, or else the attacker would likely 
have been caught at some time since that point (since it would have been 
hard for them to “fake it” for so long). Therefore, the detector will apply 
a moving window strategy where at tk, if no attack has been flagged 
since tk−n+1, we consider that the measurement at tk−n was likely correct 
and stop including it in the set of measurements for which we are un-
certain if they were falsified or not. Colloquially, we can think of this as 
that the detector uses the outcomes of the last n predictions of Rc,p to 
back-validate the measurement at tk−n. The idea is that the detector 
determines that it is unlikely that someone “faked” the measurements 
for so long (i.e., since tk−n+1), meaning that at some point in the past the 
measurement must have been correct, and that time is likely the farthest 
point back in time in the window being considered (i.e., tk−n). In other 
words, since an attacker probably could not have gotten the guess of the 
input that was applied (and thus Rc,p) right n times in a row, and since no 
attack has been flagged yet (meaning that if there had been an attack, 
then the attacker must have guessed the input correctly n times in a row 
or else the attack would already have been flagged), there probably was 
not an attacker providing false state measurements to the system and 
guessing the input correctly n times in a row. The detector’s policy as-
sumes that 1) an attacker may have started an attack in which they were 
trying to guess Rc,p at every sampling time and 2) if they did start such an 

Fig. 4. Concept of random selection between two possible inputs at every 
sampling time, where each would provide a distinct state measurement at the 
end of the sampling period. The likelihood that the attacker provided a false 
state measurement every time since t1 is noted near each node. 
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attack, they would continue to employ this attack at every sampling time 
thereafter. Under these assumptions, if it is unlikely that an attacker 
provided false state measurements n times in a row, then tk−n probably 
did not come from an attack (or else the attacker would have provided 
false state measurements n times in a row since the detector’s policy is 
based on the assumption that if the attacker started this type of attack in 
which they seek to guess Rc,p at every sampling time, they did not stop it 
since then). 

The implementation strategy for directed randomization as 
described above is as follows:  

1. Generate a random string of 1’s and 0’s to indicate which of two 
control actions will be selected at every sampling time. Share this 
string only between the actuator and the attack detection system. Go 
to Step 2.  

2. At tk, obtain the state measurement x̃(tk). Select one of the two 
control actions corresponding to x̃(tk), assuming that the state mea-
surement x̃(tk) is correct within the bound on the measurement 
noise. The detector uses this input to compute Rc,k+1. Go to Step 3.  

3. Control the process using the control action selected at a Step 3. Go to 
Step 4.  

4. At tk+1, the detector checks whether the state measurement is within 
Rc,k+1 and if it is within Ωρ. If not, flag an attack. If yes, consider the 
measurement at tk−n+1 is validated. Go to Step 5.  

5. tk←tk+1. Go to Step 2. 

Because directed randomization seeks to make it more challenging 
for an attacker to evade detection for times longer than n sampling pe-
riods, one might consider that it is attempting to detect attacks in a finite 
time and thereby to put a bound on the profit that could be lost in the 

time interval of n sampling periods. Below we place a bound on the 
profit lost in n sampling periods (which requires the assumption that the 
attacker continues the attack for n sampling periods in a row and is 
expected to be detected before n sampling periods pass). 
Proposition 3. ((Durand and Wegener, 2020)) Consider the systems 
below 
ẋ1 = f (x1(t), u1(t),w(t)) (30a)  

ẋ2 = f (x2(t), u2(t),w(t)) (30b) 
with initial states x1(t0) = x2(t0), u1 developed based on x1(t0) and u2 

developed based on a measurement ̃x2(t0) such that |x1(t0) − x̃2(t0)| ≤ δ with 
t0 = 0. If x1(t), x2(t) ∈ Ωρ, |f(x1, u1,w) − f(x1, u2,w)| ≤Lu|u1 −
u2|, |u1(t) − u2(t)| ≤ B(δ), B(δ) > 0 for t ∈ [0,T], then there exists a func-
tion fW(⋅, ⋅) such that: 
|x1(t) − x2(t)| ≤fW(δ, t− t0) (31)  

for all x1(t), x2(t) ∈ Ωρ, u1, u2 ∈ U, and w ∈ W, with 

fW(s, τ) :=
(

LuB(s)
Lx

)(
eLxτ − 1

) (32)   

Proposition 4. Consider the following systems: 
ẋa(t)= f (xa(t), ua(t),w(t)) (33)  

ẋb(t)= f (xb(t), ub(t),w(t)) (34)  

where xa(t0) = xb(t0), xa(t) represents the state trajectory when the sample- 
and-hold input trajectory ua(t) applied to the process is one that would have 
been applied with no attack on the sensors, and xb(t) represents the state 
trajectory when the sample-and-hold input trajectory ub(t) applied to the 
process is one that is applied with a sensor measurement attack. Assume that 
|ua(t) − ub(t)| ≤ C,C> 0, ∀ t ∈ [t0, t0 +n) Then, there exist M > 0, ϵ1 > 0, 
and ϵ2 > 0 such that over n sampling periods: 
∫ t0+n

t0

[le(xa(τ), ua(τ))− le(xb(τ), ub(τ))]dτ ≤ (ϵ1 + ϵ2)nΔ (35)   

Proof. Denote xa(t) as the closed-loop state under input policy u1(t)
(associated with the state following a trajectory determined in the 
absence of an attack), and xb(t) as the closed-loop state under an alter-
native input policy u2(t) (associated with the state following an input 
trajectory determined in the presence of an attack). Because le is a 
continuous function of the closed-loop state when the input is fixed, 
there exist ϵ1>0, δ1>0 such that |le(xa(t), ua(t0)) − le(xb(t), ua(t0)| ≤ ϵ1 
whenever |xa(t) − xb(t)| ≤δ1 and |le(xb(t), ua(t0))− le(xb(t), ub(t0))| ≤ϵ2, 
whenever |ua(t)− ub(t)| ≤δ2. Over n sampling periods, there is an upper 
bound on |xa(t) − xb(t)| that can be obtained from Proposition 3 over the 
sampling period from t0 to t1 and extensions that can be made over 
sampling periods after the first. Over n sampling periods, this pattern 
will repeat to give an upper bound on |xa(t) − xb(t)| that can be 
considered to be δ1. There is also an upper bound on |ua(t) − ub(t)| in the 
assumption of the theorem that can be considered to be δ2 Then:  

Taking the time integral of the difference between the stage costs 
le(xa(t), ua(t0)) and le(xb(t), ub(t0)) for t ∈ [t0, t1) gives: 
∫ t1

t0

[le(xa(τ), ua(t0)) − le(xb(τ), ub(t0)]dτ ≤ (ϵ1 + ϵ2)Δ (37)  

Applying this recursively indicates that the maximum profit loss over n 
sampling periods when xa(t0) = xb(t0) and no attack occurs before t0 is ∑

i=0n (ϵ1 + ϵ2)Δ = (ϵ1 + ϵ2)nΔ.□ 

Remark 4. It is critical that R1,k and R2,k do not overlap because if they 
were to overlap, then a stealthy cyberattack can be formulated where an 
attacker can provide a state measurement within the overlap, and it 
would not be able to be distinguished which of the two potential inputs 
they thought was creating that state measurement. In this case, they 
would remain stealthy despite that they did not know the applied input. 
Remark 5. The fact that an attacker who wants to provide a guess of 
the state within the correct expected region cannot do better than 
randomly guess between the two potential regions provides a potential 
to detect attacks, even if all sensors are compromised, in a finite time. A 
benefit of this strategy is that when setting up the potential control in-
puts for every state measurement a priori, time can be spent to analyze 
which two inputs would satisfy Input Requirements 1 and 2 but be most 
profitable for the system. This may help to reduce some of the profit loss 
from a probing strategy by enabling the probing strategy to be set up 
with economics in mind from the start and then incorporating random 
selection between two potentially economically viable alternatives at 

|le(xa(t), ua(t0)) − le(xb(t), ub(t0))| ≤ |le(xa(t), ua(t0)) − le(xb(t), ua(t0)) + le(xb(t), ua(t0)) − le(xb(t), ub(t0))|
≤ |le(xa(t), ua(t0)) − le(xb(t), ua(t0))| + |le(xb(t), ua(t0)) − le(xb(t), ub(t0))|

≤ ϵ1 + ϵ2

(36)   
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each sampling time. However, further analysis would be needed to 
better understand impacts on profits. 
Remark 6. Given that one of the assumptions of the detection strategy 
above is that the attacker continues to provide false state measurements 
after starting to do so, it is reasonable to ask whether this is a significant 
limitation (as the attacker may choose to stop providing false state 
measurements, for example, after a short time). To analyze this case, we 
note that at any sampling time after an attacker starts to fake the state 
measurements, they can either stop faking them, or continue to fake 
them. In the case that they stop faking them, the implementation 
strategy above will flag an attack if the closed-loop state measurement is 
outside of either Rc,k+1 or Ωρ. This means that before an attacker can stop 
faking the measurements, to avoid detection, they must ensure that the 
(non-attacked) closed-loop state measurement is within Ωρ (i.e., the 
measurement xm(tk+1) is within a safe operating region; Ωρ should be 
selected such that this implies that the actual closed-loop state xa(tk+1) is 
also in a safe operating region Ωρsafe (i.e., V(xm(tk+1)) ≤ ρ implies that 
when |xm(tk+1)− xa(tk+1)| ≤θv, where θv represents the measurement 
noise bound, then V(xa(tk+1)) ≤ ρsafe)). In addition, since Rc,k+1 is 
computed from the last state measurement (which was fake), the only 
way for the attacker to avoid detection is if the set of possible (actual) 
state measurements at tk+1 (given the measurement noise around the 
actual state) intersects with Rc,k+1 that was computed based on the fake 
state measurement. This means that both some possible fake state 
(xf (tk+1)) within Rc,k+1 and the actual state (xa(tk+1)) cannot be far from 
one another at tk+1 (i.e., |xa(tk+1)− xf (tk+1)| ≤θv, for some potential fake 
states, where θv represents the radius of the ball around xa(tk+1) in which 
all potential non-attacked state measurements would fall given the 
bound on the measurement noise). This then also prevents the attacker 
from doing “too much” with the state if they would like to avoid being 
detected when they remove the attack before n sampling periods pass. 
The conclusion of this is that the attacker either needs to continue to 
provide false state measurements at every sampling time after they start 
doing so (in which case, if n is large enough, it becomes challenging for 
them to continue to do this without being detected), or they would need 
to ensure that if they stop applying false state measurements before n 
sampling periods pass, the non-attacked state measurement at the time 
they remove the attack is not too far off (according to the equations 
above) from what they would have had to propose in the event of an 
attack. This would suggest that if the attacker does not plan to continue 
to provide state measurement profiles after they start attacking, they 
lose flexibility in how much they can make the attacked process mea-
surements deviate from the actual process measurements. This can work 
against them if they are trying to destabilize the process. For example, if 
the set of two control actions that are defined at every possible state 
measurement in the directed randomization strategy is selected such 
that when the state measurements are within the noise bound around 
the actual closed-loop state (i.e., |xm(tk+1)− xa(tk+1)| ≤θv), then the 
control actions will still be stabilizing for the actual process, this can 
help to make it more challenging for an attacker to effectively disrupt a 
process without detection. Specifically, if they can only provide state 
measurements that are “close” to the actual state (i.e., |xa(tk+1) −
xf (tk+1)| ≤θv) before n sampling periods pass, then if the control actions 
would be stabilizing even for such imperfect measurements, the attacker 
is not able to destabilize the process when they stop attacking. We can 
also add the requirement that the safe operating region Ωρsafe should be a 
sufficiently large superset of Ωρ such that if a non-attacked state mea-
surement is obtained at t0 and is in Ωρ (with the actual closed-loop state 
in a neighborhood of that measurement defined by |xm(tk+1) −
xa(tk+1)| ≤θv), then the actual closed-loop state and state measurement 
cannot leave Ωρsafe within n sampling periods. This helps to make it more 
challenging for an attacker to evade detection long enough to cause the 
actual closed-loop state to leave Ωρsafe . This is because it is unlikely that 
the attacker will evade detection for n sampling periods if they keep 

attacking (and the closed-loop state will still be in Ωρ for n sampling 
periods after the non-attacked state measurement was obtained), or if 
the attacker stops the attack, they must ensure that some of the false 
control actions they could have provided would not have been far from a 
state measurement within Ωρ (given |xa(tk+1)− xf (tk+1)| ≤θv), meaning 
that the actual closed-loop state cannot be far from that either 
(|xa(tk+1)− xf (tk+1)| ≤θv) and they would not have been able to drive the 
closed-loop state from an accurate state measurement within Ωρ out of 
Ωρsafe if they attacked for less than n sampling periods. However, profits 
could still be impacted by strategies that switch between actual and 
falsified state measurements before n sampling periods pass. 
Remark 7. In the prior remark, there was an assumption that the 
attacker is providing state measurements which seek to evade the 
detection policy by guessing state measurements in either R1,k or R2,k at 
sampling time tk. In general, an attacker could attempt a different type of 
policy altogether; in this case, it is more difficult to make conclusions 
because the attacker’s policy is not specified. However, it seems 
reasonable to expect that it would be unlikely for an attacker doing 
something that is not intended to be “stealthy,” when inputs are being 
randomly selected at the actuator, to do much better than the “stealthy” 

attacker (i.e., intuitively, it seems that it would be difficult for an 
attacker to accidentally choose a strategy that has a motive behind it but 
matches a policy that the process is applying that has randomness in it). 
Remark 8. Despite some of the conceptual benefits of this strategy, 
this method would be challenging to implement in practice without the 
development of a strategy for forming the set of allowable state 
measurement-control action pairs without needing to enumerate every 
one before the start of the operation of the process (this would scale 
poorly and could require significant memory unless a functional rela-
tionship was learned to store the data). 
Remark 9. Above, we focused on two possible biases. This gives the 
stealthy attacker a 50/50 chance of getting the reachable set correct at 
every sampling time if they are operating according to the described 
attack model. It is possible to use more than two biases as long as the 
regions continue to not overlap. This could reduce the size of n for 
obtaining a low chance of the attacker guessing correctly multiple times 
in a row (e.g., if there are four biases, the likelihood of the attacker 
guessing correctly at a single sampling time is 25%, so that over n 
sampling periods, the likelihood that they would have guessed correctly 
every time reduces to (0.25)n; in general, if there are p biases, the 
likelihood is reduced after n sampling periods to 

(
1
p
)

n). This provides a 
strategy for attempting to reduce the likelihood more quickly with po-
tential to reduce profit by requiring more possibilities to be able to be 
selected at a given sampling time and potentially making the setup of the 
strategy more challenging as it requires more control actions to be 
selected at more sampling times. 
Remark 10. We note that we only need to ensure that the two regions 
R1,k and R2,k do not overlap; it is not necessary that they do not overlap 
with prior regions (e.g., with R1,k−1 or R2,k−1). There also is no 
requirement about how different the control actions selected for two 
different sampling times need to be from one another, and we assume 
that the attacker can know all of the control action-state measurement 
relationships. The only information they do not know is which of the two 
control actions was actually selected for a given state measurement. 
Remark 11. If, despite a lower probability of the attacker succeeding 
in evading detection for n sampling periods, the attacker does evade 
detection for n sampling periods, there are no stability guarantees. 
Remark 12. It was stated above that this method is intended for aiding 
with detecting sensor attacks even if all sensors are compromised. 
However, to handle arbitrary numbers of compromised sensors up to all 
sensors being compromised, it must be carefully designed because the 
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control actions applied must create two potential and non-overlapping 
regions R1,k+1 and R2,k+1 where the next set of state measurements 
must lie to avoid detection. For the two regions to be non-overlapping 
requires that the two different inputs cause every state being 
measured to differ significantly from the values they would have taken 
under another control action after only a sampling period. This is a 
requirement on the process dynamics and sampling period length that 
could limit when this method can be used for a given process. 

5.2. Directed randomization: discussing concepts through an image-based 
control example 

One of the key challenges behind the directed randomization strat-
egy discussed above is the question of how to design such a strategy 
practically, since it requires multiple inputs to be selected at different 
points in state-space. In this section, we use an example of level control 
for a tank to showcase one idea for selecting different inputs, which is by 
designing two proportional-integral (PI) controllers with different step 
changes in the set-point. This discussion is an extended version of work 
on image-based control simulations (Oyama et al., 2022a), including 
when the image-based sensors may be cyberattacked (Oyama et al., 
2022c). After reviewing the work in Oyama et al. (2022a) and (Oyama 
et al., 2022c) with more details on the simulation setup, this section will 
provide additional discussion of the relationship of the control-theoretic 
approaches to cybersecurity discussed in Section 4 to image-based 
control and explore the idea for selecting multiple inputs for a given 
state measurement with two PI control laws. 

In image-based control, the camera is the sensor, so that a false 
measurement would be an incorrect image. Adversarial image-based 
attacks have been explored in the context of several different fields, 
including medical imaging (Mahler et al., 2018), autonomous driving 
(Sun et al., 2020), and neural network-based image recognition (Chen 
et al., 2019). Image-based attacks can take the form of disruptions in 
image data between the sensor or camera and the site of image pro-
cessing. Such disruptions can include alterations to real images (local 
forgery) or the insertion of entirely fabricated images (global forgery). 
Attacks can be categorized as either white box or black box, depending 
on the amount of information the attacker has about the involved image 
processing algorithms (Chen et al., 2019). White-box attacks assume 
sufficient knowledge of the process, whereas black-box attacks involve 
only minimal information about the process and sensors involved. 

We first review a level control example employed in Oyama et al., 
2022, 2022c in the context of image-based control. The process dy-
namics are given by: 
dh

dt
=

(
u− c

̅̅̅
h

√ )/
A (38)  

where h is the level in the tank and the manipulated input u is the 
volumetric flow rate entering the tank. The flow rate exiting the tank is 
taken to be c ̅̅̅h√ (where c = 0.008333 m5/2/s is the outlet resistance 
coefficient). A = 0.23 m2 denotes the cross-sectional area of the tank. 
The tank level can vary between 0 m and 0.5184 m, and the input can 
vary between umin = 0 m3/s and umax = 0.6 m3/s. The process is not 
subject to disturbances. The resulting process dynamics are simulated 

using the explicit Euler numerical integration method with an integra-
tion step of 10−3 s. 

A proportional-integral (PI) controller was designed to drive the tank 
level to its set-point hsp over the 7 s of operation using measurements 
obtained from a fixed camera. The controller had the following form: 
dϵ

dt
= hsp − h̃, ϵ(0) = 0 (39)  

u = us + Kc

(
hsp − h̃

)
+ Kcϵ

/
τI (40)  

where us is the steady-state value of u that corresponds to the initial tank 
level (0.0026 m3/s) and h̃ corresponds to the level measurement from 
the camera. ϵ is the dynamic state of the PI controller. The PI tuning 
parameters were selected to be Kc = 0.6 and τI = 43.2. For the image- 
based measurements, which are sent to the controller every sampling 
period Δ = 0.1 s, a fixed camera was positioned facing one side of the 
tank. A render from the camera in Blender showing the initial level is 
presented on the left in Fig. 5 (the black part of the image represents the 
fluid in the tank, and the green part represents the environment; the tank 
is considered to be transparent). As can be seen in this figure, the camera 
was positioned in a manner that causes the level in the tank to not take a 
large fraction of the image for any height of the fluid in the tank. We 
would expect that if the camera was moved closer to the tank (providing 
less of a view of the green environment above the tank and greater focus 
on the black fluid in the tank) that the distance between two pixels 
would represent less actual distance at the plant, giving the camera 
sensor higher resolution in measuring the level. 

The changes in the level in the tank in Blender were simulated by 
adjusting the location of the top edge of the tank. The tank was modeled 
as a vertical plane in Blender. Blender has several modes of operation for 
objects. For the tank, the two important modes are Object Mode (where 
the tank can be created and added to the scene) and Edit Mode (where 
changes in individual vertices can be performed). Movement of the tank 
level with time was performed in Blender Edit Mode. Initially, the bot-
tom left edge of the tank was positioned at (− 1,0, − 1.57 m), with the 
bottom right edge at (1,0,− 1.57 m) (the bottom center is then at (0,0,−
1.57 m). Because the tank level is at h = 0.1 m, the top center of the tank 
is at (0,0, − 1.47 m). This enables the upper edge of the tank in Blender 
to be adjusted in the Python programming interface in Edit Mode using 

Fig. 5. Renders of the level of the tank at t = 0 (left picture) and when h = 0.36 m (right picture) using Blender (Oyama et al., 2022a).  

Table 1 
Arguments for bpy.ops.transform.translate.  

Argument Value 
value (0, 0, Delta_level) 
orient_type ‘GLOBAL’ 

orient_matrix ((1, 0, 0), (0, 1, 0), (0, 0, 1)) 
orient_matrix_type ‘GLOBAL’ 

constraint_axis (False, False, True) 
mirror True 
use_proportional_edit False 
proportional_edit_falloff ‘SMOOTH’ 

proportional_size 1 
use_proportional_connected False 
use_proportional_projected False  
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the command bpy.ops.transform.translate with the modification in the 
level set to the change in the level (from Eq. (38)) over the last sampling 
period. Further details of the command used are presented in Table 1. 

The simulation was designed with the two different colors for the 
tank and background to set up an image processing model in which the 
level was determined from the images rendered with Blender by using 
changes in the RGB color of the pixels at the top of the tank to indicate 
where the transition occurs between the level and the background. 
Specifically, using Blender’s Python programming interface, the Python 
Imaging Library (Pillow) (Clark, 2015) was imported into Blender. The 
filepath for the render was set, and the render was performed at the end 
of each sampling period after t = 0 using the command bpy.ops.render. 
render(write_still = True). This was used to create a.png image of the 
camera’s view. The image generated was then loaded into Blender with 
the Pillow commands Image.open(filepath) and load to load the image 
pixels. Then, a counter was decremented from 1079 starting from the 
pixel in the bottom middle (the array element [960,1079] of the load 
command). This index was decremented by 1 each time that the RGB 
values for this pixel did not meet certain requirements that would have 
corresponded to the switch in color from black to green (signifying that 
the top of the tank was reached). Specifically, it was checked whether 
the red channel value was either 29 or 30, whether the green channel 
value was 65 or 66, and whether the blue channel value was 19 or 20. If 
the red, green, and blue channels all took one of these values, the index 
was incremented by 1 (to reflect that the final height of the tank was one 
index before this since this new index corresponded to the environment 
and no longer to the tank) and set to Ip. Factors that play a role in what 
values to expect for the red, green, and blue channels, besides the colors 
specified for the tank and environment, are the position of the light and 
the camera with respect to the object. The light in the scene was a point 
light (HSV values of 0, 0, 1) and a power of 1000 W, positioned at 
(4.0762, 1.0055, 5.9039) m in the global coordinates. The camera was 
positioned at (0.004103, − 6.1636, 0.49802) m in the global 
coordinates. 

A linear relationship was used to relate Ip to the level in the tank. This 
was developed by fitting a line using the values of Ip corresponding to 
the bottom of the tank and the initial level at t = 0 (no attempt was made 
to ensure that the initial height of the tank or the bottom of the tank 
were exactly where a pixel would be located in an image). The devel-
oped conversion is given by Eq. (41) below: 
h̃ = −3.8462 × 10−3 × Ip + 4.1577 (41)  

At every sampling time tk, Ip is computed according to the procedure 
above, and the corresponding measured level of the tank is sent to the PI 

controller. 
A set-point change to hsp = 0.4 m occurred at t = 0, and the process 

was simulated for 7 s of operation, initialized at xinit = x(t0) = 0.1 m in 
Blender 2.93. Another render of the tank level, which is closer to the set- 
point (Fig. 6), is shown in Fig. 5 on the right. The maximum difference 
between the actual and measured tank level obtained in the closed-loop 
simulation was 0.00272 m. The maximum difference between two pixels 
in the tank image is equivalent to 0.00384 m (anything between two 
pixels will give a value difference smaller than 0.00384 m). This is 
consistent with the result obtained from the closed-loop simulation. 

In (Oyama et al., 2022c), we presented two attack cases that we will 
now review. In the first, we consider a case where the tank dynamics are 
not fully described by Eq. (38) (specifically, a random variable is added 
to the right-hand side of Eq. (38) with zero mean and a standard devi-
ation of 0.08 m/s, and bound of 0.1 m/s). In this case, we will perform an 
attack corresponding to image replacement on the system after 4 s of 
operation. In this case, the tank image from t = 0 (left picture in Fig. 5) is 
developed before the process is run and stored to be pulled in after 4 s of 
operation using Pillow instead of the image that is the correct image at 
that time. Since the PI controller was driving the level toward 0.4 m from 
0.1 m until that time, the swapping of the images creates state 

Fig. 6. Closed-loop response of the tank level under the IBC based on camera 
sensor (Oyama et al., 2022c). 

Fig. 7. Attack policy and closed-loop trajectory over time under the IBC system 
(Oyama et al., 2022c). 

Fig. 8. Stealthy attack policy and closed-loop trajectory over time for the 
process under small disturbance (Oyama et al., 2022c). 
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measurements lower than the state measurement at 0.4 h. This results in 
control actions being computed that continuously increase the level and 
result in overflow of the tank (Fig. 7). 

The second attack from Oyama et al. (2022c) that we now review is 
one in which the attack is “stealthy” (Oyama et al., 2021) such that the 
state measurements follow a plausible trajectory (specifically, the 
falsified images follow a plausible trajectory where they are obtained by 
generating fake images where the level appears to move according to 
Eq. (38), with bounded disturbances added to the right-hand side, but 
where the disturbances have different realizations compared to the 
actual process). In this case, the disturbance has zero mean and a stan-
dard deviation of 1 m/s, and bound of 0.1 m/s. The stealthy attack is 
initiated after 1 s of operation. Fig. 8 shows the stealthy attack trajectory 
and the actual state over 7 s of operation and indicates that the stealthy 
attack by the end of that time has caused some deviation between the 
actual state and the state measurements being received by the controller 
based on the false images. 

In these examples, in the absence of an attack, an image is provided 
where there is a direct translation from the image to a state measure-
ment, making these image-based controllers similar to more traditional 
controllers (with some noise in the measurements governed by the dis-
tance between pixels in the images). The methods in Oyama and Durand 
(2020) also consider that measurements of the state are available. This 
indicates that when the image provides a representation of the state, a 
straightforward extension of the results in Oyama and Durand (2020) 
can be made to understand how control-theoretic security guarantees 
can be made in the presence of image-based control. However, in 
practice, a key difference is that there are many factors which can pre-
vent an image-based sensor from accurately representing the process 
state. One of these is that the image-based sensing algorithm must be set 
up to avoid unexpected errors in the image processing (e.g., not recog-
nizing the top of the tank correctly due to failing to check which range of 
RGB values would correspond to the top of the tank in the presence of 
lighting and with the given camera angle). This is an example of where 
the use of a simulation platform such as Blender may help to reduce the 
number of unknown vulnerabilities in an image-based control system. 

Another issue, however, is that in image-based control, other visuals 
that are not related to the state could obscure the measurement of the 
state. For example, if something was to fall in the tank or to stand in front 
of the camera, measurements of the state would no longer be obtained. 
One could argue that these might be then considered in a similar 
framework to cyberattacks in Oyama and Durand (2020), helping the 
results in Oyama and Durand (2020) to have a broader applicability as a 
means for probing and locating not only cyberattacks but also image 
abnormalities (equivalent to sensor faults in a traditional process). If one 
wanted, for example, to attempt to detect abnormal behavior before it 
began to impact the level measurements taken in the middle of the 
frame, one could consider expanding the monitoring to look at the top of 
the level over all of the pixels and then if it did not follow an expected 
trajectory (e.g., if it was not flat), to flag the image as abnormal, 
attempting to locate objects moving into the camera view before they 
obscure the measurements. One of the benefits of this small-scale 
image-based control example is that it allows some of the challenges 
of the strategies from Oyama and Durand (2020) from an economics 
standpoint to be assessed. For example, if LEMPC is used to control this 
system and Detection Strategy 1-S is considered for this system, then at 
times, the level in the tank would need to be varied. Because the level 
can only go in one of two directions, it would make the most sense to 
seek to move it, at a random time, in a direction opposite to the direction 
in which it is going at that time (e.g., if it is increasing, it could be 
decreased). It would need to be ensured that the tank could be emptied 
quickly enough so that a decrease or increase in level is observed be-
tween sampling periods, in the spirit of Eq. (23). 

If Detection Strategy 2-S is used instead, then safety is not guaran-
teed. With the simple dynamics of the level, it would not be overly 
challenging for an attacker to provide reasonable state trajectories that 

are falsified, similar to the stealthy attack described above. Finally, for 
Detection Strategy 3-S, only one state is available, and therefore there 
are not other states from which to reconstruct the measurements. 
However, one benefit of images is that they can be used to provide 
additional checks in place of reconstructing measurements (for example, 
it could be checked whether all of the pixels at the top of the tank have 
the same coordinate, or whether there are any other black pixels outside 
the domain of the box). However, unlike the case where the state esti-
mate is based on process dynamics (e.g., Assumptions 1 and 2), the 
checks using the pixels are based on logic and therefore attackers may 
find ways to undermine them if they are known. 

In the above examples, it was assumed that images could be directly 
replaced and that the only way to attempt to tell this would be based on 
process dynamics as in Oyama and Durand (2020). However, another 
method for dealing with falsified images focuses on digital image fo-
rensics, specifically the analysis of sensor-based noise. This type of 
detection policy could also be analyzed in Blender. In (Farid, 2012), it is 
noted that images taken with a digital camera contain two types of noise: 
additive and multiplicative. This noise results from slight imperfections 
in the manufacture of camera sensors and as a result is consistent over 
time. For images taken with any given camera, the multiplicative noise 
is consistent enough to develop a noise profile, termed the 
photo-response non-uniformity noise (PRNU). An image taken with this 
camera will exhibit a correlation involving its noise and the PRNU 
(Farid, 2012). 

To demonstrate that Blender with Pillow would be able to be used in 
manipulating images (which would be needed to attempt to add noise to 
an image after it is generated using Blender to represent a desired noisy 
camera profile for use in assessing how the noise profile might 
contribute to detection of attacks with Blender), consider the camera 
image of Fig. 9(a), which is an image of the level of a tank taken from a 
fixed camera positioned facing one side of the tank. The RGBA values at 
each image pixel could be modified. This is shown in Fig. 9(b), in which 
the RGBA values of Fig. 9(a) in the tank have been altered using the 
Pillow package in Python. In particular, a noise matrix, in which each 
element follows a normal distribution (mean 0 and standard deviation 
10), with the same dimension as the tank image has been added to the 
matrix of the original tank image after each element in the noise matrix 
is rounded to the smallest integer greater than or equal to it and the 
“alpha” (A) value set to zero (Fig. 9(a)). For this operation, each element 
in the matrices is a data type numpy.uint8 (8-bit unsigned integer (0 to 
255), which is used for matrices that represent images. 

We close by discussing how we can transform the image-based 
control example described above to one which provides insights on 
how choosing different control laws for a given state measurement as 
part of the directed randomization policy might work. In particular, we 
select two PI controllers with different set-points. For these simulations, 
the process was initialized at h(t0) = 0.1 m. Process disturbances were 
added to the right-hand side of Eq. (38) with zero mean and standard 
deviation of 1 m/s, and bound of 0.1 m/s. The simulation was performed 
over 10 s of operation in Blender 2.93 using its embedded Python 
interpreter. A proportional-integral (PI) controller was formulated to 
drive the tank level to its set-point hsp within 5 s of a set-point change by 
selecting PI tuning parameters of Kc = 0.6 and τI = 43.2. Two different 
versions of this PI controller were used in computing inputs that would 
result in different state trajectories. Specifically, the first PI controller 
(PI-1) used a set-point of h = 0.23 m, whereas the second PI controller 
(PI-2) used a set-point of h = 0.27 m at the initial time t0. Both used a 
sampling period of Δ = 0.1 s. At t0, one of these two control laws is 
randomly selected to compute an input. In directed randomization, a 
new set of two control actions would be selected between at the next 
sampling time. However, in this example, we will not follow the directed 
randomization protocol rigorously, but instead focus on showcasing 
concepts behind the random selection between two different control 
laws at certain points in time. Therefore, in this example, the controller 
selected at t0 is utilized for a number of sampling times until the closed- 
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loop state reaches the set-point for the controller that was selected and is 
maintained there. After being held at that value until 5 s, another op-
portunity is provided for random selection between two PI controllers 
(PI-2/1 and PI-2/2) that again have different set-points (where a goal in 
selecting such set-points from a closed-loop stability standpoint should 
be to not overflow the tank). 

Fig. 10 helps to visualize the variation on directed randomization 
just described. Specifically, from 0 to 5 s of operation, two different 
trajectories are shown: one corresponding to the level when the set-point 
for the controller is changed from h = 0.10 m to h = 0.23 m (blue 
dashed line), and one corresponding to the level when the set-point for 
the controller is changed from h = 0.10 m to h = 0.27 m (black dashed 
line). One of these two control laws would be selected at t0 and then used 
for 5 s; in Fig. 10, to visualize what happens after 5 s, the plot from 5 s to 
10 s assumes that the controller with a set-point of h = 0.27 m was 
selected at t0. Then at t = 5 s, we assume that a new set of two con-
trollers are available to be randomly selected between, which have set- 
points of either h = 0.33 m (which would create a level trajectory given 
by the magenta dashed line) or h = 0.40 m (which would create a level 
trajectory given by the green dashed line). The two trajectories plotted 
from 5 s to 10 s aid with visualizing the two potential results of the 
random control law selection at t = 5 s. 

While this strategy lacks the constant changing of the inputs to 
attempt to make it difficult for an attacker to avoid detection, it provides 
a visualization of the impacts of having two PI control laws for a given 
state measurement as the means for selecting between two random 
control actions in this example. The results suggest that with the PI 
tuning chosen, the closed-loop level response does not appear to have 
significant overshoot, indicating that a steady-state analysis may be able 
to be used in this case to aid in locating two different set-points for each 
state measurement that might be stabilizing (i.e., those which do not 

result in a steady-state where the tank level is above the overflow point). 
However, Fig. 10 also indicates that two potential challenges with the 
method are: 1) selecting the set-points so that in the short sampling 
period, they create state trajectories that are sufficiently different from 
one another after a sampling period to tell which of the inputs was 
applied and 2) the disruption to normal operation. Regarding the first 
point, for example, though the steady-state values in Fig. 10 after 5 s of 
operation are not close to one another, it can be seen that closer to 0 s, 

Fig. 9. Original and modified tank images.  

Fig. 10. Expected closed-loop state trajectories under different inputs 
computed by PID controllers over 10 s. 

Fig. 11. Illustration of the directed randomization-inspired method when an 
attack policy is applied at t = 0. 

Fig. 12. Expected control action trajectories using the direct randomization 
method versus attacked inputs over 10 s. 
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the state trajectories appear more similar, indicating that care would 
need to be taken to ensure that the two possible values of the set-point 
considered at t0 provide state measurements that differ sufficiently 
after Δ to enable discernment of which input was applied. One idea 
might be to provide one set-point above the initial level and one below. 
However, we can see that already the strategy in Fig. 10 is somewhat 
disruptive to normal operation (i.e., steady-state tracking), and further 
actions to attempt to further distinguish between trajectories could 
further impact steady-state tracking objectives. 

Though this strategy does not rigorously follow the directed 
randomization implementation strategy, we consider an attack on the 
system. To illustrate how an attack might be detected using this 
approach, consider an attack policy in which the images provided to the 
image processing algorithm follow the control law of PI-2 from 0 to 5 s of 
operation and then change the set-point used from 5 s to 10 s. 
Figs. 11–12 show the expected state and input trajectories from the 
different PI controllers and the attack policy over 10 s of operation. We 
can see that from 0 to 5 s of operation, the attack policy chose the correct 
input trajectory to apply to the system, which resulted in the expected 
state trajectory under PI-2 control actions. However, from 5 to 10 s, the 
inputs from different PI controllers were expected to drive the closed- 
loop state to either h = 0.33 m (PI-2/1) or h = 0.40 m (PI-2/2). 
Under the attack policy, the state reaches h = 0.36 m within 10 s of 
operation. This was not the expected outcome and thus leads to the 
attack being flagged. It is notable that this attack does not produce a 
final level within the range of errors that might be expected in the 
camera sensor itself. For example, there is an error in the measurements 
of the level due to the error conversion between the pixel index and tank 
level (which is in the order of 10−3 m). 

6. A minimal security architecture: further insights through 
distributed MPC 

The directed randomization protocol was motivated by the desire to 
move toward a minimal security architecture, as discussed above. We 
close this work with several further insights on minimal security archi-
tecture through consideration of distributed (rather than centralized) 
control. Distributed control systems have been considered particularly 
within the context of large-scale production systems with numerous 
process states and inputs where centralized frameworks may be limited 
by computation time, but they have also been noted for their potential 
for greater fault-tolerance by enabling parts of the system to be operated 
independently (Liu et al., 2010). It might be asked whether greater 
fault-tolerance corresponds to greater attack resilience or detection ca-
pabilities, and therefore how distributed control might fit within the 
minimal security architecture framework. Distributed control systems 
have already been considered in cyberattack contexts within, for 
example, information exchange (Ananduta et al., 2018) and machine 
learning-based detection (Chen et al., 2021). A challenge for distributed 
control is that the physical manifestation of a distributed control system 
yields a greater potential surface for cyberattacks due to the increased 
number of controller units and communication links. Therefore, we must 
first extend the discussion of theoretical resilience properties from 
centralized to distributed control. We will do this within the context of 
the three LEMPC-based Detection Strategies 1-S, 2-S, and 3-S described 
in Section 4. Theoretical results for distributed LEMPC have been pre-
viously explored in Albalawi et al. (2017); Christofides et al., 2013; Liu 
et al. (2010), and the closed-loop stability results strongly parallel those 
for a centralized LEMPC. Therefore, we expect to be able to translate the 
results of the three detection frameworks developed for centralized 
LEMPC to a distributed LEMPC context. However, the structure of the 
distributed controllers should be considered for its abilities to both open 
new attacks and add a level of redundancy for attack detection (such as 
the chance that controllers which are behaving oddly may be symp-
tomatic of an attack in other parts of the system which may or may not 

be displaying normal behavior). To move toward discussing distributed 
LEMPC in a minimal security architecture framework, in this section, we 
first present two distributed LEMPC (DLEMPC) formulations (Albalawi 
et al., 2017; Christofides et al., 2013; Liu et al., 2010) and subsequently 
discuss their properties in relation to cyberattack detection and 
post-detection operating capabilities. 

6.1. Class of systems for distributed LEMPC 

For the discussion of distributed LEMPC, we consider the input-affine 
subset of the class of nonlinear process systems of Eq. (1) as follows: 

ẋ(t) = f (x(t)) +
∑m

j=1

gj(x(t))uj(t) + k(x(t))w(t) (42)  

where x ∈ X⊂Rn is the state vector of the system, uj ∈ U⊂Rzj ∀ j = 1,⋯,

m are the input vectors, and w ∈ W⊂Rz are the disturbance vectors. The 
index j = 1,…,m represents components of a subsystem (i.e., inputs to 
be computed in different distributed LEMPC’s). We assume f , g, and k are 
locally Lipschitz functions, and f(0) = 0 when uj(t) = 0 for all j = 1,…,

m and w(t) = 0 for all t. As in Section 2.2, we assume the existence of a 
sufficiently smooth Lyapunov function V, functions αk(⋅), k = 1, …, 4, 
and controller h(x) = [h1(x)…hm(x)]T where now uj = hj(x), j = 1,…,m. 
Furthermore, Eqs. (2)–(7) are modified to be reflective of the process 
model of Eq. (42). Examples of the Lipschitz constraints modified from 
Eq. (4) are shown below for clarity: 

| ∂V

∂x
f (x) − ∂V

∂x
′ f (x′ )| ≤Lx|x− x

′ | (43)  
⃒⃒
⃒⃒∂V

∂x
gj(x) −

∂V

∂x
gj(x

′ )
⃒⃒
⃒⃒ ≤ L

′
uj
|x− x

′ |, j = 1,…,m (44)  

6.2. Sequential distributed Lyapunov-based economic model predictive 
control 

One type of distributed LEMPC is said to have a “sequential” archi-
tecture. In a sequential distributed Lyapunov-based economic model 
predictive controller in which information flows in one direction from 
distributed controllers 1 through m, where m > 1, each controller j (with 
j = 1,…,m) minimizes the global cost function for its respective future 
input trajectories based on input trajectories received from controllers 
prior in the sequence, and assuming an input trajectory of hj(x) for each 
subsequent controller. The jth actuators apply the first input step tra-
jectory, and the jth LEMPC sends the computed input trajectories for the 
distributed controllers 1 to j to the j+ 1th controller. Full state feedback 
is assumed to be available to each distributed controller at each sam-
pling time. 

The design of the jth sequential DLEMPC is as follows: 

min
uj(t)∈S(Δ)

∫ tk+N

tk

[
Le

(
x̃(τ), uj(τ)

)]
dτ (45a)  

s.t.
˙
x
∼(t) = f (x∼(t)) +

∑m

j=1

gj(x
∼(t))uj(t) (45b)  

x̃(tk) = x(tk) (45c)  

x(t) ∈ X, ∀ t ∈ [tk, tk+N) (45d)  

uj(t) ∈ Uj, ∀ t ∈ [tk, tk+N) (45e)  

ur(t) = hr(x
∼(tk+l)), r = j + 1,⋯,m, ∀ t ∈ [tk+l, tk+l+1), l = 0,⋯,N − 1

(45f)  

up(t) = u∗
p(t|tk), p = 1,…, j − 1, t ∈ [tk, tk+N) (45g) 
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V(x̃(t)) ≤ ρe, ∀ t ∈ [tk, tk+N), if x(tk) ∈ Ωρe
(45h)  

∂V(x(tk))
∂x

∑m

j=1

gj(x(tk))uj(tk) ≤∂V(x(tk))
∂x

∑m

j=1

gj

(
x(tk),hj(x(tk))

)
if x(tk)∕∈Ωρe

(45i)  

where ˙̃x(t) is the predicted state trajectory of Eq. (42) within the jth 
sequential DLEMPC with w ≡ 0 (Eq. (45b)). The model is initialized by a 
state measurement at time tk, denoted as x(tk) (Eq. (45c)). Eqs. (45d) 
and  (45e) denote the state and input constraints, respectively. Eq. (45f) 
defines the input values assumed for the distributed controllers 
computed after the jth DLEMPC in the sequence, while Eq. (45g) defines 
the input values of the distributed controllers evaluated before the jth 
DLEMPC. The constraints of Eqs. (45h) and (45i) are Lyapunov-based 
stability constraints. The vector of optimal inputs for the jth subsystem 
is denoted u∗j (τ|tk), where τ ∈ [tk, tk+N), and Ωρe ⊂Ωρ is a subset of the 
stability region under which the state is allowed to evolve freely ac-
cording to Eq. (45h). 

The implementation strategy of the sequential distributed controller 
is as follows (Albalawi et al., 2017; Liu et al., 2010):  

1. At a sampling time tk, each distributed controller receives a state 
measurement x(tk).  

2. For j = 1 to j = m:  
(a) The jth DLEMPC receives the entire set of input trajectories 

up(τ|tk), p = 1,…, j− 1, τ ∈ [tk, tk+N) from the j − 1th DLEMPC 
and assumes ur(τ) = hr(x̃(tk+l)), r = j+ 1,…,m, τ ∈ [tk+l, tk+l+1),
l = 0,…,N − 1 for the subsystem inputs which have not yet been 
calculated. It then solves Eq. (45) to find the optimal input tra-
jectory u∗j (τ|tk), τ ∈ [tk, tk+N).  

(b) The jth DLEMPC applies u∗j (tk|tk) to the process, and sends 
up(τ|tk), p = 1,…, j, τ ∈ [tk, tk+N), to the j + 1 DLEMPC.  

3. At the beginning of the next sampling period, return to Step 1 (k←k +
1) 

6.3. Iterative distributed Lyapunov-based economic model predictive 
control 

A second type of distributed LEMPC is iterative DLEMPC. Iterative 
DLEMPC differs from sequential DLEMPC in that each controller com-
municates with all other controllers after every controller solves for the 
optimal inputs, instead of a controller receiving information from the 
controllers ahead of them, making a decision, and passing it along to the 
next in line. Instead, each controller solves for optimal inputs simulta-
neously. Then, these inputs are all shared among the distributed con-
trollers, the optimization problem is re-solved, and new inputs are 
calculated. Each final input is passed simultaneously to its respective 
actuator when a termination condition has been reached, typically after 
a number of iterations (c) or when the inputs computed by the actuators 
are not changing much between iterations (i.e., the difference in their 
values between two iterations is within a convergence bound). The 
formulation of an iterative DLEMPC is as follows: 

min
uj(t)∈S(Δ)

∫ tk+N

tk

[
Le

(
x̃(τ), uj(τ)

)]
dτ (46a)  

s.t. ˙̃x(t) = f (x̃(t)) +
∑m

j=1

gj(x̃(t))uj(t) (46b)  

x̃(tk) = x(tk) (46c)  

x̃(t) ∈ X, ∀ t ∈ [tk, tk+N) (46d)  

ui(t) = hi(x
∼(tk+l)), i ∈ {1,⋯,m}, i ∕= j, t ∈ [tk+l, tk+l+1), l = 0,⋯,N − 1, c

= 1

(46e)  

ui(t) = u∗
i,c−1

(t|tk), i ∈ {1,…,m}, i ∕= j, t ∈ [tk+l, tk+l+1), l = 0,…,N − 1, c

≥ 2

(46f)  

uj(τ) ∈ Uj, ∀t ∈ [tk, tk+N) (46g)  

V (̃x(t)) ≤ ρe, ∀ t ∈ [tk, tk+N) (46h)  

∂V(x∼(tk))
∂x

gj

(
x
∼(tk), uj(tk)

)
≤ ∂V(x∼(tk))

∂x
gj

(
x
∼(tk), hj(tk)

)
, if x(tk) ∕∈ Ωρe

(46i) 

An implementation strategy for iterative DLEMPC is described as 
follows (Albalawi et al., 2017; Liu et al., 2010): 

1. At a sampling time tk, all of the controllers receive a state measure-
ment x(tk). Set c = 1.  

2. At iteration c, c ≥ 1  
(a) If c = 1, each of the j-DLEMPC’s, j = 1,…,m, assumes that the 

inputs ui, i ∕= j, which it is not calculating are set to hi(x̃(tk+l)), ∀
t ∈ [tk+l,tk+l+1), l = 0,…,N− 1. If c > 1, each of the j-DLEMPC’s, 
j = 1,…,m, assumes that the inputs ui which it is not calculating 
are set to the values u∗i,c−1(t|tk), for i = 1,…,m but i ∕= j, ∀ t ∈ [tk+l,
tk+l+1), l = 0,…,N− 1, which were computed by all of the other 
DLEMPC’s at the prior iteration.  

(b) Each DLEMPC shares its future input trajectory u∗j,c(t|tk), ∀ t ∈
[tk+l, tk+l+1), l = 0,…,N− 1, with all of the other DLEMPC’s.  

(c) Iteration termination conditions are checked, such as whether a 
maximum bound on the number of allowable iterations has been 
reached or if the profit has substantially changed between the 
last two iterations of the DLEMPC. If the termination criteria do 
not force termination, it is checked that stability termination 
conditions are satisfied, which are that V(x̃tot) ≤ ρe if x(tk) ∈ Ωρe 

or that V(x̃tot) ≤ V(x(tk)) when the constraint of Eq. (46i) is 
applied, where x̃tot represents the prediction of the nominal 
system of Eq. (42) if the m input vectors u∗

j,c(tk|tk) from all of the 
j-DLEMPC’s, j = 1, …, m, are implemented. If the iteration 
termination conditions and the stability termination conditions 
indicate termination is needed, u∗

j,c(tk|tk), j = 1,…,m is applied; 
go to Step 3. If the iteration termination conditions indicate 
termination is needed but the stability termination conditions 
are not satisfied, hi(x(tk)), i = 1,…,m, is applied to the process; 
go to Step 3. If the iteration termination conditions do not 
indicate termination is needed, return to Step  2 (c←c+ 1).  

3. At the beginning of the next sampling period, return to Step 1 (k←k+
1) 

6.4. Detection of cyberattacks using distributed LEMPC 

This section provides discussion and theory indicating that Detection 
Strategies 1-S, 2-S, and 3-S readily extend to a distributed LEMPC 
framework, showing that using these controllers to control a process and 
participate in cyberattack detection will provide similar guarantees on 
safety as obtained when a centralized LEMPC is used. Specifically, the 
first detection strategy (1-S) is a method for verifying controller per-
formance by checking how the process operates under a specific control 
strategy with an expected trajectory in the absence of a cyberattack. To 
extend the method in Detection Strategy 1-S to the case of a distributed 
control framework, we consider analyzing the behavior of the Lyapunov 
function Vi over a sampling period in which the DLEMPC for every 
subsystem is switched to be designed with respect to the ith steady-state. 
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Vi is expected to decrease towards a region near the origin when the 
probing for cyberattacks has been initialized and if conditions similar to 
those of Theorem 1 hold for the final control actions implemented 
(which is aided through the checks performed in the iterative DLEMPC 
in Step 2c). The Lyapunov function for the system under the full set of 
inputs to be applied is calculated after the last controller in a sequential 
framework calculates inputs, or after the last iteration in an iterative 
framework, in order to utilize the inputs calculated by every controller 
in evaluating the Lyapunov function along the predicted state under the 
final control actions. By utilizing an algorithm which checks the tra-
jectory of the Lyapunov function of the system under the full set of in-
puts to be applied, it may be possible to detect an attack on the system 
when a positive time derivative of the Lyapunov function is calculated 
over a sampling period, as in the centralized case. 

We will refer to the baseline LEMPC for the (1,j)-DLEMPC, and the jth 
DLEMPC with the ith steady-state as the (i, j)-DLEMPC, i > 1. It may be 
possible for an attacker to exploit the distributed design of the control 
system by providing false sensor measurements to only, for example, a 
subset of distributed controllers that may cause Vi to decrease under the 
total set of control actions computed, but may not cause it to decrease 
under the inputs computed and assumed in a given subsystem. To avoid 
this, the implementation strategy of the sequential DLEMPC can include 
a check not only on V̇i for the full system, but also within individual 
distributed LEMPC’s. Assuming that the communication links between 
the controllers are not attacked, the role of the distributed framework 
here is to add a level of redundancy. Furthermore, the DLEMPC’s always 
have feasible inputs when there is no cyberattack (the feasible input is 
the Lyapunov-based controller in each subsystem in the case of a 
sequential DLEMPC framework, or is the last set of inputs that caused the 
stability conditions of Step 2c to be satisfied (or the Lyapunov-based 
controller if the inputs after the first iteration fail to do this)). This 
means that infeasibility of any distributed controller is indicative of a 
cyberattack (this aids in detecting cases in which a cyberattack repro-
grams a controller to calculate local inputs which cause the remaining 
controllers to calculate infeasible inputs (e.g., it does not pass a solution 
that met constraints in the prior DLEMPC)). 

We now analyze whether DLEMPC could aid with controller diag-
nosis when using Detection Strategy 1-S. To analyze this, one may take 
advantage of the sequential and iterative designs to check the value of 
the Lyapunov function over a sampling period in every controller to 
determine its trajectory. In both DLEMPC frameworks, each controller 
will predict a slightly different Lyapunov function over a sampling 
period due to assumptions made about the inputs of other controllers in 
the system (i.e. controllers in the middle of the sequential framework 
will receive calculated inputs for controllers prior in the sequence while 
assuming that the Lyapunov-based controller is applied for all other 
controllers, which will result in a slightly different predicted state 
compared to controllers later in the sequence which have received 
calculated optimal inputs from the other controllers). An iterative 
framework similarly will produce a discrepancy between the Lyapunov 
function each controller calculates before convergence; specifically, at 
the first iteration, each controller attempts to optimize its respective 
input while assuming all others are the Lyapunov-based control actions, 
then each controller recalculates its input at each iteration, assuming the 
calculated inputs from the last iteration for every other controller. This 
indicates that differences in state predictions between the controllers are 
not necessarily expected to signify an attack. Furthermore, false sensor 
measurements may affect one, many, or all of the controllers (as well as 
one or more states at a time), and some or all controllers could be 
receiving false inputs as the inputs from the other distributed control-
lers. As a result, there is a possibility that it could be difficult to distin-
guish which sensor or communication link between controllers is being 
attacked even if the trajectory of the Lyapunov function using the state 
predictions from each controller is checked. For example, if the Lyapu-
nov function increases over time in one controller, it may not be clear 

what the source of the issue is, and if it is affecting other controllers as 
well but that because they are all providing different predictions from 
one another, the others’ Lyapunov functions are not showing an in-
crease. One could attempt to use the distributed architecture to give 
strategies for potential diagnosis. For example, in the sequential 
framework, if V̇ for the jth controller is not negative under the control 
actions computed in that controller, an attack may have occurred at that 
controller or higher in the sequence; if the jth controller in an iterative 
framework has a value of V̇ that is not negative under the control actions 
it computed, this may suggest that this controller is subject to some type 
of attack. 

In Detection Strategy 2-S, state predictions are utilized to detect 
potential cyberattacks while providing closed-loop stability guarantees 
for one sampling period if a cyberattack is not detected but conditions 
similar to those of Theorem 2 hold for the final control actions applied to 
the system. The state predictions should utilize the final set of all control 
actions to be applied to the process. If the deviation between the pre-
diction and the measured state exceeds a threshold, then a cyberattack 
may be flagged on the system. We can ask whether checking state pre-
dictions with the inputs used in each distributed controller could be used 
for diagnosis of attacks (i.e., the computed input and the assumed values 
of the other inputs). However, because each distributed controller is 
computing state predictions with different input assumptions, each 
controller would create state predictions using potentially different in-
puts than the final values that will be applied to the process by using 
some inputs computed by each of the individual controllers. Therefore, 
any threshold used to check if an individual controller was potentially 
under attack would need to set a threshold for comparison of the pre-
diction with the measurement that accounts for these input 
discrepancies. 

In Detection Strategy 3-S, state estimates are used for providing the 
state estimates to each DLEMPC and for detecting attacks. Though every 
controller could also have an associated estimator so that each estimate 
at every distributed controller could be compared with the others, this is 
a high degree of redundancy compared to having a single estimator and 
broadcasting its result to every DLEMPC. Distributed state estimators 
(Zhang, 2014) may be considered with distributed control instead of 
centralized state estimators. Overall, the distributed versions of the 
detection strategies can be readily implemented (the proofs of 
closed-loop stability and feasibility for each method extend from the 
centralized versions discussed in Section 4 when the inputs actually 
applied to the process meet conditions similar to those in Section 4 . 
However, it is not obvious that this extension has large benefits for 
attack detection or diagnosis beyond what the centralized architecture 
could achieve. Though there are more potential attack surfaces due the 
increased levels of communication required to send input and state 
measurements to and between controllers, there are also opportunities 
for adding additional checks at each controller (either state measure-
ments or predictions) to seek to catch if any of the controllers in 
particular is acting abnormally. This implies that the direct extension of 
the three detection strategies to a distributed control framework does 
not clearly have benefits from a minimal security architecture perspec-
tive, as it suggests that these strategies can add additional redundant 
checks but does not provide a clear avenue for reducing the cost for 
securing the system. 
Remark 13. In blockchain (Rouhani and Deters, 2019), consensus 
among distributed elements can help to verify data. Validating data in a 
blockchain can be computationally intensive, whereas controllers in a 
distributed architecture would want to validate data received from one 
another without excessive computation time. Methods for reducing 
computation time of data verification with blockchain have also been 
explored (Choi et al., 2020), and it is possible that blockchain technol-
ogies can be useful toward security for data in manufacturing and en-
gineering contexts (Joannou et al., 2020). 
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Remark 14. As noted above, one of the challenges for distributed 
control may be the larger attack surface opened by having additional 
communication channels. However, one could imagine adding new re-
quirements to the communication protocols to attempt to stop this from 
adding too much vulnerability to the system. For example, in Bellink 
(2019), a check is made by a robot that when it receives data from 
another system, it has a secondary number that has been encrypted and 
passed between the robot and the other system to verify its identity 
before accepting its information. A similar strategy could be used with 
the distributed control strategies here as well (including encrypting data 
sent between parties to protect it) to attempt to reduce the attack surface 
offered by greater communication between control laws and provide the 
benefits of greater redundancy and cross-checking if desired. However, 
it is expected that redundancy and cross-checking could increase costs 
and computational overhead. 
Remark 15. Another type of attack that can occur on distributed 
systems could be to attempt to mess up the profits under the controllers 
determined by the set of controllers by attacking one or a few of the 
distributed controllers (Velarde et al., 2017). In general for nonlinear 
systems, unless the problem has a special structure (Hammami et al., 
2020) such that it can be decomposed so that the original is guaranteed 
to have the same optimal solution as the distributed version, it is hard to 
make claims about how far off such an attack could bring profits 
compared to the centralized case (because it is harder in that case to 
even clarify how far off the profits should be for the distributed case 
compared to the centralized case). However, attacking profits is a po-
tential motive of an attacker who is going after a distributed control 
system. 
Remark 16. Though above it was not clear that the redundancy of the 
controllers was helpful within a minimum security architecture for 
detection, it might be asked whether the ability to remove a subset of 
controllers from a network without removing all controllers by using 
distributed control could be a useful characteristic for cybersecurity of 
control systems. One challenge, however, is that this implies a desire to 
keep a process operational after some units have been under attack. This 
may be challenging to want to attempt to do if there is a possibility that 
the other units not known to be attacked could also have been 
compromised. If it was desired to do so, however, (or to otherwise take 
controllers offline to reprogram them, where the concept of periodic 
network refreshment has some precedent in Griffioen et al. (2019)) then 
attacks would need to be able to be diagnosed to shut down the 
appropriate controller. If a controller/input is taken offline for a given 
process, then a backup control policy could be applied in its place while 
it is offline while the other controllers solve the distributed LEMPC 
problem modified to expect that the isolated controllers are applying the 
backup control law inputs. This could impact feasibility of the other 
distributed controllers that are still in operation when one is taken off-
line, unless the backup control law is the Lyapunov-based controller on 
which the LEMPC is based. From a stability perspective, this strategy of 
controller removal would be similar to Lao et al. (2014), in which ac-
tuators were taken offline for preventative maintenance and the 
closed-loop state was driven before the time that they are taken offline 
into a region around the origin within which the closed-loop state could 
be stabilized with the remaining controllers. Though this was imple-
mented in a centralized control framework, the distributed control 
framework could be designed to achieve a similar goal. However, in the 
case that attacks could cause certain controllers to be diagnosed as rogue 
and taken offline at unexpected times, it may be necessary to operate 
within the intersection of all stability regions that could be left if any of 
the controllers are suddenly removed. Fig. 13 illustrates the concept of 
controller removal. On the left in Fig. 13 are initially three distributed 
controllers (m = 3) which communicate in sequence. At some time, the 
first of the controllers is removed. The control law used in its place is 
operated in a decentralized fashion (the case on the right in Fig. 13; i.e., 
it is not aware of what the other distributed controllers are doing). 

However, in the decentralized-distributed case, not all controllers 
communicate, and therefore the combined effects of u1, u2, and u3 are 
not assessed by any of the controllers before these control actions are 
implemented on the process. This is the motivation for instead causing 
the controllers to be unified by causing the backup policy to correspond 
to an appropriate stabilizing control law which all remaining distributed 
controllers can be updated to use. However, one could imagine a strat-
egy that an attacker could use if systems were to be removed due to an 
anomalous behavior of one distributed controller; the attacker might 
deliberately attack one controller to get it offline to then attack the 
backup control policy, or attack some of the remaining controllers. One 
could imagine trying to make the situation harder for the attacker by 
having a tradeoff between what is computed. For example, perhaps at 
random times the backup control policy could change to a constant 
control action, in sync with the other controllers adjusting their assumed 
control action for that controller, to attempt to prevent the attacker from 
having as much authority on the system with one of the distributed 
controllers taken offline, particularly if taking a controller offline is 
inspired by a suspected attack on the system indicating infiltration. 

7. Conclusion 

This work discussed the goal of chemical process control cyberse-
curity studies as being the understanding of what the cheapest and most 
flexible security architecture might be for process systems by consid-
ering both the traditional security approaches along with newer control- 
theoretic approaches in seeking to find the best path forward for in-
dustry in a next-generation manufacturing setting. We presented dis-
cussion of this “minimal security architecture” concept with respect to 
detection methods which we had previously introduced and their 
distributed versions. We also showed how this concept motivates the 
creation of new strategies, such as the directed randomization protocol 
that was discussed and for which the concept of creating different con-
trol actions for the same state measurement was demonstrated using an 
image-based level control example in Blender. 
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