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We present a novel real-time spectral-scanning frequency-
modulated continuous wave (FMCW) 3D imaging and 
velocimetry system that can produce 3D depth maps at 33 Hz, 
with 𝟒𝟖° X 𝟔𝟖° field of view (FOV) and 32.8 cm depth range. 
Each depth map consists of 507 X 500 pixels, with 𝟎.𝟎𝟗𝟓° X 
𝟎.𝟏𝟒° angular resolution and 2.82 mm depth resolution. The 
system employs a grating for beam steering and a telescope for 
angular field of view (FOV) magnification. Quantitative depth, 
reflectivity and axial velocity measurements of a static 3D 
printed depth variation target and a moving robotic arm are 
demonstrated. © 2022 Optica Publishing Group 

Three-dimensional (3D) surface imaging with high speed and high 
resolution is sought after in many current and developing technical 
fields, such as virtual reality, robotic vision, facial recognition, 
biomedical imaging and autonomous driving. 3D surface imaging 
acquires pixels with depth information in a 3D scene. While many 
3D surface imaging approaches have been developed over the years, 
recently Light Detection and Ranging (LiDAR) has become 
increasingly popular, primarily motivated by the autonomous 
driving industry. 

Frequency-modulated continuous wave (FMCW) LiDAR is an 
emerging form of LiDAR which shares the same working principle 
as swept-source optical coherence tomography (SSOCT). In 
comparison with SSOCT, FMCW LiDAR designs typically prioritize 
long imaging range over high axial resolution, and employ a peak 
reflector detection algorithm to condense the axial dimension into a 
single depth measurement for each pixel[1,2]. As a coherent 
continuous wave (CW) imaging system, FMCW LiDAR offers some 
advantages over pulsed direct detection systems such as Time of 
Flight (ToF) LiDAR[3,4] and Amplitude-modulated continuous 
wave (AMCW) LiDAR. These advantages include superior 
resolution and much higher immunity to optical interference such 
as ambient light or other nearby LiDAR systems compared to both 
ToF[5,6] and AMCW[7] LiDAR systems.

In our previous work[8], we demonstrated FMCW LiDAR for 
real-time room-scale 3D surface imaging using non-mechanical 

(grating-based) lateral scanning. The imaging range of an FMCW 
LiDAR or an SSOCT system is generally limited by the instantaneous 
coherence length of the laser source, which is inversely 
proportional to the instantaneous laser linewidth[9]. An emerging 
application for FMCW and SSOCT approaches is meter scale 
imaging for room-scale applications, such as robotic vision and 
facial recognition, as opposed to 10-100 meters range which is 
required for autonomous driving applications[1,10]. Several laser 
technologies have been reported for meter-scale imaging:  vertical-
cavity surface emitting lasers (VCSEL)[11–13], optical time-
stretching[14,15], Fourier-domain mode locking (FDML)[16], 
single or stitched distributed feedback (DFB)[6,17], and akinetic all-
semiconductor programmable lasers[10]. These technologies can 
increase the SSOCT/FMCW LiDAR imaging range to several meters. 
However, achieving a larger imaging range without sacrificing 
depth resolution requires either an equivalent increase in detector 
bandwidth or in acquisition time. Even using GHz bandwidth 
detection, it requires seconds to hours to acquire a single depth 
image with hundreds of points in lateral dimensions and tens of 
centimeters in imaging range with micrometer-scale axial 
resolution[10,17]. 

Traditional mechanical scanners used in OCT and LiDAR usually 
have a maximum scan rate of a few kHz, which practically limits the 
frame rate of raster scanning 3D imaging systems that utilize dual 
scanners to a few Hz. Strategies to optimize scan patterns, such as 
spiral scanning[18], can improve scan efficiency by balancing the 
scan load between the orthogonally scanning mirrors, but these 
approaches introduce other drawbacks such as non-cartesian 
sampled data. Other nonmechanical, compact beam scanners are 
under development, such as optical phased arrays (OPAs), which 
steer beams by controlling the relative phase of coherent optical 
emitter arrays[19]. Unfortunately, practical OPAs developed to date 
suffer from large spatial sidelobes away from the design 
wavelength, limiting their use in low coherence interferometry 
applications[20]. Another approach is to use diffractive optics, such 
as diffraction gratings, to perform spectrally encoded spatial 
scanning[21,22]. Using a combination of a transmissive grating and 
a single-axis galvanometer mirror as the scanner, our previous 
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system[8] performed 475 depth measurements along the spectral 
scanning axis within a single laser sweep, which corresponded to a 
depth voxel acquisition rate of 7.6 MHz. This system achieved an 
imaging range of 32.8 cm and a depth map frame rate of 33.2 Hz. 
However, the angular field of view (FOV) in the grating axis was only 
7.1°, limited by the dispersion of the transmissive grating. 

Thus, to broaden the applicability of our method, we here report 
an improved design of our FMCW 3D imaging system which 
extends the angular FOV in the grating axis to 48.2° by adding a 
custom-designed Keplerian reflective telescope. The schematic of 
the system design is shown in Fig. 1(a), including a ray-traced 
optical model (OpticStudio, Zemax, Kirkland, WA) of the sample 
arm. The light source was an akinetic all-semiconductor 
programmable swept laser source (Insight Photonics Solutions; 
Lafayette, CO) with a sweep range from 1282nm to 1350nm and a 
sample incidence power of 44mW. This power is compliant with 
the IEC 60825-1[23] class 1 limit conservatively calculated at the 
short wavelength end of the laser sweep range. Light from the 
source was separated into sample and reference arms by a 99/1 
2x2 fiber coupler (Thorlabs; Newton, NJ). 1% was directed to the 
reference arm, while 99% progressed to the first port of an optical 
circulator which directed light to the sample arm. In the reference 
arm, light was transmitted through a precision length optical fiber 
before being directed to a 50/50 coupler. In the sample arm, light 
emerging from the sample fiber was collimated by an off-axis 
parabolic reflective collimator before being scanned by a 16mm 
aperture galvanometer mirror (Pangolin; Sanford, FL), which 
performed the slow axis beam scanning. A transmissive grating 
(1145 grooves/mm, Wasatch Photonics; Logan, UT) was positioned 

immediately after the galvanometer to perform spectrally-encoded 
fast axis beam scanning[8,22]. Afterwards, a Keplerian reflective 
telescope with an angular magnification of 6.8x extended the lateral 
angular FOV. The telescope consisted of a 2-inch off-axis parabolic 
mirror (Edmund Optics; Barrington, NJ) with effective focal length 
(EFL) of 516.8 mm, and a 3-inch concave mirror (Thorlabs; Newton, 
NJ) with EFL of 75 mm. Reflected light from the object was collected 
by the sample arm fiber and directed back to the circulator. The 
circulator, in turn, directed the sample light to the 50/50 fiber 
coupler, where the reference and sample reflection light was 
recombined. The interference signal was measured using a 400 
MHz balanced photodetector (Insight Photonics Solutions; 
Lafayette, CO) and digitized at a sample rate of 800MS/s using an 
ATS 9373 digitizer (Alazar Technologies; Pointe-Claire, QC, Canada) 
to achieve an imaging depth range of approximately 32 cm. In the 
following discussion, we define the lateral dimension that is parallel 
to the direction of the grating diffraction as ‘horizontal’ and the 
lateral dimension that is perpendicular to the grating diffraction as 
‘vertical’. The horizontal angular FOV in the fast-scanning axis 
(grating scan axis) was 48.2°, and the vertical angular FOV in the 
slow scanning axis (galvo scan axis) was 68°, both limited by the 
aperture size of the telescope.

For a single 3D depth map, we acquired 50863 x 500 data points, 
where 50863 was the number of spectral sampling points per laser 
sweep (horizontal axis) and 500 was the number of laser sweeps 
(vertical axis). To estimate reflector depth as a function of lateral 
position, we applied overlapping short-time Fourier Transforms 
(STFTs) in the spectral scanning dimension, where the window size 
dictates the axial resolution and (in combination with the optical 

Fig. 1. (a) Schematic diagram of the system design, including sample 
arm Zemax design detail. UP: unused port, BR: balanced receiver, 
OC: optical circulator, FL: fiber loop. Red, green, blue line colors 
represent 1350nm, 1316nm, 1282nm wavelength. Zemax Huygens 
point spread function (PSF) model at the image plane for (b) 
1350nm, (c) 1316nm, and (d) 1282nm wavelength. Colormap 
represents Strehl ratio. 

Fig. 2. (a) Schematic of the 3D printed depth target. Green color 
represents a recess of 8mm depth. Blue color represents a recess of 
4mm depth. (b) Cross-section depth profile plot of the white line in 
(d). (c) Cross-section depth profile plot of the white line in (e). (d) 
Depth map of the depth target acquired by Intel RealSense L515 
LiDAR. (e) Depth map of the depth target acquired by our FMCW 3D 
imaging system (Gaussian filtered and distortion corrected). Both 
(d) and (e) share the same colormap.



transfer function) the lateral resolution along the grating dimension. 
We set the STFT window size to be 200 spectral sampling points or 
0.27nm in wavelength at ~1316nm, allowing a 100-point overlap 
between adjacent spectral windows. We chose this window size 
based on a rational basis that if the point spread functions (PSFs) of 
two adjacent wavelengths are unresolvable (overlapping), the 
detected signals from these two wavelengths can be treated as 
arising from essentially the same object position, and should be 
included into the same STFT window. Then for each STFT window, 
we zero-padded the detected signal from 200 to 5000 points and 
applied the Fourier Transform, for sinc-interpolated, sub-pixel 
accuracy[8]. We employed peak reflection thresholding to find the 
peak location for each Fourier transformed STFT window, where 
the peak location identifies the depth of the principal reflection. 
Therefore, after STFT, we ended up with a 507x500 depth map, 
which was acquired in 0.03 sec or at 33 Hz. A linear distortion 
correction was applied in image post-processing to compensate for 
the image plane curvature.

As our sample arm is non-telecentric, it is helpful to define our 
lateral resolution in both angular (degrees) and distance units 
(mm). The horizontal angular FOV was 48.2°, evenly distributed 
across 507 pixels along the grating scan axis, giving a horizontal 
angular resolution of 0.095°. Similarly, the vertical angular 
resolution was 68° 500≈ 0.14°. On the other hand, we define 
horizontal and vertical distance resolution on an image plane that is 
60 cm away from the last optic, as illustrated in Fig. 1(a). Fig. 1(b-d) 
demonstrate that the PSF at the image plane varied in size across 

the grating scan axis, which caused the horizontal and vertical 
distance resolution to vary across the grating scan axis. However, 
the effect of this variation on the sensitivity of the signal across the 
FOV, as observed in Fig. 3(b), appeared to be small. Thus, the 
horizontal resolution, determined by the sum of PSFs of all the 
wavelengths within the same STFT window, varied between ~ 1.95 
mm and 3.17 mm, defined as the full width at half maximum 
(FWHM) of the intensity PSF. The vertical resolution, determined 
solely by the imaging optics, varied between ~ 1.37 mm to 2.06 mm 
FWHM. The axial (depth) resolution is calculated using 𝑙𝑐= 2𝑙𝑛2
𝜆2

0 /𝜋∆𝜆 [9] (same expression as conventional OCT axial 
resolution), to be 2.82 mm. The bandwidth  ∆𝜆 in this calculation 
was the bandwidth of a single STFT window, equals to 0.27 nm. 

We demonstrate FMCW 3D imaging results of two different 
objects: a custom 3D printed depth target and a UR3 commercial 
robot arm (Universal Robots; Denmark). The 3D depth target had 
an overall dimension of 90 mm x 90 mm and included recessed 
groove-shaped features of two different depths: 4mm and 8mm. 
The recessed grooves all had the same length to width ratio of 5 
with various sizes across lateral axes in order to test 3D imaging 
system performance in all three dimensions. The length of each 
recessed groove is marked in Fig. 2(a). Fig. 2(d) and (e) compares 
the depth maps of the 3D depth target acquired by an Intel 
RealSense L515 LiDAR camera (Intel; Santa Clara, CA) and our 
FMCW 3D imaging system. In our experiment, we maximized the 
Intel LiDAR’s resolution up to 1024 X 768 pixel per depth map and 
minimized its depth range to 30cm. The Intel LiDAR was chosen as 

Fig. 3. (a) 3D depth map of a UR3 robot arm. (b) Reflectivity map of the UR3 robot arm. (c) Axial velocity map of the UR3 robot arm. (d) Real 
photograph of the UR3 robot arm.



a basis for comparison because it is a current state of the art 
commercial room-scale ToF LiDAR device with similar FOV and 
frame rate to our system. Fig. 2(b) and (c) plot a cross-sectional 
depth profile of a single slice through the 3D data in Fig. 2(d) and (e), 
respectively. Although our depth profile is noisier than the L515 
depth profile, our depth profile clearly resolves the feature edges. 
Our depth map unambiguously shows the ‘4mm’ letters and can 
distinguish all recessed grooves. However, the Intel L515 LiDAR is 
not capable of imaging the ‘4mm’ letters and the smallest recessed 
grooves. These comparisons demonstrate that our system can 
achieve better lateral and axial resolution than a current 
commercial room-scale LiDAR. 

To demonstrate that our system’s expanded FOV supports 
imaging dynamic meter-scale objects, Fig. 3(a) shows a single-
frame of a depth map video of a UR3 robot arm (Universal Robots; 
Denmark) acquired by our system. The UR3 robot arm has 6 axes 
with a working radius of 500mm. We have also included a 33-fps 
depth map video of the robot arm making a complex movement as 
Visualization 1 in the supplemental material.  To further 
demonstrate the ability to acquire quantitative reflectivity 
simultaneously, we show a reflectivity map of the UR3 robot arm in 
Fig. 3(b) and a 33-fps reflectivity map video as Visualization 2, 
processed from the same data acquisition as the depth map in Fig. 
3(a). We also show a single frame axial velocity map in Fig. 3(c), and 
33-fps axial velocity map video as Visualization 3 in the 
supplemental material, both obtained from a separate experiment 
with the robot end effector constrained to move directly toward the 
FMCW system aperture.

The reflectivity was defined and calculated 𝑅=  20𝑙𝑜𝑔10 (𝐸𝑜𝑏𝑗/
𝐸𝑚𝑖𝑟𝑟𝑜𝑟) +  𝐴, where 𝐸𝑜𝑏𝑗 is the measured peak location amplitude 
of the interferogram after STFT when measuring a real object, and 
𝐸𝑚𝑖𝑟𝑟𝑜𝑟 and A are factors derived from a calibration experiment. 
Specifically, 𝐸𝑚𝑖𝑟𝑟𝑜𝑟 was the measured peak location amplitude of 
the interferogram after STFT when measuring a mirror in series 
with a neutral density filter (ND filter), and A is the round-trip 
attenuation of the ND filter used to attenuate the signal from the 
mirror. A is given by the equation: 𝐴= 2 × 10𝑙𝑜𝑔10 (𝑃1 𝑃0), where 
𝑃1 is the measured optical power before the ND filter, and 𝑃0 is the 
measured optical power after the ND filter. 

For the axial velocity measurement, we programmed the robot 
arm to move its end effector axially towards the FMCW system at a 
speed of 20 mm/s, while measuring 120 consecutive frames of 
depth maps at 33-fps.  Since the end effector motion per frame at 
this velocity was less than the FMCW system axial resolution 
(2.82mm), we calculated the axial velocity per frame by dividing the 
measured axial displacement over sequential sets of 10 frames, 
divided by the acquisition time of 10 frames. A single frame of axial 
velocity is included in Fig. 3(c), and a 33-fps axial velocity map video 
as Visualization 3 is provided in the supplemental material. Using 
this methodology, the minimum detectable axial velocity and the 
axial velocity accuracy are 9.305 mm/s, and the theoretical 
maximum measurable axial velocity is 10.56 m/s. We did not 
employ the traditional doppler shift method[24] to measure 
velocity because our laser only sweeps in one direction.

The depth range in our system is currently limited by two factors: 
the Rayleigh range of the sample beam and the speed of our receiver. 
Faster receivers (and supporting digitizers) are commercially 
available and could potentially double or even triple the depth 
range of the system. However, these improvements would only be 
worthwhile if they were accompanied by modifications to the 

system to improve the Rayleigh range. Such improvements are 
possible, albeit at the expense of lateral resolution and/or lateral 
FOV. Naturally, the trade-off between these design parameters 
should be driven by the application requirements.
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