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Abstract—Iteration over opaque, generic data structures is an
important feature of many C++ libraries. Aggressive compiler
optimization and inlining enables generic C++ iterators to iterate
over complex data structures with performance comparable to
that of hand-tuned code with C-language (raw) pointers. In this
paper, we describe the sparse matrix iterators in the current
draft of the C++ GraphBLAS API, their support fur a varlety

The C programming language is a difficult language to
use when implementing the GraphBLAS. It lacks features of
modern programming languages, such as generics, which are
essential as we generalize GraphBLAS to other platforms. We
need to adopt a modern language such as C++ as we move
fﬂrward w1th the GraphBLAS WE descnbe the prﬂblems w1th
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