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ABSTRACT
Network telescopes provide a unique window into Internet-wide
malicious activities associated with malware propagation, denial of
service attacks, network reconnaissance, and others. Analyses of
this telescope data can highlight ongoing malicious events in the
Internet which can be used to prevent or mitigate cyber-threats in
real-time. However, large telescopes observe millions of events on
a daily basis which renders the task of transforming this knowl-
edge to meaningful insights challenging. In order to address this, we
present a novel framework for characterizing Internet’s background
radiation and for tracking its temporal evolution. The proposed
framework: (i) Extracts a high dimensional representation of tele-
scope scanners composed of features distilled from telescope data
and learns an information-preserving low-dimensional represen-
tation of these events that is amenable to clustering; (ii) Performs
clustering of resulting representation space to characterize the scan-
ners and (iii) Utilizes the clustering outcomes as “signatures" to
detect temporal changes in the network telescope.
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1 INTRODUCTION
Cyber-attacks present one of the most severe threats to the security
of the nation’s critical infrastructure. The ubiquitous nature of the
Internet-of-Things has expanded the threat surface and the number
of on-net devices that can be easily compromised. Hence, network
situational awareness becomes a germane task for network oper-
ators. A critical phase in most cyber-attacks is “reconnaissance",
which includes “scanning" for potentially vulnerable devices on the
internet that can be exploited later. Early detection and accurate
characterization of these scanning behaviors can reveal new mal-
ware, their propagation strategies, motives, emerging or existing
vulnerabilities, and unauthorized use of Internet resources.
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However, network situational awareness is a challenging task.
Scanning activities are oftentimes low in volume and interleaved
with dominant normal network tra�c. Security practitioners can
employ (distributed) honeypots [3] for detecting the onset of such
activities. Nevertheless, employing a large cluster of honeypots can
be expensive. Further, high-interaction honeypots could be hard
to maintain and adapt. Alternatively, one can monitor tra�c des-
tined to a "Network Telescope". Network telescopes or “Darknets"
receive and record unsolicited tra�c destined to an unused but
routed address space and hence, provide a unique opportunity for
characterizing Internet-wide malicious activities in a timely manner.
This “dark IP space" hosts no services or devices, and therefore, any
tra�c arriving to it is inherently malicious. Darknets have been fre-
quently used by the networking and security communities to shed
light into dubious malware propagation other types of attacks[2].

2 PROBLEM FORMULATION
In this work, we aim to shed more light into the rapidly changing
Darknet ecosystem (e.g., for an illuminating trend, see [5], Fig. 13)
to facilitate accurate and timely situational awareness (i.e., identify
zero-day exploits and new attacks in real time). Our primary ob-
jective is to identify the patterns of scanning behaviors and
track dynamic changes in these patterns.

Each source IP, observed in the Darknet on a given day, can be
characterized using attributes extracted from the raw Darknet data
and other data sources (e.g., metadata from Censys.io, geoloca-
tion data, etc.). Scanning patterns can be captured by performing
clustering on these attributes such that source IPs associated to a
particular internet event get grouped together. Applying distance-
based clustering algorithms on a high-dimensional data like the one
collected in our Darknet results in unstable clusters. This can be
overcome by employing dimensionality reduction techniques
which learn information-preserving low-dimensional representa-
tion of such wide data. The meaningful clusters obtained on this
low-dimensional embedding can be utilized to study and under-
stand ongoing scanning events. More importantly, the task of de-
tecting temporal changes in scanning behaviors can now be
cast as a goodness-of-�t problem that compares the cluster signa-
tures/distributions between consecutive days.

3 METHODOLOGY
Our starting point is raw tra�c traces from a large network tele-
scope (our team has access to a /13 Darknet spanning approxi-
mately 500,000 unique IPs; on a typical day, more than 100 GB
of compressed Darknet data is collected consisting of some 3 bil-
lion packets on average). The nature of the clustering outcome
is largely determined by the feature set chosen to characterize
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the scanners. For this project, we extract a set of relevant and in-
terpretable features, such as those that describe the volume and
duration of scanning, the destination host and subnet dispersion,
the set of ports and protocols scanned, and the set of services open
at the scanners themselves as discovered by Censys.io.
Task 1: Autoencoders for dimensionality reduction. The ex-
tracted feature space is very high dimensional (consider, for exam-
ple, that there are 216 unique ports that needs to be considered).
Clustering of such high-dimensional data poses a challenge in itself
because distance calculations are known to be inherently unreliable
in high-dimensional settings [1], making it challenging to apply
standard clustering methods that rely on measuring distance be-
tween data samples to cluster them. Motivated by the recent success
of deep representation learning, we employ Multi-layer Perceptron
(MLP) autoencoders to learn the low-dimensional numerical em-
beddings of the input data.

Assuming # sources and a feature vector of size % , our objec-
tive is to learn a low-dimensional representation of size & << %
for the data that can be used for the clustering task introduced
next. More formally, our goal is to learn functions 5 (·) : R% !
R& and 6(·) : R& ! R% that minimize the reconstruction loss:Õ#
8=1 (✓ (6 � 5 (x8 ), x8 )) , where the ✓ (·) : R% ! R is a loss function.

Task 2: Clustering via k-means. In order to characterize the
Darknet behavior, the low-dimensional embeddings 5 (x8 ) B z8 2
R& learnt in Task 1 are then assigned into groups based on similarity
metrics. This can be formulated as the classical clustering problem
of assigning # objects into  clusters such that some loss function
is minimized. There are several approaches that one can adopt here;
for this work, we elected to work with k-means. Note that, the
number of clusters ( ) is not known a priori and one needs to apply
data-driven heuristics to �nd an appropriate value.
Task 3: Earth Mover’s Distance for change-point detection.
We employ the EarthMover’s Distance [6] (EMD)metric to measure
the dissimilarity between the clustering “signature" of day C and day
C + 1. In our setting, each clustering outcome de�nes a distribution
or “signature" that can be used for comparisons. If we denote the set
of clusters obtained from clustering for day C as {⇠1C ,⇠2C , . . . ,⇠ C }
and the centers of all clusters as {<1C ,<2C , . . . ,< C } where<8C =Õ

92⇠8C
G 9C

|⇠8C | , 8 = 1, . . . , , and G 9C 2 R% , 9 = 1, . . . ,# . Then, the signa-
ture (C = {(<1C ,F1C ), . . . , (< C ,F C )} can be employed, whereF8
represents the “weight“ of cluster 8 which is equal to the fraction
of items in that cluster over the total population of scanners.

In our work, we posit the following “goodness-of-�t" problem:
�0 : (C = (C+1 versus �1 : (C < (C+1 . We reject the null hypothesis
(i.e., we detect a change-point) when the EMD distance between the
two distributions (C and (C+1 exceeds a user-de�ned threshold (i.e.,
it is above an empirically-found baseline). As part of our ongoing
work, we seek to �nd more statistically rigorous methods for this
hypothesis testing problem.

4 EXPOSITION OF EARLY RESULTS
We showcase our methodology in Fig. 1 where we applied the
proposed framework during the month of September, 2020. The
�gure shows a signi�cant increase in the EMD distance between
the clustering outcome of Sep. 5C⌘ and Sep. 6C⌘ which indicates a
structural change in our Darknet. This increase in EMD distance is
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Figure 1: Detecting temporal changes using the EMD.

corroborated by the sudden increase in scanning tra�c originat-
ing from countries like India and Egypt. In our clustering results
for Sep. 6C⌘ , we observe novel clusters with scanners scanning a
particular set of ports: 23, 80, 2323, 7574, 8080, 37215, 49152 and
52869. On cross-checking these particular port-scanning behavior
with other sources (i.e., honeypot data and online reports), we were
able to associate this tra�c to the Mozi botnet. We also applied
our techniques in the months of Nov. 2020 and Jan. 2021 and found
other important events; for space economy, we omit the results.

5 CONCLUSIONS
We presented a novel framework towards network situational
awareness. In addition to Darknet characterization (also done in
other works, e.g., [4]), our approach utilizes the clustering outcomes
to detect structural changes in the Darknet. Timely detection of
such behavior would lead to rapid mitigation of emerging threats
(e.g., zero-day exploits). As part of ongoing work, we plan to ex-
pand the set of features we select (e.g., introduce some of the ones
in [3, 5]) to enhance the clustering interpretation. Moreover, given
the limitations of running a centralized Darknet sensor [5], we plan
to integrate additional data sources into our system (e.g., distributed
honeypots, VirusTotal, ExploitDB, etc.) to further validate our re-
sults and to apply our techniques to other critical data sources.
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