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Delay-Adaptive Control of a 7-DOF Robot
Manipulator: Design and Experiments

Alexander Bertino

Abstract— We present an analytical design and experimental
verification of trajectory-tracking control of a 7-DOF robot
manipulator with an unknown long actuator delay. To com-
pensate for this unknown delay, we formulate a delay-adaptive
prediction-based control strategy to simultaneously estimate the
unknown delay while driving the robot manipulator toward the
desired trajectory. To the best of the authors’ knowledge, this
article is the first to present a delay-adaptive approach for
a nonlinear system with multiple inputs. Through Lyapunov
analysis, we first establish local input-to-state stability with
respect to temporal derivatives of the reference trajectory, along
with regulation of the tracking errors when the reference trajec-
tory approaches a stationary configuration. Then, through both
simulation and experiment, we demonstrate that the proposed
controller is capable of tracking the desired trajectory with
desirable performance despite a large initial delay mismatch,
which would cause nonadaptive prediction-based controllers to
become unstable.

Index Terms— Delay-adaptive control, experimental validation,
high-DOF robots, unknown delay.

I. INTRODUCTION

N THIS article, we pursue an experimental verification

of an analytically designed control of a 7-DOF robot
manipulator subjected to an unknown constant input delay.
Such delays are frequently observed in the control of remote
manipulators [1], [6], [17], [27], [30], where a long, slowly
time-varying (often assumed to be constant) communication
delay is likely present. To account for a known delay, a variety
of predictor-based and sliding mode approaches have been
developed for linear systems [2], [3], [14], [15], [20]-[22],
[24], [25], [35], nonlinear systems [4], [S], [18], [23], [31], and
systems with a time-varying delay [7], [8], [26], [33], [34].
Although such techniques notably improve the transient per-
formance of a controller in the presence of a known delay,
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they are also well-known to be sensitive to delay mismatch.
In the case where a long, slowly time-varying communication
delay is difficult to accurately predict or measure, a delay-
adaptive control approach has the potential to significantly
increase the transient performance of the robot manipulator,
through compensation of the delay mismatch.

In recent articles [10]-[13], [19], [36]-[39], adaptive control
strategies were developed to estimate an unknown delay while
simultaneously compensating for this delay with a predictor-
based approach. To achieve this, most of these articles
represent the constant delay at the input of an ordinary
differential equation (ODE) as a transport partial differential
equation (PDE) whose convective speed is inversely pro-
portional to the unknown delay. This approach introduces
the delay parameter into the model in a linear manner and
is, therefore, suitable for adaptive design. In the article by
Bresch-Pietri and Krsti¢ [13], this strategy was extended to
nonlinear dynamics subjected to a constant input delay. The
authors examined the case of a measured distributed input,
in which a global delay-adaptive stability result is achieved,
as well as the more realistic case of an unmeasured distrib-
uted input, in which a local delay-adaptive stability result is
achieved.

In this effort, we formulate the local technique developed
by Bresch-Pietri and Krsti¢ [13] for an unmeasured distributed
input, to handle the case of trajectory tracking with multiple
actuators. This formulation yields local input-to-state stability
with respect to temporal derivatives of the reference trajectory,
as well as regulation of tracking errors when the reference
trajectory approaches a stationary configuration. Furthermore,
through the experimental verification of this delay-adaptive
control strategy on Baxter, a 7-DOF redundant robot manip-
ulator, we demonstrate desirable controller performance even
in the presence of a significant delay mismatch. Two cases
are studied here, an underestimation of 0.9 s (0-s initial
prediction, 0.9-s actual delay) and an overestimation of 0.5 s
(0.9-s initial prediction, 0.4-s actual delay). Thus, the
delay-adaptive control strategy is both theoretically sound
and effective in practice, significantly improving the track-
ing performance of the predictor-based approach when the
delay is unknown. This is the main contribution of this
article.

The organization of this article is as follows. In Section II,
we present a brief overview of the dynamics of Baxter’s
right manipulator. In Section III, we formulate the delay
adaptation task in mathematical terms, as well as state several
assumptions on the system dynamics, feedback law, and
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desired trajectories that are used in the Lyapunov analysis
of the delay-adaptive method. In Sections IV-VI, we present
the delay adaptation approach and demonstrate the local
delay-adaptive stability of the method through Lyapunov
analysis using the £; norm. In Section VII, we present the
simulation and experimental results of the proposed method
implemented on Baxter’s right manipulator, accounting for a
large delay mismatch both in the case of delay underestimation
and overestimation. Finally, in Section VIII, we present the
case that the proposed delay-adaptive method has the poten-
tial to significantly increase the transient performance of a
robot manipulator subjected to an unknown delay, through the
compensation of an initial delay mismatch.

Notations: In the following, we use the common definitions
of class K and K given in [16]. |-| and |-|; refer to the
Euclidean and £; norms, respectively, and the matrix norm
is defined accordingly; for M € M/(R)(¢ € N¥), as |M| =

sup |Mx| and the spatial £; norm is defined as follows:
[x[=1

1
lu()l1 =/0 lu(x, t)|1dx.

For (a,b) € R? such that @ < b, we define the standard
projection operator on the interval [a, b] as a function of two
scalar arguments f (denoting the parameter being updated)
and g (denoting the nominal update law) in the following
manner:

0, if f=aand g <0
Proj, ,1(f.8) =g10, if f=band g>0
, otherwise.

—_—

For a distributed function of (x, t) or (y, t), a lowercase sub-
script indicates differentiation by the corresponding parameter.
For example

82f(x,t)‘

)=
Falein) = ===

II. MATHEMATICAL MODELING

The redundant manipulator, which is being studied here, has
a 7-DOF as shown in Fig. 1. The Euler-Lagrange formulation
leads to a set of seven coupled nonlinear second-order ODEs

M(q)Gg+N(q,q) =< (D

where

N(g,q9) =C(q,9)q + G(q) 2

in which ¢, ¢, and § € R7 are angles, angular velocities, and
angular accelerations of joints, respectively, and 7 € R indi-
cates the vector of joints’ driving torques. Also, M(g) € R7*7
is a symmetric mass inertia matrix, C(g,¢) € R”7 is a
matrix of Coriolis coefficients, and G(g) € R’ is a vector
of gravitational loading.

Our verified coupled nonlinear dynamic model of the
robot [4], [5], [9] is used as the basis of the delay-adaptive
approach. Note that the inertia matrix M(g) is symmetric,
positive definite, and consequently invertible. This property is
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(b)

Fig. 1. Joints’ configuration: (a) sagittal view and (b) top view.

used in the subsequent development. The multiinput nonlinear
system (1) can be written as the 14th-order system of ODEs
with the following general state-space form:

X = fo(X,U)

_ q 0

= [—M(g)-‘zv(q,cn] + [Mw)—'}” 3
X =1[q1,--»q7,41, > 471" “)

where X € R is the 14-D vector of states, and U = 7 € R’
represents the input torques to the system (3).

To track a desired trajectory, we reformulate (3) in terms of
error dynamics

Z = f(Z,U, Xg)

Z
- |:—M(z +qr) "Nz +qr,z+qr) — éjRi|

0
+[M(z + qR>1}U ©)
Xr =gk qp-drl" (6)
z=1[":"1" (7)
Z=¢—4gr (8)

where X € R?! is the state reference trajectory, Z € R!* is
the state error vector, z € R’ is the positional error of the robot
manipulator, and gz € R’ are the reference joint trajectories
to track.

Furthermore, we make the following assumption regarding
the reference joint trajectories:

Assumption 1: The desired joint trajectories g (t) € R7 are
class C® functions, and X z(¢), X (¢), and X z(¢) are uniformly
bounded for all r > 0.

III. PROBLEM STATEMENT

Consider the following nonlinear plant:
Z(1) = f(Z(1), U(t — D), Xz (1)) ©)

in which D is an unknown delay introduced to the error
dynamic model of the Baxter manipulator (5), belonging
to the interval [D, D], with D > 0. The objective of the
delay-adaptive approach is to stabilize the error dynamics
with input delay (9), despite the length of the delay being
initially unknown. To assist the Lyapunov stability analysis in
Section IV, the following assumptions are made regarding the
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nonlinear plant (9), the corresponding feedback law, and the
state reference trajectory Xg(t).

Assumption 2: The plant (5) is forward complete.

Assumption 3: There exists a C> feedback law U =
k(Z, Xg) such that the closed-loop delay-free plant (5) is
globally exponentially stable, i.e., there exist A > 0 and a
class C' radially unbounded positive definite function V such
that for all Z € R

oV

— D (Z,5(Z, Xp), Xp) < =2V (Z) (10)
1ZI* < V(Z2) <alz)? (11
v Z) < Z 12
7 D] = elZl. (12)

Assumption 4: The values for the state reference trajectory
X () are known at least D seconds in advance.

Assumption 2 assures that (9) does not escape in finite time.
This assumption is necessary to ensure that the system does
not escape before the input U (t — D) reaches the system, and
it has been proven to hold for robot manipulators [4], [5].
Assumption 3 is a stronger than necessary condition used
to prove the local stability of the delay-adaptive approach.
Assumption 4 ensures that the state error vector Z(f) can be
predicted up to D seconds in advance. This is a necessary
assumption for any predictor-based control strategy involving
trajectory tracking since if Z(t + D) cannot be predicted,
U(t) cannot be chosen to compensate for the delay present
in the system. While such a control strategy is technically
noncausal with respect to the state reference Xg(¢), this is not
a concern in practice since X () is a user-defined signal that
is independent of the current joint state X (¢) and input U (¢),
and thus can be determined an arbitrary time in advance.

To analyze the closed-loop stability despite delay uncertain-
ties, we use the systematic Lyapunov tools introduced in [18]
and first reformulate plant (9) in the form

Z(t) = f(Z(@®),u(0,1), Xr (1)) (13)
Du;(x,1) = uy(x,1) (14)
u(l,t) = U(®1) (15)
by introducing the following distributed input:
ulx,t)=U@+ D(kx —1)), xe][0,1]. (16)

Thus, the input delay is now represented as a coupling with
a transport PDE driven by an input with unknown convection
speed 1/D.

IV. DELAY-ADAPTIVE CONTROL DESIGN

Due to the fact that the distributed input is unmeasured,
we introduce an estimate of the distributed input

i(x,t) =U(t + D) (x — 1)), xel0,1] (17)

where D(r) is the current estimate of the input delay. To sta-
bilize (13)-(15), we must first predict the state of the sys-
tem (13)-(15) once the delayed input reaches the system.
To achieve this, we introduce a distributed predictor estimate

plx,1) = Z(t + D(t)x)
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— Z() + D) / FGPGa 1), 2y, 1), (v, 0)dy
(18)

in which

Flx,1) = Xgr(t + D(1)x) (19)

is the distributed trajectory estimate. If the input delay was
known, the control law U(t) = x(Z(t + D), Xg(t + D))
could be used to stabilize the system, exactly compensating
for the delay present in the system. Therefore, by the certainty
equivalence principle, we choose the control law as

U(t) = x(Z(t + D(0), Xg(t + D(1)))
=x(p(l,1),7(1,1)).

To derive an adaptation update law for the estimated delay,
we define and use at time ¢ a prediction of the current system
state X (), starting from a recent previous state X (t — f) with
f > 0, and assuming the correct value of the input delay
is D(r)

(20)

Xp(x.t,D) = lgr(x. 1. D). gp(x.1, D)'T
= X(-p+p [ AUy D)
where
Up(x,t,D)=U@r - D+ px —1)), xel0,1]. (22)

Note that in this section, notations indicating nested func-
tions of (y,, D) have been removed for the sake of brevity.
An important property of this prediction is the following:

= X(t+ fx — 1)) (23)
= X(1) 24)

Xp(x,t, D)
XP(l»t: D)

and thus if the estimated value of the delay D(r) equals the true
value of the delay D, then our prediction of the current system
state X p(1,7, D) is equivalent to the current system state
X (t). Leveraging this useful property, we can use the mean
square error between the predicted system state X p(1, 7, D)
and the current system state X () through a gradient descent
algorithm, updating the estimate of the delay D(r) to minimize
this prediction error. For this purpose, we use the following
instantaneous cost function, initially proposed in [10] for a
linear plant:

J:(t,D)e [to,oo[—> %|Xp(1,l‘, D) — X(t)|2]]. (25)

To obtain the gradient of this cost function with respect to
the estimated delay D, it is first necessary to determine the
partial derivative of X p with respect to D

ZL 1, D)

_ﬁ/ (a—fo( p,UP) 5 " (.1, D)
+i(xp,up> L (y,r,D))

_ﬁ/ (a—fo( p,UP) B “(y.1, D)

0 . A
_[M(qp)—l}UP(yat’D))dy (26)
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By taking the derivative of this equation with respect to x,
it can be seen that (62X p/6Ddx) satisfies the following ODE:

’Xp . afo oXp .
= x,t,D) = —Xp, Up)——(x,t,D
6D6x( ) 'B(aXp( p.Up) aD( )
0 ) R
— Up(x,t, D 27
|:M(qp)1] plx )) (27)
o0Xp N
—(0,t, D) = 0. 28
6D( ) (28)

By defining the transition matrix @ associated with the cor-
responding homogeneous equation, one solves (27) and (28)
to obtain

oXp A /x N
A x7t9D - - (I) X, ,t,D
5 " ) =8 | o(x,y,1, D)

0 . N
XI:M(qP)l}UP(y,ta D)dy (29)

where ®g(x, y, t, f)) is the solution to the following homoge-
neous ODE:

oD . of; .
“(x, .1, D) = = (Xp, Up)Dy(x, y, 1, D) (30)
ox o0Xp

Oo(y,y,1,D) =1, yel0,1], xely,1]. (3D
Taking the gradient of the instantaneous cost function (25),
the following equation is obtained:

oJ o A NTOXp
E(t,D)—(Xp(l,t,D) X(t)) ~=(1.1.D). (32)

Using this computed gradient, the rate of change of the
delay estimate is designed as

D) = yProjyp 3, { D(1), po (1)} (33)
where
—22(t, D(1))

2 (11, Doy
(qﬁ s by

pp(t) = (34)

1+

and y > 0 is the adaptation rate of the delay estimate. The
projection operator is used to ensure that the delay estimate
remains in the interval [D, D]. Note that normalization by the
regressor is used in the adaptation of the delay estimate (34) to
reduce the speed of adaptation when there are large changes in
the input. Using a steepest descent argument [29] along with
an appropriate bounding of terms, one obtains the following
properties of (34), provided that the initial delay estimate is
close enough to the true value of the delay:

Lemma 1: There exist positive parameters H > 0 and
Duax > 0 such that if [D(0)] < Dpax, and X (¢), U(¢), and
U(t) are uniformly bounded

D(0)pp (1) = 0 (35)
lpp ()| = H (36)
where D(r) = D — D(¢) is the current estimation error of the

delay.

Proof:  Using a steepest descent argument [29], one
obtains the property D(f)pp(t) > 0. To obtain the property
lpp(t)] < H, it is necessary to establish the uniform bound-
edness of Xp and (6Xp/0D) in (34). Due to the forward
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completeness property of fy, the uniform boundedness of X
and U, and the fixed integration distance in (21), one obtains
the uniform boundedness of Xp. To establish a bound for
(06X p/dD), Lemma 3 is used to prove the uniformn bound-
edness of ®y. Due to the uniform boundedness of ®g, Xp,
U, and U, along with the fact that f; is a class C2 function,
one obtains the uniform boudedness of (6X p/8D) from (29).
Applying the uniform boudedness of Xp and (X p/6D)
to (34), one obtains the property |pp(t)| < H. [ |

To predict the input delay of the robot manipulator, we use
a gradient-based method minimizing the difference between
the current system state and a prediction of what the system
state should be if the currently estimated delay is equal to the
true value of the delay. It is important to note that contrary
to the implementation of the current state predictor Xp in
previous works by Bresch-Pietri ef al. [10], [13], in which
the current state is estimated by simulating from the initial
condition X (fy), the predictor method present in this article
estimates the current state by simulating from the more recent
state X (r — f). This modification to the predictor-based update
law ensures that the computational cost of performing this
method remains consistent due to the fixed bounds of the
integral in (21), as well as serving to bound the maximum
growth of the state transition matrix ®¢(x, y, f, ﬁ) and pre-
diction error X p(1, ¢, D) — X (¢). In essence, this cost function
is a simulated replay (21) of the last S seconds of the robot
manipulator motion, and the update of the delay estimate aims
to match this simulated replay to the observed value of the
system state during this period. If the estimate of the delay
is correct, the simulated replay should match perfectly with
the motion of the robot manipulator during the most recent
seconds of motion.

Due to the fact that the properties stated in Lemma 1 hold
for any § > 0, the selection of the replay length £ is motivated
primarily by practical considerations. If f is chosen to be too
small, measurement noise and external disturbances will make
up a large portion of the difference between the predicted and
actual current system state, meaning that the update of the
estimated delay will be susceptible to high-frequency noise.
If § is too large, the accuracy of the simulated replay will
suffer due to accumulated inaccuracies, such as small inconsis-
tencies in the robot manipulator model, as well as accumulated
error from the numerical methods used in the simulation.
Additionally, a larger S increases the computational cost of
the method, as a longer simulation will need to be performed.
Thus, the selection of f is a balance between susceptibility
to high-frequency noise with a small § and susceptibility to
low-frequency noise and increased computational burden with
a large f. Through simulations and experiments, we have
found that selecting f to be roughly an order of magnitude
smaller than the settling time of the control law x(Z, Xy) is
a suitable choice.

Using the delay estimate update law (33), as well as the
control law (20), we are now ready to present the stability
theorem for the delay-adaptive controller operating on a robot
manipulator with unknown input delay.

Theorem 1: Consider the closed-loop system consisting of
the error dynamics of the robot manipulator (5), control
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law (20), delay estimate update law (33), and desired joint
trajectories gg(r) satisfying Assumptions 1-4. Define the
following functionals:

L@ =1Z@)|+ i)l
1
1] s — 1 5 d
+/0 |(x, 1) —ig(x, 1) 1dx

+/1 lix(x, 1) — dpx(x,)hdx  (37)
Lr@) = 17:(1, (t))h + 1E (D)1 + 1Pex (D)1 (38)
in which 7 is defined in (19),
iag(x, 1) =x(p(x, 1), 7(x,1)) (39)
is the predicted distributed input reference, and
ia(x,t) =u(x,t) —i(x,t) (40)

is the distributed input estimation error. Then, there exist R*,
I'*, 0% 9%, c3, ¢4 > 0, and a class Ko function a* such that
if Xg(t), Xg(r), and Xg(r) are uniformly bounded by R*,
') <T* |D()] <o* and y < y*, then

I'(t) <c3T'(0)e™ +a*( sup {FR(s)}) Vi>0 (41)
sel0,1]

Furthermore, if X r() — 0 as t — oo, then

Z@ 0. (42)

V. LYAPUNOV ANALYSIS

In this section, the proof of Theorem 1 resembles the
proof of Theorem 3 in [13], since the delay-adaptive control
approach in our article is an extension of their approach. How-
ever, significant changes to this proof were necessary to adapt
it to a trajectory tracking task using a robot manipulator. In the
original backstepping transformation used by Bresch-Pietri
and Krstic in [13], the nonlinear plant f and the correspond-
ing control law x are assumed to be autonomous. As both
f and x are nonautonomous when tracking a time-varying
reference trajectory Xg(¢), it was necessary to reformulate
the backstepping transformation to handle the nonautonomous
case. This reformulation of the backstepping transformation
introduces new terms in Lyapunov analysis, which need to be
carefully bounded. To bound these terms, it is necessary to
do so in terms of the current tracking errors, the distributed
input torques, and the temporal derivatives of the reference
trajectory. As a result of terms being bound by the temporal
derivatives of the reference trajectory, local input-to-state
stability is established with respect to these derivatives, with
regulation of the tracking errors when the reference trajectory
approaches a stationary configuration. Thus, the analysis pre-
sented here extends upon the stability results of [13] when
there is a time-varying reference to track, while preserving
the original local asymptotic stability result of [13] when the
reference is stationary. Additionally, due to the control affine
nature of robot manipulators, the application of the mean value
theorem is not necessary to bound terms such as f; appearing
in this section. This key property of robot manipulators allows
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for a large reduction in the number of terms that are necessary
for the Lyapunov analysis presented in this section when
compared with that of [13].

It is important to note that both the original method
presented in [13] and the method we present here use the
L norm rather than the £, norm as is typical when performing
Lyapunov analysis. For an additional reference in the use of
L) norms in Lyapunov analysis, the interested reader can refer
to [32].

To perform Lyapunov stability analysis, a backstepping
transformation is first used to reformulate (13)—(15).

Lemma 2: The backstepping transformation of the distrib-
uted input estimates (17)

W(x,t)=1d(x,t) —k(p(x, 1), 7(x,1))

in which the distributed predictor estimate is defined in (18),
and together with the control law (20), it transforms
plants (13)—(15) into

Z(t) = f(Z@t), k(Z(t),7(0,1))
+(0,1) +a(0,1), 7(0, 1)) (44)

Diiy(x,t) = ii,(x,1) — D(t)g1(x, 1) — D(t)g2(x, 1) (45)

(43)

i(l,1) =0 _ (46)
D)t (x, 1) = 5 (x, )+ D) (x, 1) —ha(x, 1) falt) (47)
(1, 1) = 0. (48)

Additionally, the spatial derivative of the backstepping trans-
formation (43) satisfies the following PDE:

D)y (x, 1) = thyx (x, 1) + D(O)h3(x, 1) — halx, 1) fi (1)
(49)

by (1,1) = —DOh (1, 1) + ha(1, 1) f(0). (50)

The expressions for the terms gi, g2, k1, ha, h3, hg, and f;
can be found in Appendix A.

Proof: Note that in this proof, notations indicating dis-
tributed functions of (x, r) and (y, ) have been removed for
the sake of brevity.

First, (44) is obtained by applying (43) and (40) to that of
the nonlinear plants (13)—(15). Next, by examining the spatial
and temporal derivatives of the distributed input estimate (17)
and distributed trajectory estimate (19), the following relation-
ships are obtained:

D), = i, + D) (x — )ity (51)
a(l,0) =U@) (52)
D()#, = 7, + D(t)x?, (53)
7(0,1) = Xg(1). (54)

By combining (51) with that of the relationship between the
spatial and temporal derivatives of the inputs (14) and (15),
and applying backstepping transformation, (43), (45), and (46)
are obtained.

To obtain the governing equation for @, we first substi-
tute (43) and (53) into (51) to obtain the following expression:

N

D(t),

N OK o,
iy — ?(p, PY(D(t) pr — Px)
p

+Dt)(x — Da, — i)(z)x‘;—:(ﬁ, P, (55)

Authorized licensed use limited to: Miroslav Krstic. Downloaded on December 26,2022 at 22:37:42 UTC from IEEE Xplore. Restrictions apply.



BERTINO et al.: DELAY-ADAPTIVE CONTROL OF A 7-DOF ROBOT MANIPULATOR: DESIGN AND EXPERIMENTS

To obtain (47) and (48) from (55), it is necessary to
study the behavior of the temporal and spatial derivatives of
the distributed predictor. By taking the temporal and spatial
derivatives of p and substituting in (51) and (53), the following
relationships are obtained:

Dy = f(ﬁ(o’ t)’u(oa t)’f(o’ t))
(O o A A A

A A s Uy D t

+/0 ( ~(p, &, F)D (1) p

+ i, m[a,+ Do - nay

0 2 A
+a—f;[fy 4 D(t)yfy])dy + D)

x / F(p. i, F)dy (56)

= D) f(p,a,7)
= D) f(p(0, 1), 2(0, 1), 70, 1))

~ * (0
—l—D(t)/O (a—{(ﬁ,ﬁ,f)ﬁﬁ

0
or ’

on
(57)

Then, we define ¢ = D(r)p; — px. It is observed from the
substitution of (56) and (57) into this definition that ¢ satisfies
the following equation in x, parametrized in ¢:

2 = b+ DODOY  (58)
0.0 = DO e 59

where f;(f) and w are defined in (A.7) and (A.8), respectively.

By defining the transition matrix @ associated with the
corresponding homogeneous equation, one solves this equation
to obtain

DW)p, — pr = DOD() /0 O(x, y. ydy

+®(x,0,0)D() £z (1).

Substituting this equation along with the backstepping trans-
formation (43) into (55) yields (47) and (48).

By taking the spatial derivative of (47), one obtains the
governing equation (49). Additionally, the boundary condi-
tion (50) is directly obtained by rearranging the governing
equation (47), along with the knowledge that o,(1,t) =
due to taking the time derivative of the boundary
condition (48). [ |

For the purpose of Lyapunov analysis, we consider the
following Lyapunov—Krasovskii functional candidate:

(60)

1
W(r) = VO(Z(t))—i—boD/o (1 + x)|i(x, £)|1dx
1
+b1f)(t)/ (1 + x)|D(x, )] 1dx
0
1
+b2D(t)/ (1 4+ x) |y (x, )| 1dx (61)
0

in which Vo = +/V, which was previously defined in
Assumption 3. This functional measures the current tracking
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errors of the robot manipulator, as well as the difference
between the distributed input and the desired distributed input.
Using the properties of Assumption 3, along with the state
space model of the robot manipulator (5), the following
inequality is obtained:

A

. A
Vo) = =51ZO] + S1M @)~ 110, 1) + (0. D)y

A

A
—5 1201+ M1a(0, 1) + (0, D (62)

where

M, = |M(C]) .

ge [02 )2 (63)

Using (49), the temporal derivative of the fourth term of
W(t) can be bounded as follows:

d . 1
E[bzp(t)/o (1+x)|12)x(x,t)|1dxi|
1
= b,D(1) / (1 4 X))y (x, 1) - sign(y (x, 1))dx
0
. 1
+b2D(t)/ (1 4+ x)|dy (x, )| 1dx
0
1
< b, / (14 x) by (6, 1) - sign(ib (v, 1))dx
0
. 1
+b2|b<r)|/ (1 + s (e, ) dx
0
1
by / (1 + ) lhaCe 1) fo () dx
0
. 1
+b2|f)(t)|/ (x 4+ D]y (x, )| 1dx. (64)
0

Using integration by parts, the first term in this inequality
can be simplified as follows:

1
bz/ (1 4 x) Dy (x, 1) - sign(dy (x, 1))dx

= (140 (e DN — / |0, Cr, )l1dx

= 2bo|lox (1, 1)1 — b2[dx (0, 1) |1 — ballD () l1. (65)

Using the same method for the terms containing © and i
within (61), the inequality (62), and applying the boundary
conditions (46) and (48), the following inequality is obtained:

. A
W) < —§|Z(f)| + Myii(0, ) + (0, 1)1 — boll@i (1)1
—boli(0, 1)1 — bl ()]l — bi|D(0, )]
—bo ||y () |l1 4 2b2 ] (1, 1) |1 — b2 |04 (0, 1)1
|

b0l D) /0 (x4 Dlgi(x, Dlidx
. 1

+bo|D(r)|/0 (x + D]galx, 1)|1dx
. 1

+b1|f><r)|/ (¢ + DIk (6, 0)]1dx
0

1
+b1/ (x 4+ DlhaCe, 1) fo ()]1dx
0
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: 1
+b2|D<r)|/ (1 + ) lhs(x, D) idx
X 0
+b2/ (x4 DlaCes 1) fo@)lhdx
0
. 1
+b1|D(l‘)|/ (x 4+ D]d(x, t)|1dx
0

. 1
HhalBO] [ (4 Dl Cenhdx. (66
0
To bound the positive terms in the previous expression,
we define the following combined functional:

1
S(t) = E(W(t) + r(2)) (67)

where I'g(¢) is defined in (38). This functional measures the
current tracking errors of the robot manipulator, the difference
between the distributed input and the desired distributed input,
and the magnitude of temporal derivatives of the desired
trajectory.

Through application of Assumption 3, it is found that |Z ()|
satisfies the following inequality:

%IZ(t)I >

Vo(Z(1)). (68)

2./cr

Furthermore, the term b, ||, (t)|; satisfies the following
inequality:

\%

1 1
ballwx ()]s = Ebz/ (14 )iy (x. )]
0

v

1 R 1
ﬁsz(t)/o (1 + )| Do (x, )] 1dx. (69)

Similar inequalities can be formulated for the terms
bollii(t)||1 and by || (¢)]]; appearing in (66). Thus, by applying
Lemma 6 located in the Appendix, and introducing n =
(1/2) min{A//c1, 1/D}, one bounds (66) in terms of class Kn,
functions a;(S(¢)) with i = 5,...,13 of (67) and constants
Mz, M3, M4 >0

W(t) < —(nW(r) — |15(r>|(boa7(5(r)> + biag(S(1))
+br09(S(t)) + 2br012(S(2))
+%(b1 + bz)S(l))

—ID(I)Iboae(S(t))) —a(0, D)1

X (bo —bio1o(S(1))
—br011(S(t)) — 2bra13(S(t)) — My — b1 M
—by(Ms + 2M4)) — &0, t)|1(b1 - M1)

—[(0, D)]ib2(1 = D) ). (70)

To ensure that the terms corresponding to |#(0,¢)|; and
|®D(0, t)]; in (70) are negative V¢ > 0, we define the following
constant parameters:

W* 4T

W*>0, Tf>0, §'=——

(71)
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Furthermore, we choose the constant parameters of the func-
tional W (¢) such that

by > bi1a1o(S™) + bra11(S™) + 2b2013(S™)
+M; + by My + by(M3 + 2My)
b] > Ml.

(72)
(73)

To further reduce (70), we apply Lemma 1 and introduce
the following functions:

oL (S(1)) = boar(S(1)) + bras(S(1)) + brao(S(1))
F2haa(S0)) + 5 (b1 +b)S()  (74)
a3 (S(1)) = boas(S(1)). B
For W(t) < W* and T'g(¢) < I'}, (70) reduces to

(75)

W) = —(nWe) =y Haj(W () — y Ha(Tx(0)

DOl (W(1) = [D®)le3 (Tx(1)))

—by(1 =y H)| (0, )11 (76)

Noting that Tx(f) is uniformly bounded due to
Assumption 1, by choosing for a given v € (0, 1)
. 1—=v)y 1 —=vyvygw*
TR L 2 max o (x)’  2af(T%)
xe[0, W] ! IR
(77)
- - 1-— 1-— w*
|D(0)| < min Dma)u ) ( V);r?( 5( ) :2;:])
(78)
W) < w* (79)
Tr(t) <T% V>0 (80)
one ensures that
W(t) < —v*qW(), for W) = a5(Tr()  (81)
W) < W* Vi>0 (82)
where
Ho*(Tr(t D)ok (Tr(t
2t (o)) = PHATRO) + IDOITRE) oo

(1 —=v)vy

Through careful examination of (81), the following inequal-
ity is obtained:

W(t) < W(0)e ™" + a§( sup {rR(s)}). (84)

s€l0,1]

To provide a stability result in terms of ' and Tk,
Assumption 3 is used to prove the existence of two constants
cf, ¢5 > 0 such that ¢{T'(r) < W(r) < ¢;T'(¢). By combining
this inequality with (84), the property (41) stated in Theorem 1
is obtained, with c3 = ¢j/cf, ca = vZy, and a*(Tr(s)) =
o (Tr(s))/c]. .

To prove convergence when X g(t) — 0 as t — oo, we first
analyze the convergence properties of a3(Iz(t)). As gg € C°
due to Assumption 1, it can be observed that T'g(f) and
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consequently o3 (I'g(t)) converge to 0 as t — oo. Thus,
Ve > 0, 3T} > 0 such that

a;(Cr(t)) <€ YVt =T, (85)
and thus consequently
W) < —v2gW(), for W) =eVi>T. (86)

Integrating this inequality from 7} to 7, it can be observed that
Ve > 0, 37> > 0 such that

W(it)<e Vi>T (87)
and thus we conclude
lim W(t) = lim Z(t) = 0. (88)
=00 =00

Finally, we verify the assumed uniform boundedness of
X (1), U(t), and their derivatives in Lemma 1. From the
relationship (82), it can be observed that W(r), and thus
S(t) and Z(t) are uniformly bounded. As both Z(r) and
X g(t) are uniformly bounded, X () is consequently uniformly
bounded. Additionally, through the application of Lemma 4
and Assumption 1 to (20), U(¢) can be bounded in terms of
W (t) and is consequently uniformly bounded.

To obtain a bound for U (1), (17) is substituted into (43).
Taking the partial derivative of this result with respect
to x yields

DU + D) (x — 1))

=@mo+%@waﬂmmmmn

+Z—’;(ﬁ(x,t),f(x,t))fx(x,t). (89)

Evaluating this equation at x = 1 yields

ﬁmwbmmm+%@mmmmmmn

+Z—’;(ﬁ(l, 1), 7(1,1))7:(1,1).  (90)

Through the application of Lemma 4 to bound p(l,1),
Lemma 5 to bound p,(1,?), and Lemma 6 and Lemma 1
to bound @, (1, t), noting that |i (0, )| is uniformly bounded
due to the uniform boundedness of U(¢), and the fact that
D(t) € [D, D], U(r) can be bounded in terms of S(r) and
U () and is consequently uniformly bounded.

VI. REMARKS ON DELAY-ADAPTIVE CONTROL LAW

In this research effort, our proposed delay-adaptive control
law for a high-DOF robot manipulator consists of a predic-
tor (18) of the system state after the delayed input reaches
the system, a globally exponentially stable controller (20) for
the delay-free system, and a gradient-based estimator of the
input delay (33). It should be noted that this structure of
the delay-adaptive control law allows for a wide selection
of possible controllers for the delay-free system. One such
permissible controller with (global) exponential stability is
the feedback linearization-based controller, a popular con-
trol strategy for nonlinear systems that we have previously
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used in a prediction-based control law for a known input
delay [4], [5]. Compared with our previous work, this research
effort possesses the following key differences.

1) In our previous work, the input delay was a known
constant parameter. In this research effort, it is an
unknown constant parameter.

2) In our previous work, a predictor was used without delay
adaptation to compensate for a known delay. In this
research effort, we perform both prediction (18) and
delay adaptation (33) to compensate for an unknown
delay.

3) In our previous work, we compared the performance of
a control law with prediction with a control law with-
out prediction in simulations and experiments. In this
research effort, we compare the performance of a control
law with prediction and delay adaptation with a con-
trol law with prediction, but without delay adaptation,
in simulations and experiments.

It is important to note that the properties of the delay
estimator (33) stated in Lemma 1 are contingent on the
initial delay estimation error |D(0)| being less than a critical
value Dpnay. Due to the strongly nonlinear relationship between
the estimated delay D and the gradient of Xp given by (29),
obtaining even a conservative mathematical expression for
Dinax is a difficult task [28]. As a mathematical expression for
Dmay is not currently known, and |D(0)] is initially unknown,
the necessary conditions for Lemma 1 may seem restrictive.
However, it is still possible to determine an estimate for
Duax through repeated simulations and experiments. As we
demonstrate in Section VII through both simulations and
experiments, the delay estimator (33) is capable of correcting
a significant initial delay mismatch, both in cases of overes-
timation and underestimation. Thus, when a reasonable initial
estimate of the delay is available, and thus we can upper
bound |D(0)|, the properties stated in Lemma 1 can safely
be assumed to hold.

To implement the proposed delay-adaptive control strategy
we have proposed, several numerical approximations are nec-
essary. The governing equation (18) for p and the governing
equation (21) for Xp are both ODEs, and thus can be
numerically solved by a variety of different methods, such
as Euler’s method, Heun’s method, and RK4. In simulations
and experiments, we have observed that using Euler’s method
provides sufficient accuracy in the estimation of p and Xp
at the least computational burden out of the tested meth-
ods. Once Xp is determined, (6Xp/0D) can be determined
through a trapezoidal Reimann sum, as (29) is a definite
integral. However, solving for (6Xp/dD) is complicated by
the presence of @y, which is governed by the ODE given
in (30) with initial condition (31). While this ODE can
technically be evaluated in the same manner as p and Xp,
it is infeasible to compute in practice due to the function
(0fo/0Xp) present in the ODE containing computationally
expensive terms to calculate such as (6C/dXp), which is a
7 x 7 x 14 tensor. However, for a sufficiently small value
of f, (0®y/0Xp) ~ 0 and thus ®; can be approximated
as the identity matrix. Alternatively, it is possible to avoid
calculation of the integral (29) through the use of finite
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difference methods

oXp

. Xp(l,6,D+h)—Xp(1,t,D
- (1.1, D)~ p( +h) p( )

h

where h is the timestep of the controller. In this method,
Xp(1,t,D + h) is determined in the same manner as
Xp(1,t, D), and thus involves the solution of an addi-
tional ODE. In practice, approximating @, as the identity
matrix and using the presented finite difference method have
yielded near-identical results. In simulations and experiments,
we have opted to approximate @ as the identity matrix.

o

VII. SIMULATION AND EXPERIMENTAL RESULTS

To assess the performance of the delay-adaptive approach,
we perform both a series of simulations using ODE methods
on Baxter’s dynamic (l)and several corresponding experi-
ments. In each simulation and experiment, Baxter must track
a trajectory designed for a pick-and-place task in [9], while
initially suffering from a large delay mismatch. Two cases are
studied here, an underestimation of 0.9 s (0-s initial prediction,
0.9-s actual delay) and an overestimation of 0.5 s (0.9-s initial
prediction, 0.4-s actual delay). These large delay mismatches
are intentionally chosen to demonstrate the ability of the
delay-adaptive approach to achieve stability under conditions
that would cause a purely predictor-based approach to fail.
In each simulation and experiment, the robot manipulator is
commanded to remain stationary for a length of time equal to
the initial estimated delay and then follow the 6-s pick-and-
place trajectory described previously. This initial stationary
period was chosen so that if the initial estimated delay were
in fact equal to the actual input delay, the robot manipulator
would be able to perfectly track the desired trajectory.

In both the simulation and experiment, we used an adap-
tation rate of y = 40 and a replay length of f = 0.1 s.
For the control law for the delay-free system described in
Assumption 3, we used the following feedback linearization-
based controller proposed in [4] and [5]:

k(Z, XR) = M(z + qr)lgr — kikaz — (ki + k2)z]

+N(z +qr,2+qr) (92)

with k1 = k, = 5.

A. Trajectory Tracking Without Delay Adaptation When the
Delay Is Underestimated

To compare the performance of the delay-adaptive approach
studied in this research effort to a predictive approach without
delay adaptation, we first performed several simulations in
which the input delay is underestimated. Simulations are
performed at an estimated delay of 0.9, 0.85, 0.8, and 0.78 s
to examine the destabilizing effect of several magnitudes of
delay mismatch.

The simulated and desired joint trajectories of Baxter can
be seen in Fig. 2. When the estimated delay is 0.85 s, the
predictive approach without delay adaptation still manages to
closely track the desired trajectory. This indicates that even
without delay adaptation, the predictive approach has a small
degree of robustness to a mismatch in delay. However, when
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Fig. 2. Simulated and desired (red dashed line) joint trajectories of Baxter

performing a pick-and-place task without delay adaptation, with an input delay
of 0.9 s. Simulations are performed at an estimated delay of 0.85 s (blue line),
0.8 s (yellow line), and 0.78 s (green line).

the estimated delay is 0.8 s, the trajectory tracking appears to
become worse throughout the procedure, with several large
oscillations observed in the last second of the simulation.
At a slightly larger delay mismatch when the estimated delay
is 0.78 s, oscillations are observed throughout the procedure,
with a large divergence from the desired trajectory at the end
of the simulation. Thus, without delay adaptation, the tracking
performance of the predictive approach is significantly reduced
in the presence of a delay mismatch.

The simulated joint torque input signals can be seen in
Fig. 3. Significant issues can be observed in the behavior
of these torque signals. When the estimated delay is 0.85 s,
several large oscillations can be observed in the torque input
signal, which are not present when the estimated delay is
equivalent to the true input delay. This indicates that even
a relatively small delay mismatch can noticeably impact
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Fig. 3. Simulated joint torque input signals of Baxter performing a pick-

and-place task without delay adaptation, with an input delay of 0.9 s.
Simulations are performed at an estimated delay of 0.9 s (red dashed line),
0.85 s (blue line), 0.8 s (yellow line), and 0.78 s (green line).

the predictive approach without delay adaptation. Observing
the behavior of the 0.8-s estimated delay, as well as that
of the 0.78-s estimated delay, it is clear that both torque signals
are unstable. In particular, at an estimated delay of 0.78 s, the
input torque signal rapidly oscillates between the minimum
and maximum torque outputs of Baxter during the last second
of the procedure. Such a torque signal would likely damage the
actuators of the robot manipulator and demonstrate dangerous
behavior by a control scheme.

B. Trajectory Tracking When the Delay Is Underestimated

The experimental, simulated, and desired joint trajectories
of Baxter can be seen in Fig. 4. Despite the large initial delay
mismatch, the delay-adaptive approach is effective at driving
the robot manipulator toward the desired trajectory. After the
initial 0.9 s of operation, in which the robot manipulator was
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Fig. 4. Experimental (blue line), simulated (green line), and desired

(red dashed line) joint trajectories of Baxter. The input delay of the system
is initially underestimated (0-s initial prediction, 0.9-s actual delay).
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Fig. 5. (a) Simulated and (b) experimental joint tracking errors of Baxter.

The input delay of the system is initially underestimated (0-s initial prediction,
0.9-s actual delay).

expectedly stationary due to the input delay, the robot manipu-
lator quickly corrects itself toward the desired trajectory. This
behavior can also be observed in Fig. 5, as both the simulated
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Fig. 6. Experimental (blue line) and simulated (red dashed line) joint

torque input signals of Baxter. The input delay of the system is initially
underestimated (0-s initial prediction, 0.9-s actual delay).

and experimental joint tracking errors decrease rapidly after
around 1 s of operation. Furthermore, both the experimental
and simulated trajectories appear to be smooth, indicating
that the changes to the estimated delay during adaptation did
not cause disturbances in the tracking performance of the
manipulator. Thus, as the delay adaptive approach studied here
is capable of handling an initial delay mismatch of 0.9 s in
the case of underestimation, it is capable of handling a much
larger delay mismatch than without delay adaptation, which
could only safely handle a mismatch of 0.05 s.

The experimental and simulated joint torque input signals
can be seen in Fig. 6. It is important to note that these torques
are significantly lower than the maximum torque output of
Baxter’s joints, which are 50 Nm for joints 1-4 and 15 Nm
for joints 5-7. Thus, the delay-adaptive approach is able to
compensate for a large delay underestimation without produc-
ing excessive joint torques. In the simulation and experiment,

IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 30, NO. 6, NOVEMBER 2022

'—— Estimated Delay (Experiment)

Delay (sec)
o
ot

—— Estimated Delay (Simulation)
- - - Actual Delay

Time (sec)

Fig. 7. Adaptation of the estimated delay in experiment (blue line) and
simulation (green line), compared with the actual input delay (red dashed
line). The input delay of the system is initially underestimated (0-s initial
prediction, 0.9-s actual delay).

slight chattering can be observed in the input joint torque
signal. This chattering, which is most prominent during the
first 2 s of the simulation, is caused by large changes in
the estimated delay in the beginning of the simulation. This
behavior is not of concern however, as the chattering is of a
small amplitude and is mostly eliminated after 2 s.

The adaptation of the estimated delay in the experiment and
simulation can be seen in Fig. 7. In both the experiment and
simulation, the estimated delay quickly converges to the actual
delay. Furthermore, the following important observations can
be made regarding the behavior of the adaptation. First, the
rate of change of adaptation appears to be constant during the
first 0.9 s of the simulation and experiment, until the estimated
delay coincides with the actual delay. Due to the initial state
of the robot manipulator being at rest, delays longer than the
elapsed time ¢ are indistinguishable from a delay of ¢ seconds.
Thus, as a consequence of the properties stated in Lemma 1,
the estimated delay is upper bounded by the elapsed time in
the simulation and experiment. Second, we observe that the
estimation of the delay in simulation and experiment follows
a nearly identical curve. This indicates that the delay-adaptive
procedure does not suffer significantly from factors such as
measurement noise of joint states which are present in the
experiment but not in the simulation. Finally, it can be seen
that there is slight overshoot in the estimated delay during
the experiment. Although this behavior technically violates
Lemma 1, it can reasonably be attributed to discretization of
the control law.

C. Trajectory Tracking When the Delay Is Overestimated

The experimental, simulated, and desired joint trajectories
of Baxter can be seen in Fig. 8. As was the case for an
underestimated delay, the delay-adaptive approach is effective
at driving the robot manipulator toward the desired trajectory.
After the initial 0.4 s of operation, the manipulator starts
following the curve of the desired trajectory. However, the
manipulator was intended to remain stationary for 0.9 s, and
thus has begun to accumulate error. After 1.5 s of operation,
a shift in the manipulator behavior is observed, as the robot
manipulator quickly moves to align to the desired trajectory.
After 2 s have elapsed, the manipulator achieves near-perfect
tracking of the desired trajectory for the remainder of the
task. This behavior can also be observed in Fig. 9, as the
errors increase after 0.4 s, reach a maximum at 1.5 s, and
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input delay of the system is initially overestimated (0.9-s initial prediction,
0.4-s actual delay).

taper off after 2 s. As was the case for the underestimated
delay, both the simulated and experimental trajectories appear
to be smooth, indicating that the changes to the estimated delay
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Fig. 10. Experimental (blue line) and simulated (red dashed line) joint torque
input signals of Baxter. The input delay of the system is initially overestimated
(0.9-s initial prediction, 0.4-s actual delay).

during adaptation did not cause disturbances in the tracking
performance of the manipulator.

The experimental and simulated joint torque input signals
can be seen in Fig. 10. As was the case with underestimation
of the delay, the generated input torques are significantly
lower than the maximum torque output of Baxter’s joints.
Thus, the delay-adaptive approach is able to compensate for a
large delay overestimation without producing excessive joint
torques. Compared with the case of underestimated delay,
there does not appear to be chattering in the torque input
signal. However, several joints exhibit a large spike in the
torque input signal at around 1 s of operation, with smaller
spikes at 0.4 and 1.5 s. These torque spikes are likely due
to the initial unexpected robot manipulator motion, the start
of delay adaptation, and the convergence of delay adaptation,
respectively. Thus, qualitatively distinct behavior is observed
between an underestimation and an overestimation of the
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delay, although the robot manipulator displays near-perfect
tracking throughout the majority of the procedure in both the
cases.

The adaptation of the estimated delay in the experiment
and simulation can be seen in Fig. 11. Several important
observations can be made regarding the behavior of adaptation.
During the first 0.9 s of operation, no changes are visible in
the estimated delay. This behavior is due to the local nature
of the gradient-based delay estimate approach. As previously
described while examining the behavior of the delay adaptation
when the delay was underestimated, delays longer than the
elapsed time ¢ are indistinguishable from a delay of ¢ seconds.
Thus, the gradient is 0 around the estimated delay of 0.9 s,
until at least 0.9 s have elapsed in the procedure. After the
operation time reaches 0.9 s, the estimated delay quickly
converges to the actual delay. It is important to note that
the behavior of the adaptation matches the observed behavior
in the joint positions and torques. The estimated delay starts
adapting at 0.9 s and finishes adapting around 1.5 s, which
aligns with the spikes observed in the torque profiles, as well
as the changes in the joint error signals.

VIII. CONCLUSION

In this effort, we investigated the analytical and experimen-
tal trajectory-tracking control of a 7-DOF robot manipulator
with an unknown long actuator delay. To compensate for this
unknown delay, we formulated a delay-adaptive prediction-
based control strategy to simultaneously estimate the unknown
delay while driving the robot manipulator toward the desired
trajectory. To the best of the authors’ knowledge, this article is
the first to present a delay-adaptive approach for a nonlinear
system with multiple inputs. Through Lyapunov analysis using
the £; norm, we obtained a local asymptotic stability result
of the proposed controller. Then, we demonstrated through
both simulation and experiment that the proposed controller is
capable of achieving desirable trajectory tracking performance,
even in the case of a large initial delay mismatch. As shown in
Fig. 12, the delay-adaptive approach significantly improves the
tracking performance of the robot manipulator when there is a
delay mismatch, without sacrificing the performance when the
delay is properly identified. This research represents a large
improvement upon the predictor-based approach in the case of
an unknown delay, and thus has promising potential for use
cases in which the delay is difficult to accurately predict or
measure directly.
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Fig. 12. Baxter performing a pick-and-place task while subjected to an input
delay of 0.9 s (0-s initial delay estimate).

APPENDIX A
MATHEMATICAL EXPRESSIONS FOR TERMS
PRESENTED IN SECTION IV

Note that in this section, notations indicating distributed
functions of (x, 7) and (y, t) have been removed for the sake
of brevity

1
= ——1i A.l
81 D(t)ux ( )
D (x —Da (A.2)
= X — Uy .
82 D)
hy = ()C - 1)12)5
ook [
DO (07 [ 0wy npdy
p 0
oK . ...
—x—(p, )y (A.3)
or
. 0Kk . .
h2 = D(t)F(Par)(D(x: Oa t) (A4)
p

h3 = ﬁx + (x - l)ﬁxx
d[ .~ o . [F
- D(t)?(par) (D(X,y,f)llfdy
p 0

dx
—xa—’f(ﬁ, f)fx} (A.5)
or
N d|ox . |
hy = D(f)E[a—ﬁ(P,r)](D(X,O, 1)
P2 (5, L (pa, D, 0,1) (A6)
op op
fﬁ(t) = f(ﬁ(o» t)’ M(O» t)’ f(O, t))
_f(ﬁ(o, t), ﬁ(oa t)a f(oa t))
0 -
where
v =GR+ @ - DL a,ma+x L, a0
ol or
(A.8)
i=0+x(p,7r) (A.9)
i, =, + i[ic(ﬁ,f)] (A.10)
dx
. R o
Uxx = U)xx"‘ﬁ[’f(l?,’”)] (All)
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and ®(x,y,r) is the solution to the following homoge-
neous ODE:

v = D(r)—f(p, A0y (AL2)
(D(y,y,t) =1 (A.13)
APPENDIX B

TECHNICAL LEMMAS USED TO BOUND TERMS

Lemma 3: The transition matrix ®(x, y, e) associated with
the space-varying homogeneous equation (0¢/0x)(x,e) =
A(x,e)p(x,e) with y € [0,1] and x € [y, 1] satisfies the
following property:

|®(x,y, )| <exp max |A(x, o). (B.1)
x€[0,1]

Furthermore, there exists a class K4 function a; such that for
all y € [0, 1], x € [y, 1]

|D(x, y, @)l < 1+ ai([[A(e)]1).

Proof: By definition, for a given y € [0, 1] and # > 0,
@ satisfies the following differential equation in X:

(B.2)

oD
a—(x,y, o) = A(x,e)D(x,y,e), x e[y, 1] (B.3)
x
O(y,y,e) = 1. (B.4)
Therefore, its norm satisfies for any x € [y, 1]
o|D]|
—(X ya.) = |—(X y:')'
< IA(x,O)H(D(x,y,')I (B.5)

with |®(y, y, )| = 1. Therefore, there exists a 4 function
o1 such as introduced in this lemma. Furthermore, through
taking the maximum of |A(x, e)| with respect to x and apply-
ing separation of variables, one obtains the upper bound (B.1)
stated in this lemma. [ ]

Lemma 4: There exists a class K4 function a, such that
for all x € [0, 1]

[p(x, D] = a2(1Z] + D ®)]1). (B.6)
Proof: The distributed predictor satisfies the following
spatial ODE:

pxCx, 1) = D) f(p(x, 1), D(x, 1)
+r(p(x, 1), F(x, 1)),
p(0,1) = Z(1).

7(x,1)) (B.7)

(B.8)

Therefore, as f)(t) e [D, D], f is continuous, the
plant (13)—(15) is forward complete, f (0, (0, 7), #) = 0, and
7 is uniformly bounded, there exists a K, function a, such
as introduced in this lemma. [ |

Lemma 5: There exist class K4 functions a3 and a4 such
that for all x € [0, 1]

|2 e D) < @ (1Ge Dl + [, 1 ) (B.9)
[, 01 = aa(16Cr, D11+ 1D0x, Dl + [0 G, 1)1
HE D) (B.10)
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Proof: Note that in this proof, notations indicating dis-
tributed functions of (x, #) have been removed for the sake
of brevity.

The quantity p, is equivalent to the following expression:

= D) f(p. . 7)
=DOf(p. 0 +x(p,7), 7). (B.11)
Therefore, as D(t) € [D, D], f(0,x(0,7),#) = 0, and 7 is

uniformly bounded, there exists a Ky
introduced in this lemma.

By taking the spatial derivative of p,, the following expres-
sion for p,, is obtained:

function a3 such as

.
0 0

= 0| L g, 0.5+ Lip.a, ma, + Lip, a0,
op on or

For a given D and 7, this expression can be bounded by the
terms p, i, py, iy, and 7. &I can be bounded by p and @, and
P+ can be bounded by a,. Through the investigation of (A.10),
it can be seen that i, can be bounded by ®., p, p,, and 7,
with i, = 0 if ®, = p, = 7, = 0. Furthermore, p,, = 0 if
iy, = px = F, = 0. Therefore, as D(¢t) € [D, D], and 7 is
uniformly bounded, there exists a Ky function a4 such as
introduced in this lemma. |

Lemma 6: There exist class o, functions «;, with i =
5, ..., 13 and constants M,, M5, M4 > 0 such that

1
/0 (x + Dlg1Cx, H)dx
< as(1Z) + 1@ + 16x O + 17Ol < as(S@)

(B.13)
1
/ (x + Dlgale, Didx < ar(S(1)
0
(B.14)
1
/ (¢ + DI, Odx < ag(S@)
0
(B.15)
1
/ (1 + 3) 3 (x, )i < 10, D)1 + a0 (S())
0
(B.16)
1
/0 (c 4 Dl 1) fa@hdx < (Ma + aro(SO))E0, 1)
(B.17)
1
/ G+ Dlha(, 1) ol < (Ms + an (SONEO, )1
0
. (B.18)
162 (L )1 < 1DO)lara(S@)+ (Ma+a(SONIEO, )11,
(B.19)

Proof: By the application of Lemma 4, Lemma 5, and
Assumption 1, along with the fact that f and x are class
C? functions, one obtains the existence of as as stated in
this lemma. Then, through the application of the following
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inequality:
(1ZO1+ 101 + 12Ol + 10Ol

HE (L Dl + IR Ol + 1 011

1 1 1
1, —, ——, ——S8(
boD " b D sz] 2

the existence of ag as stated in this lemma is obtained.
Applying these same considerations, the existence of a7 as
stated in this lemma is also obtained.

To bound the higher order spatial derivative term in hs,
integration by parts may be used to bound this term as a
function of w,

< 2maX[ (B.20)

1
/ (2 — Db (s Dlidx < [0, 1),
0

1
+/ 2x|y(x, 1)1 dx. (B.21)
0

Applying this bound, along with the previously stated consid-
erations and Lemma 3, the existence of ag and a9 as stated in
this lemma is obtained.

To bound further terms present in this lemma, additional
considerations must be made. First, due to the control affine
property of robot manipulators, the term f; can be bounded
as follows:

fa(t) < max |M(q)~"[|#(0, )] (B.22)
¢€l0,27)

Second, using previous considerations, the terms £, and k4 can

be bounded in terms of S as follows:

|ha(x, )1 < Chy + ap, (S(1))
|ha(x, )1 < Cpy + ap, (S(1))

where C,, Cp, > 0 and ay,, ay, are class Ko, functions. Note
that constants Cy, and Cj, are necessary since we do not have
hy = hsy = 0 when S = 0. Applying all previously stated
considerations, the existence of class o, functions ag, a1,
a2, and a3 and constants M>, M5, and M, as stated in this
lemma are obtained. |

(B.23)
(B.24)
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