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Force-feedback enhances digital touch by enabling users to share non-verbal aspects such as rhythm, poses,
and so on. To achieve this, interfaces actuate the user’s to touch involuntarily (using exoskeletons or electrical-
muscle-stimulation); we refer to this as computer-driven touch. Unfortunately, forcing users to touch causes
a loss of their sense of agency. While researchers found that delaying the timing of computer-driven touch
preserves agency, they only considered the naive case when user-driven touch is aligned with computer-
driven touch. We argue this is unlikely as it assumes we can perfectly predict user-touches. But, what about
all the remainder situations: when the haptics forces the user into an outcome they did not intend or assists
the user in an outcome they would not achieve alone? We unveil, via an experiment, what happens in these
novel situations. From our findings, we synthesize a framework that enables researchers of digital-touch
systems to trade-off between haptic-assistance vs. sense-of-agency.
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1 INTRODUCTION

While we typically think of fouch as a depiction of haptic qualities such as contact and texture,
recent advances in force-feedback compel us to also consider the challenge of assisted-touch, i.e., a
touch that is driven by the computer interface via force feedback, which causes the users to touch
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their user interface involuntarily—we refer to this emergent type of haptics as computer-driven
touch.

On one hand, the addition of computer-driven touch to digital touch systems greatly enhances
not only the sense of immersion but also interpersonal communicative capacity by enabling users
to communicate non-verbal aspects such as touching/tapping to a rhythm [60], speeding up users
reaction times in a touch-based interaction [31], sharing poses with a remote user [59], and even
sharing emotions [25]. To deliver this type of proprioceptive information to their users, haptic
interfaces actuate the user’s body, typically via exoskeletons [27, 46, 63, 78] or electrical muscle
stimulation (EMS) [42].

On the other hand, to realize computer-driven touch, these haptic interfaces need to actuate the
user’s body by moving it, even against the user’s intention. In fact, to provide users with these ben-
efits (e.g., speeding up users’ reaction times in touch-based interactions [31]), these devices need to
actuate the user’s to touch faster than they normally would—they force users to touch preemptively
(otherwise, the user would finish the touch and not benefit from the improved outcome via the
haptic assistance) [31].

Unfortunately, forcing the user to move causes users loose their sense of agency (i.e, the sense
of control of one’s body) [4, 31, 51], which is particularly detrimental to both digital touch and
interpersonal communication systems.

Moreover, while there are efforts designing and engineering haptic devices capable of actuating
the user’s body, the efforts focused on understanding this loss of agency and even engineering
devices that mitigate this loss of agency are virtually non-existent. As such, there is a critical, yet
unanswered, challenge associated with the advent of computer-driven touch: Whose touch is this?
or, in other words, to whom will users attribute these computed-driven touches? To themselves or to
the UI?

One promising approach to improve the lack of agency has been revealed recently, as researchers
found out that adjusting the timing of the computer-driven touch allows users to feel more in
control [31]. In other words, delaying the computer-driven touch timing to be closer to that of user-
driven touch has been shown to preserve some of the user’s sense of agency, even when externally
moved by means of a haptic device, such as an EMS-based interactive device [31]. However, this
prior work only considered the naive case in which the computer-driven touch is aligned with the
user-driven touch (joint success).

We argue that this is actually a rather unlikely case because it only works when we can
predict what the user’s touch will be, which is notoriously difficult and has eluded decades of
HCI/Neuroscience research [48, 66]. So, what about all the remaining and more frequent situa-
tions depicted in Figure 1? For example, when the computer-driven touch forces the user into an
outcome they did not intended (forced failure or joint failure), or, conversely, when the computer-
driven touch assists the user when they would have made a mistake by themselves (forced success).
To reveal what happens at the intersection of the user’s agency and computer-driven touch, we
explore, by means of an experiment, what happens precisely in these novel situations in which
the user actually has a choice and thus the UI might correctly or incorrectly provide adequate
or inadequate haptic assistance.

As such, in this article, we make a systematic attempt to understand the loss of agency in haptic
interfaces and propose methods designers can employ to mitigate these effects, allowing design-
ers to effectively build better haptic systems that can prioritize and/or trade-off between the user’s
sense of agency vs. haptic assistance. We conduct our investigation of this loss of agency by us-
ing EMS as the ideal case-study since its loss of agency in computer-driven touch is well-known
and, simultaneously, many see this stimulation technique as a promising approach to wearable
haptics.
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Fig. 1. The paradox of adding force-feedback to digital touch systems is that the haptic device needs to force
the user to touch, faster than they normally would—so that the resulting touch is computer-driven, rather
than user-driven—while this can have a range of benefits, it unfortunately also causes users to lose their
sense of agency. To contribute to the improvement of digital touch systems, we investigated how the user’s
sense of agency changes when their own touches are assisted by electrical muscle stimulation (EMS). We
went deeper than previous work by investigating situations where the user has a choice on how to touch (see
matrix). For instance, we investigated what happens not only when the user-driven touch and the computer-
driven touch are aligned (joint success), but, more importantly, explored when the computer-driven touch
forces the user into an outcome they did not intend (forced failure or a joint failure), or conversely, when the
computer-driven touch forces the user in an outcome they would not achieved alone (forced success). We
found different agency-profiles depending on whether the user-driven touch or the computer-driven touch
is congruent or not; as such, does the timing of the computer-driven touch influence the sense of agency,
but the outcomes affect agency too.

To understand the trade-offs between the user’s sense of agency and computer’s haptic-
assistance, we engineered a novel variation on the Stroop test [26, 50, 77], in which we introduced
EMS as the computer-driven touch. In our experiment, participants answered two-choice ques-
tions by tapping with either hand. Not only could they always try to choose the correct answer
voluntarily (user-driven touch), but an EMS device was engineered to also simultaneously actuate
their hand to answer (computer-driven touch) slower and/or faster than the user’s own reaction.
As such, we were able to make the haptics play two distinct roles: (1) assistive-touch (which will
result in joint success or forced success) or (2) adversarial-touch (forced failure or joint failure).
Then, our Stroop experiment allowed us to investigate the sense of agency in the four quadrants
of computer-driven and user-driven touch. We found that the participant’s attribution of action
was more biased by the positive outcome, in which computer-driven touch and user-driven
touch were congruent. In contrast, in incongruent-touches, the attribution of action was clearly dis-
tinguished depending simply on whether user-driven touch or computer-driven touch was faster
to complete the task.

From our findings, we ultimately synthesize a framework that we then illustrate using a set of
exemplary applications. We expect that these examples, together with our underlying framework,
will enable researchers, designers, and practitioners of future digital touch systems to prioritize or
trade-off between the user’s sense of agency and the computer’s haptic-assistance.

2 RELATED WORK

Our work builds primarily on the areas of digital touch, with particular emphasis on propriocep-
tive haptics using actuators such as exoskeletons or EMS. Furthermore, our investigative focus on
agency has its root in contemporary theories of the sense of agency originating from neuroscience
and cognitive psychology.
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2.1 Sense of Agency

The sense of agency, which we define as the user’s sense of control over their own body, is a neural
mechanism that drives one’s awareness of initiating, executing, and controlling our own voluntary
actions in our surroundings [29]. The sense of agency allows us to recognize ourselves as the agent
of a particular behavior, enabling us to build a self that is distinct from the external world [29]; it is
thus considered one of the most primal mechanisms of the human experience. Furthermore, while
some conceptual HCI frameworks (such as [19, 53]) also consider the agency of an interactive
computer system, we focus solely on the agency of the user in our investigation.

In the field of neuroscience there are different views that suggest a neural mechanism for han-
dling the sense of agency. One view, which is of relevance to our research, places the motor sys-
tem (i.e., the neural apparatus that controls voluntary movements) at the center of the question of
agency [21]. Support for this comes from, for example, the experiments conducted by Frith et al.,
where it was revealed that participants with lesions on the motor cortex (but no lesions on the sen-
sory organs or pathways that allow to feel touch, etc.) exhibited a decreased sense of agency [21].
This theory states that the agency is dependent on the comparison between the prediction of a
movement and its outcome—as we will later see, this plays a key role in our investigation as haptic
devices can change the outcome of the action in ways the user did not intend, e.g., in false-positives
cases, where the device incorrectly predicts the user’s intention. Through our studies, we validate
an interaction between outcome and the sense of agency, which we then use in our techniques for
preserving agency even for systems that move users by means of EMS.

Moreover, while much is still not understood regarding the inner workings of our sense of
agency, we do know that the sense of agency is not a static and immutable state, as many
experiments have shown such as in the rubber hand illusion [7, 36, 76], randomly generated feed-
back [17, 30], inversion of user’s movements [30], distortion of the haptic feedback [74], decep-
tion [61], and delays or speed-ups in feedback [17, 30].

As such, by drawing from neuroscience and cognitive psychology, we were able to lever-
age two interactions between the user’s sense of agency and two properties of the hap-
tic interface that we postulated would assist HCI designers in preserving the user’s sense of
agency, even when users are moved so as to touch involuntarily by a haptic interface (e.g., EMS).
These were (1) haptic/touch timing (when does the haptic device start to move the user); and
(2) expected outcome of an action, such as a touch on a computer-interface—we succinctly
present the neuroscientific basis of each below.

2.1.1 Interaction between Touch/Movement Timing and the Sense of Agency. A series of studies
has shown that the perception of time is one of the elements that create the degree of association
between a voluntary action (our intention) and outcome (the result of our intention); this has been
shown to drive the sense of agency by Libet et al. [35] and Haggard et al. [23]. These findings (e.g.,
Libet’s clock experiment) found the existence of a time delay between a volitional action and our
sense of agency for this action [47]. One key conclusion of all these studies in neuroscience is that
“temporal sensorimotor discrepancies reduce the sense of agency” [14]. This has been shown by
offsetting the onset of the expected outcome in visual, tactile, or auditory modalities [17]. Thus,
time is a key in preserving the sense of agency. We argue that this is the parameter that pre-emptive
interactive systems must tune in order to provide more agency to their users.

2.1.2 Interaction between Action Outcome and the Sense of Agency. Secondly, not only does the
sense of agency interact with the timing of one’s action but, moreover, researchers in neuroscience
have found it to also interact with the expected outcomes of one’s action. For instance, Yoshie et al.
found that the emotional beep sound (e.g., negative like fear sound and positive like achievement
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sound) caused by the participant action could modify the sense of agency [79]. Barlas et al. found
that the ease of expectation of the outcome boosts the sense of agency [3]. This interaction between
our sense of agency and our expected outcomes of a motor action is especially important for real
usage of an interactive system because users are free to act out their intentions (e.g., one can choose
where to tap, and which button to click). However, when haptic systems can move the user’s body
so as to generate touches for the user (such as what has been achieved with exoskeletons or EMS),
this matter is further complicated as the computer system is now able to actuate the user into
outcomes that the user might not be able to predict or be interested in.

We argue that this is the crux of the agency question because Uls cannot predict the user’s
intention accurately; in fact, this is known to be notoriously difficult and has eluded decades of re-
search. For instance, in neuroscience, many argue this is a hard challenge for the field (e.g., “there is
no evidence that the outcome of more complex free decisions can be predicted from prior brain sig-
nals” [66]); similarly, some consider predicting outcomes the “holy grail” of sports medicine [48]—
still, no interactive system has shown how to accurately predict complex user intentions.

2.2 Efforts in HCI to Understand the User’s Sense of Agency

When designing interactive systems, the sense of agency is key to achieve a user experience that
grants a sense of control to the user. Unfortunately, achieving this becomes more challenging with
assistive systems that automate the user’s behavior in any way (haptic or otherwise). This has
been observed for Uls that automatically change the system to facilitate interactions [49, 51]. For
instance, Coyle et al. found that changing the amount of assistance the interactive system provides
to the mouse cursor that the user is manipulating (e.g., via predictive mouse acceleration) had a
significant impact on the user’s sense of agency [13].

In fact, understanding the user’s sense of agency in modern Uls is so crucial to designing inter-
active systems that the HCI community has been deepening its understanding of it: McEneaney
et al. found that machine-induced mouse clicks affect the user’s perceived agency [49]; Coyle et al.
found that the mouse cursor speed manipulations can affect agency [13]; Bergstrom-Lehtovirta et
al. found that on-skin interaction improves the sense agency vs. a traditional button press [5]; Mar-
tinez et al. found that the sense of agency varied during a mid-air touching task, across different
feedback modalities, such as visual, audio, or vibration [12]—these authors found that both audi-
tory and haptic feedback modalities were superior to the visual-only baseline in terms of increased
sense of agency; along similar lines, Limerick et al. showed that, in speech-based interfaces, the
voice input modality reduces agency when compared to keyboard input [38].

However, while researchers in HCI already started exploring the sense of agency for a number
of aforementioned systems, including machine-induced mouse clicks, button presses, and mid-air
haptics, the understanding of the user’s sense of agency in haptic systems is at its infancy—this
is precisely what we advance. As such, we first cover the types of haptic devices our findings will
apply to, including force-feedback devices, especially those designed for interpersonal communi-
cation of non-visual cues (proprioceptive aspects such as poses, gestures, rhythms, etc.).

2.3 Generating Computer-Driven Touch by Actuating the User’s Body

The type of haptics we explore, with regards to their implications on the user’s sense of agency, are
strong haptic systems capable of moving a user’s body, even against their own volitional force (this
property of a haptic device is most often referred to as force-feedback). These types of devices can
move the user’s body, for instance, to touch a computer interface, which we refer to as computer-
driven touch—since this type of touch is involuntary, i.e., not generated by the user but, instead, by
the computer via the haptic device.
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Broadly speaking, there are two types of actuators that provide enough output force to actuate
human limbs, such as the force required to move a user’s finger and involuntarily drive touch ac-
tions: (1) mechanical actuators (e.g., large robotic arms or exoskeletons), and (2) EMS. The former
is the traditional type of mechanical force feedback device, constructed by having users hold on
to a handle, which is then actuated by a robotic arm or by a pulley system (e.g., SPIDAR [54]).
While the majority of these devices are stationary, researchers have long been exploring mecha-
nisms to achieve ungrounded force-feedback: this is typically realized by mechanically actuated
devices that provide forces by pulling the user’s limbs against a mounting point on the user’s body.
Exoskeletons are the canonical example of a wearable ungrounded haptic device: they are often
employed to actuate the user’s arms [72], legs [68], or fingers [22]. Unfortunately, mechanical-
based force-feedback devices are also rather impractical due to their bulky weight and size, which
might explain why few such commercial devices exist despite the decades of research [40]. This
led many researchers to explore alternative actuation approaches that afford smaller form-factors
when compared to mechanical devices. The most promising approach to miniaturizing mechanical
force feedback is precisely EMS, which we cover next.

2.4 Electrical Muscle Stimulation

EMS is an actuation technique with roots in rehabilitation medicine, pioneered as a means to
restore lost motor functions, e.g., allow a patient to regain muscle movements even after suffering
spinal cord injuries [67]. At its core, EMS uses electrical impulses to the user’s muscles, delivered
via electrodes attached to the skin. When these electrical impulses reach the user’s muscles, they
cause them to contract, which results in an involuntary movement.

A decade ago, researchers in HCI started to explore EMS as a component of interactive devices
that can realize force feedback. It has been successfully used to create force-feedback in virtual
reality [18, 39, 41, 44], mobile information systems [42], haptic training systems [16, 43, 58, 62,
72], and especially in interpersonal communication systems that allow users to synchronize their
movements over distance (e.g., [24, 25, 58—60]—because these interactive applications of EMS are
of particular relevance to our proposal, we explore them in detail next.

2.5 Interpersonal Haptic Communication

Even beyond EMS, a number of haptic devices have been developed specifically to convey one’s
haptic or kinetic experience to another person, with the goal of enriching communication with
non-verbal aspects such as force, poses, gestures, rhythms, and so on. For instance, InTouch [9] al-
lows remote users to feel virtual sensations of a shared object through somatosensory interactions
by using connected mechanical rollers. Similarly, a paired shape-shifting stick [55] allows users to
feel the movements and presence of a performer by mimicking the remote user’s stick movements.
These haptic cues are capable of even conveying or complementing emotions, such as anger, dis-
gust, fear, and joy [2]. Interpersonal haptic communication makes it possible to transfer not only
physical skills between users [46, 63] but also improves the users’ sense of presence and users’
ratings of trust and togetherness [10, 34, 56]. Recently, EMS-based interpersonal communication
systems are also employed for conveying non-verbal aspects, such as rhythms or force [59], joint
rigidity [60], poses and presence [24], and even emotions via body gestures [25]).

2.6 Loss of Agency in Actuated Haptic Systems

Unfortunately, while researchers are excited about the prospects of haptic devices such as EMS,
very little is known about their impact on the user’s sense of agency. This lack of a deep under-
standing is where we draw inspiration for our present investigation. Specifically, we identified
several instances of previous HCI studies conducted on these EMS-based interactive systems that
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point to some degree of the participants’ loss in agency. For example, in Affordance++, partici-
pants attributed agency to the object they manipulated (e.g., a spray can that shakes) rather than
to themselves [43]. Similarly, in Proprioceptive Interaction, participants often voiced not feeling in
control, e.g., “it was so remarkable to see my hand moving without my intention” [42]. Moreover,
Nishida et al. found in their demonstrations that the use of EMS used to speed-up a participant in
a collaborative pen-drop task caused users to have a decreased sense of agency [58].

2.7 Attempts to Preserve the User’s Sense of Agency in Haptic Systems: The Case of
Computer-Driven Touch

This last example led to the only known attempt to preserve the user’s sense of agency in haptic
actuated systems, such as those powered by EMS. Researchers found that, for a task exclusively
involving touch-interactions, adjusting the timing of the pre-emptive assistance provided by the
haptic device allows the user’s to feel more in control [31]. In other words, delaying the computer-
driven touch timing to be closer to the user’s own movement timing helped in preserving
the user’s sense of agency, even when the touch was externally created by means of a haptic
device, such as an EMS-based interactive device [31].

However, this prior work only considered the naive case in which the user-driven touch is
aligned with the machine-driven touch [31], which we call a joint success. This literally assumes
that the user has no choice in their touch actions. In other words, the only prior research as-
sumes the extremely unlikely scenario in which the user can only touch in the same way as the
machine touches (and cannot touch or do anything else, including simply not touching and re-
maining idle); ironically, this former investigation shows how to preserve the user’s agency in a
heavily-constrained scenario where the user has no real choice over their touches, which, as we
saw, is a component of the sense of agency.

We argue that this is actually a rather unlikely case because it only works when we can predict
the user’s intention, which, as aforementioned, is typically seen as a computationally hard problem
that has eluded decades of research. As such, this article contributes an understanding of what hap-
pens to the user’s sense of agency in more nuanced and complex situations where the system and
the user’s touch might not always be perfectly aligned. This understanding will allow researchers
to effectively build better digital touch systems that can prioritize and/or trade-off between the
user’s sense of agency vs. the amount of haptic assistance.

3 OVERVIEW OF OUR USER STUDIES

Our experiments were designed to understand to whom users attribute a touch is made when
their own body is actuated by a haptic device. As previously explained, we opted for EMS since
it presents itself as the ideal case-study as its loss of agency in EMS-driven touch is already well-
known [31], while, simultaneously, EMS is seen by researchers as a very promising approach to
wearable haptics.

As such, our experiments investigate the four scenarios depicted in Figure 1-allowing us to go
beyond the insights from prior work [31], which only investigated the narrow situation in which
the EMS and the user perform the exact same touch (no-choice). Moreover, we were interested
in understanding whether this attribution of agency is modulated by the outcome of the touch
action, i.e., do we tend to attribute correct actions to ourselves, while we attribute incorrect actions to
computer systems? To investigate these key questions, we designed a novel variation of the Stroop
test, a well-known cognitively demanding task [26, 50, 77], by adding EMS as our haptic device
that can generate computer-driven touches; the EMS can do this because it can touch a UI faster
than a participant and thus the computer-driven touch is the one generates the outcome.
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3.1 Stroop Test

The Stroop effect is a well-known phenomenon of cognitive interference [26, 50, 77], in which we
can measure a delay in a reaction time due to a mismatch in stimuli. A popular Stroop effect exam-
ple is: “touch the word red” with options “BLUE” vs. “RED”. The correct answer in this example is
to touch “RED”, despite the fact that it is shown in a blue color. The cognitive mismatch happens
between the “name of a color” (e.g., “BLUE” or “RED”) and the color that the word is rendered with
(i.e., the word “RED” shown in blue color instead of red color).

This cognitive interference happens robustly, even when someone is fully cognizant of the so-
called Stroop effect [26, 50, 77]. Therefore, the Stroop task is extremely useful and widely used
for simulating a cognitively loaded task, i.e., a task where the participant really has to ponder
their choice before they respond with a touch on the screen. In this sense, the Stroop task is cogni-
tively hard because it asks participants to choose the correct answer over two cognitively-hard-to-
process items, such as our previous example: “touch the word red” with options “BLUE” vs. “RED”.
What often happens in this example is that participants erroneously choose the word by color,
picking out “BLUE” since its color is red. There are countless variations on this well-known effect,
even in non-visual modalities, such as the auditory Stroop effect [52].

3.2  Our Novel Variation: EMS-based Stroop Test

We designed a novel variation on the Stroop test with the addition of EMS that allowed us to
investigate our main research question. In our study, participants were asked to answer typical
two-choice Stroop questions by touching, with either hand, a touchscreen UL The items from
which to choose were placed in either sides of the screen, therefore, to choose the left item, the
participant is required to touch with their ring-finger of their left-hand, and vice versa.

Simultaneously, our EMS device actuated participants’ fingers as well, therefore our EMS device
can automatically touch for the participant—i.e., computer-driven touch. Moreover, it can do that
either faster or slower than the participant’s own reaction time; in other words, we can adjust
the pre-emptive timing of the haptic-assistance to reveal potential effects with agency. Using this
setup, we made the EMS-based haptic assistance play one of two roles: assistive-touch (actuated the
finger to touch the correct answer) or adversarial-touch (actuated the finger to touch an incorrect
answer). As such our unique study design allows us to simulate the situation where the computer
directly assists or interferes with one’s body as we are also performing a touch. Since our interest
was in how participants attribute the success or failure of each touch action to themselves or to
the computer, we asked participants to rate their sense of agency explicitly after each touch (as
in [31]).

3.3 Apparatus

Our experimental setup is depicted in Figure 2. To assist readers in replicating our experiment,
we now provide the necessary technical details and, moreover, the complete source code and EMS-
stimulator design.! Participants sat in front of the experimental system consisting of: a touchscreen
computer (Microsoft Surface Pro Model 1796, with a 60 fps display). Then, in our main study, we
added also two pairs of electrodes (applied on each arm, calibrated to actuate each hand’s ring
finger), and an EMS stimulator (bioSync [59]) connected to the computer. We also designed two
3d printed hand supports; these supports leave the participants’ ring fingers free to flex and touch
the screen so as to answer the Stroop test. Furthermore, this prevents participants muscles from
fatiguing quickly.

Ihttps://lab.plopes.org/#assistedEMStouch.
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VIS electrode

MS electrode

Display for Stroop test Finger base
Fig. 2. The setup for our Stroop test studies. The EMS was added only for the main study.

3.4 EMS Stimulation (Only in Main Study)

Participants were actuated using the aforementioned EMS stimulator. This study was approved by
our local ethics committee (Sony Group Corporation, application 19F0010). Furthermore, during
recruitment, we confirmed that no participant had any medical condition that discouraged the use
of EMS.

Electrode placement: We attached two pairs of electrodes to both hands: each pair stimulated
the forearm muscle responsible for flexing the ring finger (flexor digitorum profundus). We chose
to actuate the ring finger, rather than the index finger, since previous research has confirmed that
one can robustly actuate it so as to touch the screen without any parasitical motion of neighboring
muscles [31, 69].

Calibrating the EMS stimulation: We interactively adjusted the stimulation parameters to
actuate both ring fingers robustly. We fixed the output of our voltage-controlled muscle stimulator
at 38V [59]. Then, in order to calibrate, we adjusted the electrical impulses’ pulse-width (ranging
from 100-300 microseconds), the number of pulses in a stimulation (ranging from 1 to 4 pulses) and
the interval between consecutive pulses (ranging from 30-100 ms, in case more than one pulse was
used). We chose this since prior research suggests that short stimulations are less noticeable [41].
Prior to starting the trials, we confirmed that participants’ finger was actuated via the EMS to tap
the surface and that each touch was consistently recognized by the touchscreen.

3.5 Trial Design

Participants performed a touch-based forced-choice task in a Stroop test setting. The design of our
task, which is depicted in Figure 3 with the example of a single trial, was as follows:

(1) Fixation: The fixation cross was displayed with a randomized duration (between 1 and 4s)
to keep participants attentive.

(2) Instruction for touch task: Next, participants were presented with the instruction for this
trial. The choice-task was one of four possible combinations of [“RED” or “BLUE”] and [“COLOR”
and “TEXT”], e.g., “TOUCH RED COLOR” (touch the word colored in red), “TOUCH BLUE TEXT”
(touch the word “blue” not matter the color in which it is printed). This instruction is shown for
300ms, which we determined via pilot testing to be sufficiently cognitively demanding.

(3) Choice and Touch: Then, after being presented with the instruction, the Stroop visual
stimuli appeared on the screen. The Stroop choice visual stimuli consisted of two colored words

ACM Transactions on Computer-Human Interaction, Vol. 29, No. 3, Article 24. Publication date: January 2022.



24:10 D. Tajima et al.

5. Agency Rate 6._End of Trial

4. Feedback
3. Task

2. Cue

1.F.ixaltion -
1

|
| |
:I - /EMS offset / e
Visual Stimuli — Time
r el
EMS o)

5= &

Human Response

Fig. 3. Our novel variation of the Stroop test using EMS.

located in right and left in the screen as depicted in Figure 2. Those two words are colored contrary
to the meaning of the word: for example, the word “BLUE” appeared in a red colored font, like this
BLUE. Here, participants were asked to touch the correct side of the screen with the ring finger of
the corresponding hand (right or left) as fast and accurate as possible.

In addition to the Stroop visual stimuli, we also presented participants with an on-screen time
indicator to limit the maximum time available for each trial (a horizontal bar that decreased over
time, depicted in Figure 2).

EMS-conditions: assistive-touch and adversarial-touch (main study) The EMS actuated
participants’ finger to answer the Stroop test by touching on behalf of the participants (involun-
tarily). It played two different roles in our study: assistive-touch, in which the EMS forced the
participant’s finger to touch the correct answer (success); or, adversarial-touch, in which the
EMS forced the participant’s finger to touch the incorrect answer (failure). In addition, the EMS
impulse that drove the computer-driven touch was delivered with seven different timings (denoted
as EMS offset): 100ms, 200ms, 275ms, 350ms, 425ms, 500ms, and 600ms, all of these are relative to
the time of the visual stimulus.

(4) Outcome visual feedback: As soon as a touch was detected (by either the user’s volun-
tary movement or EMS’ involuntary action), the visual feedback showing the outcome was dis-
played with an “OK” or “not good” (NG) alongside this trial’s instruction. While the message
was displayed immediately after the first touch was detected (first touch is the one that drives the
outcome), our study system also recorded any subsequent touches for our analysis.

(5) Questionnaire for sense of agency: After each touch (a Stroop question), participants
were presented with a questionnaire regarding their perceived sense of agency for this trial. We
follow the typical agency questionnaire, i.e., a Likert scale question with 1 = “I did not do it” and
7 = “Idid it” (as in [31]).

4 PRE-STUDY: STANDARD STROOP TEST

The objective of our pre-study was to determine the typical performance participants’ exhibit in an
unmodified Stroop test with participants, especially: what is the average time needed to cognitively
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process the stimuli and touch the correct answer? We required determining this prior to advancing
to our novel variation of the Stroop test because we need to know when to activate the EMS to
create the computer-driven touch. Moreover, this pre-study also served as a screening process for
determining which participants of our sample are eligible for the main study (more than 55% of
correct answers).

4.1 Apparatus, Experimental Design, and Procedure

This study was conducted as described above, except no haptic assistance was used; in other words,
participants performed a standard Stroop test using only user-driven touches. We measured the
correct answer-rate and the reaction time. Before engaging in our pre-study task, participants
performed a training session using congruent color and text (e.g., BLUE) for at least 10 min (simply
tapping on screen to advance), to understand the task. Then, we asked participants to perform 32
Stroop trials (again, without any haptic assistance).

4.2 Participants

We recruited 18 participants (three self-identified as female, 15 as male; M = 32.8 years old, SD =
9.03) from our local institution. With their prior written consent, we transcribed their comments.

4.3 Result of Pre-Study

We collected 32 trials from each participant (for a total of 576 samples), with two data points each:
the reaction time per touch and the correct/incorrect answer. Data was assessed for normality
using the Shapiro-Wilk test (p > .05).

Analyzing accuracy of responses: Before analyzing between participants, we checked the
accuracy of the task for each participant to exclude results around chance-level (approx. 50%),
indicating the participant may not have performed the task correctly, most likely the difficulty of
the Stroop test was still too high for these individuals with the given time limit. As a result, we
excluded three participants whose accuracy was around chance-level (M = 53.5%, SD = 0.7), these
did not qualify for the main study as they did not reach our eligibility criteria (more than 55% of
correct answers). After excluding these three participants, the average accuracy was 77.1 + 14.4%
(of correct answers).

Analyzing average touch time: the average reaction time was 516.4 + 54.8 milliseconds.

Analyzing touch time based on accuracy: In order to check participants’ behavior accord-
ing to success or failure of the task, the data separation based on the accuracy of their response
was conducted (separating correct vs. incorrect trials). Averages of touch time were 516.0 + 54.4
milliseconds for a successful response and 512.4 + 73.3 milliseconds for failed response. Type III
ANOVA analysis did not show significance in the average of reaction time between success and
failure responses (Fy 27 = .022, p = .883). This result indicates that the participant’s speed did not
differ based on the touch’s outcome (success and failure).

Validating the added cognitive load: Knowing from the psychophysics literature that the
typical reaction time involving a touch action is around 250ms [28, 65], our resulting average
time of 516.4ms (SE = 14.2 ms) validated that our Stroop test successfully provided a significant
cognitive load, which was a critical aspect for our main study. In addition, the analysis of correct
answer rate revealed that participants often missed due to incongruency between the color and
semantic information of the presented text. Based on the result of this pre-study, a participant
might make a mistake once every five touches. As such, moving forward to our main study, we
expected that participants would also make mistakes in the task, which will allow us to investigate
our hypotheses. In this light, it once more validates the current design of our Stroop task as it
successfully induced enough mistakes.
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5 MAIN STUDY: EMS-BASED STROOP TEST

The objective of our main study was to investigate how participants attribute their sense of agency
for the outcome of a touch, while, simultaneously, being actuated by a haptic device (EMS) that
played one of two roles: assistive-touch (forced success) or adversarial-touch (forced failure);
this investigation of the influence of both the role of the touch-assistance and timing over agency
is the novel aspect of this study, which was not realized in previous work. To explore the influence
of the touch timing over agency, the EMS impulse that generated the computer-driven touch was
delivered with seven different timing intervals (100ms - 600ms after the Stroop task is displayed),
this yields two types of experience a participant is expected to feel:

Human-computer touch-congruence: when a participant and haptic device (EMS) touch
with the same finger (e.g., participant and EMS touch with same right finger) and thus
touch the same answer. In this pattern, there are possible sub-patterns based on our two factors:
(1) outcome (correct or incorrect answer) and (2) whether computer-driven touch was faster than
the user-driven touch or slower.

Human-computer touch-incongruence: when a participant and the haptic device (EMS)
touch with different fingers (e.g., participant touch with right, EMS do with left finger)
and thus touch different answers. The same factors apply, however, the correct outcome to the
answer in this case depends on who touched first, the user-driven touch or the computer-driven
touch.

5.1 Hypotheses

Our two main hypotheses were as follows:

H1: In the event that the user and the haptic device touch in the same way (i.e., the touch
outcomes are congruent), we expect that the resulting outcome (i.e., whether it is a success or a
failure) will bias the attribution of the touch, even when the haptics actuates participant to touch
faster than their voluntary touch; in other words, we hypothesized the existence of an outcome
bias for assistive-touches, i.e., users would feel more agency if the outcome is favorable to them
and vice-versa. As such, we expected the distribution of agency with regards to the EMS timing
would follow a smooth curve similar to [31].

H2: In the event that the user and the haptic device touch in different ways (i.e., the touches
are incongruent), we expected participants would be able to discriminate who initiated the touch,
simply dictated by who (them or system) was faster to touch. Thus, we expected that, when com-
pared to the congruent case (from H1), the agency scores would be separated clearly (which we
expected, based on prior work, to be most visible halfway in the agency distribution curve), rather
than following a smooth curve—in other words, we expected the distribution of agency scores to
differ from that of [31]).

5.2 Study Procedure

To eliminate any confounding variables from the Stroop design itself, we varied all possible instruc-
tions (color or text), the position of the answer (right or left) and colors (red or blue). Furthermore,
we also randomized the task sequence for all 14 conditions (seven EMS timings, two EMS roles),
which in total produced 112 trials per participant.

To prevent participants’ fatigue or loss of concentration, we divided our task sequence into three
sessions separated by five minute breaks in between, the first and the second session had 32 trials,
while the third session had 54 trials.

In addition to this, each session had an extra six trials at the start of the session. These starting
trials were composed of very fast and slow EMS offsets to allow participants to create their own
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Fig. 4. Analysis cases: human—computer congruent-touch and human-computer incongruent-touch. In both
cases, the response for the task can be correct or incorrect.

consistent subjective criteria for the assessment of agency while under the EMS stimulation (fast:
100ms, slow: 600ms). The order of the task sequence was counter-balanced between participants.

5.3 Data Analysis

Data analysis pipeline: Data was assessed for normality using the Shapiro-Wilk test (p > .05).
Results of the questionnaires, and part of reaction time results of the task were not normally dis-
tributed; thus, non-parametric analysis were employed for these data sets to check significance
of the factors. However, after data separation based on congruence between EMS actuation and
human response, the remainder sample sizes often become unequal. Therefore, a type Il ANOVA
was employed for main effect analysis in unequal sample size data, which is effective for unbal-
anced samples. In addition, data screening was conducted to exclude outliers, such as accidental
touches from an extremely fast or slower than normal response (these can be typically caused by
a distracted participant). The trials in which the reaction time was over + three SD were excluded,
which amounted to 0.3% from all data points.

Classifying trials as human-computer in/congruent: Our main hypotheses implies the
analysis of the human-computer congruent cases vs. human—computer incongruent cases. As
such, we performed a straightforward case separation into two cases based on the number of
touches and the response (correct vs. incorrect). Since our Stroop task was performed with two
hands, human-computer in/congruent cases can be separated based on the number touches on the
two sides of the screen. In Figure 4, we describe how these touch sequences allow us to separate
these two cases.

In the case of a human-computer congruent-touch, the result of user response and EMS
actuation can be the same answer. In this case, touches are only detected on only the right- or left-
side, regardless of whether the user or EMS is faster. The number of touches can be one or two,
depending on the timing of the EMS and the user’s touch, but, in either situation, this is classified
as a congruent case.

In the case of human—-computer incongruent-touch, touches are detected as a mix of right-
and left-side, as EMS and the user give a different response. Therefore, regardless of the touch
order, if touches are detected on both sides, it is classified as an incongruent case.

5.4 Participants

We recruited the aforementioned 15 participants that passed the eligibility criteria from the pre-
study (more than 55% of correct answers). With their prior written consent, we transcribed their
comments.
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Fig. 5. Agency score with different EMS offsets in the condition where computer-driven and user-driven
touch were congruent (color depicts outcome, blue for positive outcome, red for negative outcome).

6 RESULTS

We collected participant responses for each trial. The total number of trials per participants was
112 (text color: red or blue; response type: text or color; correct position: right or left; EMS role:
assistive or adversarial; and, EMS Offset: 7 conditions, which yields 2 X 2 X 2 X 2 X 7 = 112 trials).
Across all participants we gathered 1,680 trials, each containing a perceived agency score (1-7).
We now analyze our hypotheses by analyzing each case: (H1) human-computer congruent-touch
preserves agency and is biased towards the touch’s outcome; (H2) human-computer incongruent-
touch will allow participants to discriminate who delivered the touch that drove the outcome,
leading to a clear distinction of agency scores (which we expected, based on prior work, to be
most visible halfway in the agency distribution curve).

6.1 Human-Computer Congruent-Touches: Validating Our H1

To assess our first hypothesis, we analyzed the case of human-computer congruent-touches. In
this case, there are two possible outcomes: joint success (the user and EMS were both correct with
assistive EMS) and joint failure (the user and EMS were both incorrect).

Perceived agency: We observed that the agency distribution across different computer-driven
touch timings (how early the EMS causes the user to involuntarily touch) is different for differ-
ent outcomes. In other words, adversarial-touch and assistive-touch induce a different feel-
ing of agency, even for the same EMS timing— this is one of our key results, which is depicted
in Figure 5. To confirm this, we used a two-way repeated ANOVA analysis, which revealed a signif-
icant main effect for the role of the computer-driven touch (assistive-touch vs. adversarial-touch)
and the EMS offset on the agency score (EMS role: F 15 = 13.3, p = .003; EMS offset: F 79 = 77.4,
p < .001). This statistical difference confirms our first hypothesis: participants’ agency was bi-
ased towards the outcome, i.e., for favorable outcomes (assistive), participants reported higher
agency than for unfavorable outcomes (adversarial EMS). Lastly, our analysis did not find an in-
teraction between EMS role and EMS offset (Fg 79= .92, p = .485).

Furthermore, we also observed that our measured agency distributions followed a similar pat-
tern as previously revealed by Kasahara et al. [31], as their singular case that did not involve
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Fig. 6. (a) Result of curve fitting for each condition. (b) Comparison of estimated EMS offsets, at the indicated
halfway agency point (color depicts outcome, blue for positive outcome, red for negative outcome).

any choice during touches. Our objective is to depict a single model that aggregates the observed
agency scores across all participants. To do this, we follow the method of [31]: Per participant, we
plot the logistic regression that computes the relationship between the perceived agency and the
EMS offset. Then, from all these curve-fits, we computed a mean fit of R? = 0.60 (with SD = 0.17,
MIN = 0.17, MAX = 0.82) for our overall logistic model, which is depicted in Figure 6(a) as a bold
curved line with the shaded area around the curves depicting the range of its standard error. This
demonstrates that the curves are in most cases very similar and relatively consistent among all
users (as suggested by the low standard deviation).

Impact of haptic role (assistive-touch vs. adversarial-touch) in the design of the haptic
timing (EMS offset): to give readers a sense of how the haptic role (assistive-touch vs. adversarial-
touch) impacts the resulting agency/touch-timing trade-off, we pick the same halfway agency
point as chosen by [31], i.e., a normalized agency score of 0.5. As we can observe in Figure 6
(), this point is reached differently depending on the haptic role (assistive-touch vs. adversarial-
touch). We confirmed this via a one-sided paired T-test,> which revealed a statistical difference
between the two roles at this halfway agency point (t(13) = —3.15, p = .001.), which we depict in
Figure 6(b). As our results confirmed, the adversarial-touch role yielded a negative agency bias,
and, as such, the halfway agency point is triggered by an average EMS offset of 327 ms (SE = 23.8
ms). Conversely, the assistive-touch role yielded a positive agency bias, and, as such, the halfway
agency point is triggered with an earlier stimulus with an average EMS offset of 379 ms (SE = 25.0
ms), meaning, when the outcomes are positive and the situation is touch-congruent, the system
can accelerate the users more and, simultaneously, preserve some degree of their sense of agency—
this is an implication of our findings, we will present how this affects the design of digital touch
systems later. Moreover, we will depict average agency-timing trade-off curves in our resulting
framework.

It is worth noting that our above insight takes into account the design of the end-to-end latency
experimental apparatus (including EMS latency, touch latency, etc.), which was measured to be
around 100 ms. As such, considering the two aforementioned average EMS offsets at the halfway

2Because the sample size of data of each condition was unequal (EMS assistive-touch: 15, EMS adversarial-touch: 14), paired
data were employed for this statistical analysis.
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Fig. 7. Distribution of agency for incongruent-touch cases, separated into four sub-cases based on both the
haptic role and the touch outcome (color depicts the outcome, blue for positive outcome, red for negative
outcome).

agency point (327 ms and 379 ms), we can now add in the 100 ms to obtain a final reaction time
of 427 ms and 479 ms. This value is below the nominal reaction time of the standard Stroop test,
which we found in our Pre-study to be around 500 ms. As such, we confirm that, indeed, partic-
ipants exposed to these EMS offsets can be accelerated beyond their normal reaction time while
simultaneously preserving some degree of their sense of agency.

6.2 Human-Computer Incongruent-Touch Case: Validating Our H2

Now, we turn our attention to the extreme case, where the user-driven touch and computer-
driven touch give rise to different answers. These competing touches generate competing out-
comes, which we postulated in our second hypothesis: we expected participants would be able
to discriminate who initiated the touch, simply dictated by who (user or computer) was faster to
touch. To assess if indeed, as we expected, the distribution of agency scores differs from the con-
gruent case, we conducted the same type of analysis as for the congruent-touch case, but also took
into account which touch was faster (user or computer), because the fastest touch is always the
one that drives the final outcome in this incongruent-touch case.

Perceived agency: We observed that the agency distribution is distinct from the congruent case
and does not tend to follow the same smooth distribution (as in both our H1 or in [31]). In fact, we
observed that the agency distribution is distinct when we consider both the role and the outcome
(which yields four classes), as is depicted in Figure 7. We found that agency falls into two sharp
and distinct regions: low-agency and high-agency (again, rather than the smooth curve from [31]),
only dictated by whether the participant touched faster (higher-agency) or the computer caused
the participant to tap faster (lower-agency)—this is one of our key results. In other words, when
touches are at conflict between user and computer, the user’s sense of agency is much easier to
discriminate than in a shared touch. This insight was confirmed by a Three-way ANOVA analysis
that revealed a main effect of EMS offset (Fg 75 = 45.5, p < .001) and outcome (F; 14 = 16.7, p = .001)
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on the participants’ perceived agency. Moreover, we did not find a main effect of the EMS role
(assistive vs. adversarial) on the sense of agency (Fy 7 = .719, p = .424)). Taken together, these two
significant effects confirm our second hypothesis. Moving forward, we will visually illustrate, in
our final design implications, this clear separation of the sense of agency for incongruent-touch
cases as a sharp agency curve (almost like a square wave step function, from 0 to 1, i.e., from
very-low to very-high agency).

7 DISCUSSION

We now discuss how our results can both validate existing research and help shape the current
theories of how haptic devices, with a particular emphasis on EMS, interface with the user’s sense
of agency.

7.1 Outcome Bias

The most intriguing and exciting of our findings is that the outcome bias has been observed even
when the users’ bodies were haptically actuated to induce a touch that they did not generate. Here,
we ground our outcome bias finding in existing research.

Outcome bias (often dubbed as self-serving bias, as it serves one’s own interests) has been re-
ported in various experiments both in cognitive science [20] as well as in behavioral science [75].
Outcome bias is a well-known human tendency that individuals ascribe success to their own abil-
ities and efforts, but ascribe failure to external factors [8]. The origins of outcome bias have been
often pointed to the sense of agency [3, 71, 79]. For instance, correlation between agency measure-
ments and positive vs. negative outcomes have been shown in several aspects such as emotional
or monetary gain [71, 79].

While previous findings in sense of agency and outcome bias focused on the relationship be-
tween an action and its outcome, our findings shed light on a novel direction between voluntary
touches and haptic-induced touches, which is of particular relevance to interactive systems at large,
but especially to digital touch systems.

7.2 Postdictive Attribution in Human-Computer Joint Actions

One theory postulates that outcome bias also happens at a higher cognitive level, on a reflective
level; in other words, when we look back at our action (in retrospect), we will more likely favor at-
tributing it to us if the outcome was positive [45, 73]. Such contribution of a retrospective process
to conscious experience is often called postdiction, which has been shown to be an important com-
ponent in the subjective experience of sequential events such as visual motion perception [15, 64]
and even causality judgment [11].

7.3 Clear Discrimination in Incongruent-Touches

Our results suggest that participants felt a clear distinction of agency for incongruent touches. So
we ask: what cues do users tend to rely on to understand if the system is forcing them to touch?
Haptic cue#1 the EMS tingling sensation: One of the possible cues that participants might
use to make judgments of their sense of agency during a computer-driven touch is the so called “tin-
gling sensation” that EMS induces in the user’s skin—a tactile cue. This haptic cue allows an user
of a haptic system to reason/discriminate between their voluntary touch and computer-induced
touch. The first implication this has for HCI research is: the tingling sensation is a limitation of
EMS and needs to be addressed, but this problem is non-trivial and has escaped a solution in both
HCI as well as in medical rehabilitation, the field where EMS originated from decades ago. More-
over, the tingling sensation is present in all cases of our study, but in some cases participants did
indeed feel agency, even when they were still able to feel this haptic cue. As such, the cue alone is
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not what drives the distinction between “I did it” vs. “the UI did it”, but likely provides one more
piece of information available to users. In fact, one expects that this cue is more noticeable when
it strikes the arm that did not touch (e.g., in the cases where user and system touched differently).
Conversely, in the case where this cue is felt at the arm the user is intending to touch with, it is
downplayed by the user’s own sensory attenuation [6]—this is a well-known effect in which the
sensory consequences of an user’s actions are perceived less intensely than sensory stimuli that
are not caused and thus not predicted. Precisely this type of sensory attenuation has also been
measured, using fMRI, for users subjected to EMS movements [37].

Haptic cue#2 the sensation of the computer-induced touch itself: Another possible cue
that users might use to reason about their sense of agency is the unexpected somatosensory feed-
back induced by the EMS as it contracts their muscles to touch with their finger (this is a propri-
oceptive cue, not a tactile cue as the previous one). Again, due to sensory attenuation [6, 37] we
expect this cue to be more easily discernible for incongruent situations, i.e., participants would
feel that both hands were moving, but their intention should have led only to one contraction;
allowing participants to reason about the cause of the touch.

7.4 Study Limitations

As with any experimental design, our study has limitations that we urge readers to be aware of,
prior to generalizing any of our insights. The first one is that any haptics study of this nature needs
to choose a haptic-device; we chose EMS since the loss of agency during EMS-driven touch is well-
known from prior state of the art, such as from [31, 42], just to cite a few. While we do believe
these findings might generalize well beyond EMS, future work is need to verify our finding by
using our design study with a variety of haptic actuators.

Finally, note that while we provide one possible interpretation of our results, we argue for ex-
ploring more interpretations by designing upcoming experiments that can narrow down on the
exact causes of the observed effects. For instance, the perception of who finalized the touch action
can also be driving the agency perception in retrospect, which could also explain how different
EMS timings causes different feelings of agency.

8 SYNTHESIS OF OUR FINDINGS: AGENCY-ASSISTANCE TRADE-OFF MATRIX

From our findings, we synthesized a matrix that generalizes the use of touch assistance beyond
the simple case covered by prior state of the art [31]. This resulted in what we call the agency-
assistance trade-off matrix, which effectively illustrates the design implication for haptic systems
that proactively actuate the user.

Our agency-assistance trade-off matrix, depicted in Figure 8 consists of four quadrants, guided
by two dimensions: whether the user-driven touch is correct or incorrect, and whether the
computer-driven touch is correct or incorrect. More interestingly, in each quadrant we depict an
agency curve that demonstrates how likely it is that the prospective Ul designer can preserve the
user’s agency by adjusting the timing of the computer-driven touch stimulus. To simplify the read-
ing of these curves, we depict each by using a simple pictograph of either a smooth curve or a sharp
curve. A smooth curve indicates that we found that it is possible to preserve the user’s agency to
some degree, while a sharp curve indicates that the haptic assistance will create a trade-off with
agency. In the most immediate future, we believe these curves might directly empower researchers
in this area who are building haptic interfaces with assistive-touch. Furthermore, we expect that,
as more research follows and refines our findings and recommendations, these curves might also
prove beneficial as aids for prospective designers in this area.

To better illustrate our recommendations for digital touch systems, we describe the details of
each quadrant. Furthermore, we also demonstrate examples of how a prospective researcher or
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Fig. 8. Agency-assistance trade-off matrix: Four quadrants, each depicting the general trend we observed
regarding the trade-off between agency and haptic assistance. Our matrix is guided by two dimensions:
whether the user-driven touch is correct or incorrect, and whether the computer-driven touch is correct or
incorrect.

designer might apply this matrix for digital touch or, generally speaking, interactive haptic systems
in which either the UI or a remote user assists the local user via computer-driven touches.

8.1 Quadrant (a): Joint Success

Our first quadrant depicts the case of a joint success (Figure 8(a)), depicting a congruent situation
in which both the user-driven touch and the computer-driven touch result in a positive (correct)
outcome for the user. This is naturally a best-case scenario as it is possible to preserve some level
of sense of agency even when EMS-driven touch is faster than the user’s own touch. The result is
that the haptic system accelerates the user’s touch, but note that the user would respond correctly
anyway; in other words, the benefit is an assistive touch speed-up. This situation aligns with prior
literature on simple touch interactions accelerated by haptics [31]. However, one must also denote
the extreme assumption for the HCI designer, because this quadrant is unlikely: it assumes one
can both predict the user’s intention and with sufficient time to pre-emptively touch.

Typical application examples of this quadrant include relatively simple reaction tasks such as
haptic assistance to catch a falling object between two users, such as the pen-drop shown in Fig-
ure 9(a) (from [31]) or touch-assistance that lets users press the shutter button of a camera to take
a picture of a high-speed moving object Figure 9(b) (from [31]). Moreover, these scenarios are not
limited to computer-to-user assistance, but lend themselves well to inter-personal communication
scenarios too. For instance, a skilled video-game player can provide touch-assistance so that the
novice user can perform touches faster in time-demanding games [32], such as the fast-paced video
game depicted in Figure 9(f).

Similarly, this touch-assistance might lend itself well to many other motor skill transfers from
skilled user to novices [70]. In these examples, the interactive system can clearly predict the user’s
intention from context and a plethora of additional sensors (e.g., EMG to detect the falling pen and
a ball-toss sensor to detect the ball launch). We recommend that this type of pre-emptive touch is
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Fig. 9. Exemplary interactive applications from the HCI community where one might apply our findings: (a)
a two-user situation in which they collaborate to catch a falling object (pen drop) [58], (b) accelerating a user
for high-speed photography [57] and (c) speeding-up reaction time for sports. As such, (a)-(c) are exemplary
cases of Joint Success. (d) EMS haptics actuate the user’s hand to prevent touching a hot object [43], (¢) EMS
actuates the user’ legs to direct their walking, including avoiding hitting a lamp post [62]. As such, (d) and (e)
are example case where forced success will benefit users. Lastly, (f) Game with EMS assistance from other
agents (remote user or a Ul). This depicts a case that should be designed with agency priority where both
joint success or joint failure will be expected.

used in situations where user’s touch intention is relatively easy to predict at a high degree of con-
fidence; as such, the result is that the agency curve will follow our smooth distribution, meaning it
is possible to still accelerate users to perform these touches or even more general movements with
haptic assistance while preserving some sense of agency. We also recommend that this is the best
case scenario, in which designers can opt for the most extreme accelerations, making it suitable
for these types of impressive physical augmentations that depict faster-than-human touch ability.

8.2 Quadrant (b): Forced Success

Our second quadrant depicts the case of a forced success, which we depict in Figure 8(b). Here,
despite the computer-driven touch is incongruent to that of the user, the touch results in a positive
outcome; in contrast, the user-driven touch would have resulted in an negative outcome. In other
words, this is a corrective type of touch-assistance that dramatically helps the user obtain the
right outcome. While this provides positive outcomes, it comes as a trade-off to the user’s sense
of agency. We depict this via the sharp agency trade-off curve, suggesting users will be sensitive
to the touch-assistance and decrease their sense of agency.

As our studies revealed for this quadrant, both the outcome and agency simply depend on
whether the user or computer was faster to touch. If computer-driven touch is faster than the
user-driven touch, the outcome of the action will be positive (correct) with a faster involuntary
movement triggered by the EMS, but the user is not likely to feel agency. While this pattern even-
tually diminishes the user’s sense of agency, it is still important to consider this case as it can assist
users. This is especially beneficial in safety situations or guidance/training environments. In the
case of critical situations (e.g., avoiding accidents), the touch-assistance should be applied regard-
less of the user’s touch and negative impact on agency. We can find exemplary EMS-based haptic
applications from HCI literature that explore this quadrant, such as the Affordance++ system that
uses EMS to actuate the user’s arm to prevent touching hot objects that might harm the user [43].
In this example, the EMS actuation is not always aligned with the user’s action, but it is beneficial
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to prioritize the assistance as it brings users to safety. Similarly, for the case of guidance/training
systems, one could envision a variation on Pedestrian Cruise Control, a system that uses EMS to
control the user’s walking direction so as to avoid colliding with incoming obstacles [62], that
would allow, for instance, guiding users into choosing a better path (e.g., a shorter path or even a
safer path) and thus creating incongruent situations where the EMS overrides the user’s walking
direction.

8.3 Quadrant (c): Forced Failure

Our third quadrant depicts the case of a forced failure, which is depicted in Figure 8(c). This is
the situation that prospective designers want to most likely avoid. In this case, the computer-
driven touch results in an incongruent and incorrect outcome (e.g., this could be due to tracking
errors, prediction errors, false-positives, or over-fitting in gesture recognizers), but the user-driven
touch results in the correct response. As such, the prospective designer should use all the available
means to prevent this case. For instance, most tracking systems and predictive UIs report a level
of confidence with their prediction. We strongly recommend that, if this prediction is low (i.e., the
system is unlikely to be making a correct guess), the haptic assistance should be dismissed entirely
as it will force only negative results and most likely decrease the sense of agency.

8.4 Quadrant (d): Joint Failure

Our fourth and last quadrant depicts the case of a joint failure, as shown in Figure 8(d). It is a
congruent situation in which the computer-driven touch and the user-driven touch result in an
incorrect outcome. This is a case that may occur when the system can estimate users’ intention
with high accuracy, but does not know what could be a positive outcome (e.g., the task is too
computationally complex to be solved at run-time). While this initially seems like a dead-end for
designers, we would like to show how our results provide insights and even opportunities for this
extreme case.

First, the prospective designer might refrain from resolving this situation by claiming that “the
result of this touch is failure anyway, so why bother?” This is a fallacy. As our results reveal, if
the touch-assistance accelerates the user’s touch towards an imminent failure, this will not only
enforce the early negative result, but also further exacerbate the loss of the sense of agency due to
the negative outcome bias that we observed in our studies (see Figure 5). In general, this is likely
to be avoided.

While accelerating users’ touch for incorrect answers is not in itself very beneficial from a prac-
tical point of view, this approach can be an intriguing and novel design opportunity in that one
can create interfaces where users do not blame themselves too much when they fail a task. In
other words, we can construct interfaces that sees the imminent failure and takes the blame for it,
which might be especially relevant for preserving the user’s motivation in arduous training tasks
or even inter-personal communication systems for multiple users leveraging haptic-assistance via
computer-driven touch.

8.5 Designing Haptic Interfaces Mindfully Regarding the Agency vs.
Assistance Trade-Off

By taking insights from these our different quadrants into account, our agency-assistance trade-off
matrix assists prospective designers in improving their digital touch systems, especially applica-
ble to those based on EMS. Here, we describe design implications using two trade-off types: (1)
prioritizing the sense of agency during assisted-touch or (2) trading agency for touch-assistance
that ensures positive outcomes.
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If a prospective designer wants to prioritize the sense of agency of a user who experiences
computer-driven touch, they should design their interactive system in such a way that promotes (a)
joint success and/or (d) joint failure cases. Technically speaking, the target interface should make
use of reliable and robust ways to estimate the user’s intentions to ensure that the computer-driven
touch and the user-driven touch are aligned. For instance, designers should make use of the confi-
dence intervals provided by the recognizers in real-time to regulate the amount of touch-assistance,
following the agency curves we depicted in these two quadrants. As we have demonstrated, these
cases will enable situations where the user feels that their touch is haptically accelerated and still
feels agency.

On the other hand, if the prospective designer wants to prioritize the touch-assistance for

positive outcomes, the interactive system should be designed in such a way that promotes (a)
joint success and (b) forced success. Since EMS will create computer-driven touches with correct
outcomes, we can expect either speeding up the touch that drives the correct response or correcting
the user’s touch into the right outcome. None of these will guarantee that agency is preserved
but there are some extra considerations that designers should keep in mind. Especially in the
case of interfaces that deal with critical or emergency scenarios (health, etc.), the system should
prevent injury to the user; in these cases, touch-assistance with positive outcomes is prioritized
over the sense of agency. Even if this kind of touch-assistance removes the user’s agency entirely,
the outcome is tremendously beneficial to the user. As such, if the interactive system can predict
risky scenarios (e.g., such as touching the hot cup in [43] or hitting the lamp post while walking
n [62]), the designers should actuate the haptic-assistance regardless of the role (forced success
or joint success). Again, we believe that this is not only relevant for the design of single-user
applications but also for multi-user applications, such as interpersonal communication systems
that use haptic actuation, for instance, in remote communication between users for telepresence
and/or skill-transfer over the network [1, 33, 70].

9 CONCLUSION

We believe that this article empowers HCI researchers to consider not only touch as a depiction of
haptic qualities (e.g., texture) but also consider the challenge of assisted-touch, i.e., a touch that is
driven by the computer interface via force feedback.

As such, we advanced our understanding of digital touch systems by contributing to the study
and design of what happens when digital touch systems can make their user touch the Ul involun-
tarily. While this type of force-feedback is known to enhance the interpersonal-communication
by empowering remote users to share non-verbal aspects such as rhythm, poses, and so on, it
also requires forcing the user’s body to move against their intention—this computer-driven touch,
unfortunately, causes users to lose their sense-of-agency. While researchers have proposed that
delaying the timing of the computer-driven touch closer to the user’s own voluntary touch pre-
serves some sense of agency, this was only considered for the simplest case, in which the users
have no choice as to what they will touch. We argued that this is an unlikely case, as it assumes we
can perfectly predict the user’s own touches. But, what about all the remaining situations: when
the haptics forces the user into an outcome they did not intend, or when the haptics assists the
user in an outcome they would not achieve alone?

We unveiled, via our experiments, what happens in these novel situations. We found out that
participant’s attribution of agency was biased (positively and negatively) by the outcomes, when
the computer-driven touch and the user-driven touch are aligned. On the other hand, when
the computer-driven touch created an outcome not intended by a participant, the attribution of
the agency appeared easier to distinguish. Finally, from these study findings, we synthesized a
framework that enables researchers/practitioners of digital-touch systems to prioritize/trade-off
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between haptic-assistance and sense-of-agency. As of now, our findings originate from using EMS
as the case study for this loss of agency in haptic systems. Moving forward, we would expect
future researchers to apply and extend our novel study to other force-feedback devices (e.g., mag-
netic actuation of the finger, mechanical force-feedback joysticks, and exoskeletons), ultimately
contributing to a larger understanding that might generalize better.

Finally, we believe that, as we design new types of haptic systems with the capability to perform
actions on behalf of users, we start to encounter all these cases of complex/shared agencies. We
believe our study systematically explored many of these cases, in particular the situations in which
the computer’s and user’s intentions are in conflict. While these are not yet common place, that
is precisely our job as researchers to anticipate the future and design it mindfully of the user’s
agency.
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