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Abstract—Learning a dynamical system from input/output
data is a fundamental task in the control design pipeline.
In the partially observed setting there are two components
to identification: parameter estimation to learn the Markov
parameters, and system realization to obtain a state space
model. In both sub-problems it is implicitly assumed that
standard numerical algorithms such as the singular value de-
composition (SVD) can be easily and reliably computed. When
trying to fit a high-dimensional model to data, even computing
an SVD may be intractable. In this work we show that an
approximate matrix factorization obtained using randomized
methods can replace the standard SVD in the realization
algorithm while maintaining the finite-sample performance and
robustness guarantees of classical methods.

I. INTRODUCTION

We consider the problem of identifying a linear time-
invariant (LTI) system parameterized by the matrices A €
R™>*" B e R"™™™ C € RP*™ and D € RP*™, that evolves
according to

It+1 = A.Z’t —+ B’th —+ W

ey
Yt = C.]?t + Dut + v¢.

It is assumed that we have N < oo observations of the
output signal {yi}Z_; and control signal {u!}~_,, where T
denotes the length of the signal. The vectors z; € R", w; €
R™, and v; € RP in (1) denote the system state, process
noise, and measurement noise at time ¢, respectively.

In the fully observed setting, estimates for (A, B) can be
obtained by solving ordinary least-squares (OLS) optimiza-
tion problems. A series of recent papers [1-5] have derived
non-asymptotic guarantees for ordinary least-squares (OLS)
estimators. In the case of partially observed systems, which
is conceptually more complicated than the fully observed
case, OLS optimization can be used to estimate the Markov
parameters associated with (1) from which the Ho-Kalman
algorithm [6] can be employed to estimate the system
parameters (A, B, C, D). The process of obtaining estimates
of the system matrices from the Markov parameters is
referred to as system realization which is the main focus of
this paper. Using this framework, the authors of [3, 7-11]
have derived non-asymptotic estimation error bounds for the
system parameters which decay at a rate O(ﬁ) Note that
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these papers make different assumptions about the stability,
system order, and the number of required trajectories to
excite the unknown system.

However, in contrast to the estimation error bounds,
the computational complexity of system identification has
received much less attention in the literature [12, 13].
Due to the fact that the OLS problem is convex, and
the computational bulk of the Ho-Kalman Algorithm is a
singular value decomposition (SVD), it is taken for granted
that system identification can be carried out at scale. As
mentioned in [12], with the increase of system dimension,
the computational and storage costs of general control algo-
rithms quickly become prohibitively large. This challenge
motivates us to design algorithms that mitigate the “curse
of dimensionality”. In this paper, we aim to design an
efficient and scalable system realization algorithm that can
be deployed in the big data regime.

From the view of computational complexity, the system
identification methods proposed in [3, 7, 10, 11] are not scal-
able since the size of the Hankel matrix increases quadrati-
cally with the length of output signal 7" and cubically with
the system state dimension n. The result is the singular
value decomposition used in the Ho-Kalman Algorithm
cannot be computed. This quadratic/cubic dependence on
the problem size greatly limits its application in large scale
system identification problems.

Motivated by the limits of the scalability of numerical
SVD computations, there has been a surge of work which
has focussed on providing approximate, but more easily
computable matrix factorizations. Thanks to advances in
our understanding of random matrix theory and high di-
mensional probability (in particular, concentration of mea-
sure), randomized methods have been shown to provide
an excellent balance between numerical implementation (in
terms of storage requirements and computational cost) and
accuracy of approximation (in theory and practice). Broadly
speaking this field is referred to as randomized numerical
linear algebra (RNLA), and we refer the reader to [14-16]
and the references therein for an overview of the field.

The intuition is that randomized methods can produce ef-
ficient, unbiased approximations of deterministic operations
while being numerically efficient to implement by exploiting
modern computational architectures such as parallelization
and streaming. The performance of the randomized SVD
(RSVD) has been studied in many works [14—17] and has
found applications in large-scale problems across machine
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learning, statistics, and signal processing.

The main contribution of this work is a stochastic Ho-
Kalman Algorithm, where the standard SVD (which consti-
tutes the main computational bottleneck of the algorithm) is
replaced with an RSVD algorithm, which trades off accuracy
and robustness for speed. We show that the stochastic Ho-
Kalman Algorithm achieves the same robustness guarantees
as its deterministic, non-asymptotic version in expectation.
However, it outperforms the deterministic algorithm in terms
of speed/computational complexity, which is measured by
the total number of required floating-point operations (flops)
[[18], §C.1.1]. Compared with O(pmn?) flops required
by the deterministic algorithm, the stochastic Ho-Kalman
Algorithm only requires O(pmn?logn) flops.

II. PRELIMINARIES AND PROBLEM FORMULATION

Given a matrix A € C™*", where C is the set of complex
numbers, ||A|| denotes the spectral norm and || A||r denotes
the Frobenius norm, i.e., ||A|| = o1(A), where o1 is the
maximum singular value of A4, and ||A||r = \/Trace(A*A),
where A* denotes the Hermitian transpose of A. The mul-
tivariate normal distribution with mean p and covariance
matrix ¥ is denoted by N (1, ¥). A matrix is said to be
standard Gaussian if every entry is drawn independently
from N (0, 1).

A. Singular Value Decomposition

The singular value decomposition of the matrix A €
Cm*m factors it as A = UXV*, where U € C™*™ and
V € C™" " are orthonormal matrices, and X is an m X n
real diagonal matrix with entries 01,09, ,0, ordered
such that 07y > o9 > --- > o, > 0. When A is real,
so are U and V. The truncated SVD of A is given by
U, V,T(r < min{m,n}), where the matrices U, and V.
contain only the first  columns of U and V, and ¥,. contains
only the first r singular values from . According to the
Eckart-Young theorem [19], the best rank-r approximation
to A in the spectral norm or Frobenius norm is given by

Ay = Z o, )
=1

where wu; and v; denote the ™ column of U and V,
respectively. More precisely,

minimize ||A — X|| = 041, 3)

rank(X)<r
and a minimizer is given by X* = A[,;. The expression (3)
concisely sums up the scalability issue we are concerned
with: on the left hand side is non-convex optimization
problem with no polynomial-time solution; on the right
is a singular value which for large m and/or n cannot
be computed. In the sequel we shall see how randomized
methods use approximate factorizations to resolve these
issues.

B. System Identification

We consider the problem of identifying a linear system
model defined by (1) where uy N (0, O'ZIm) , Wy A
N (0,021,), and v; ~' N (0,021,) . We further assume that
the initial state variable xq = 0,, (although the dimension, n,
in unknown a priori). Under these assumptions, we generate

N trajectories of length 7. Data is recorded as
DY ={{yl,uj} : 1<i<N,0<t<T-1},

where i denotes i trajectory and ¢ denotes ¢ time-step in
each trajectory. With the data DY, the system identification
problem can be solved in two steps:

1) Estimation: Given DY, estimate the first 7" Markov
parameters of the system which are defined as

G=[D, CB, CAB, ..., CAT?B] e R™?.

Ideally, the estimation algorithm will produce finite
sample bounds of the form |G — G|| < e(N, T'), where
G is the estimate of G.

2) Realization: Given an estimated Markov parameter
matrix G, produce state-space matrices (A, B,C, D)
with guarantees of the form |A—A|| < en, |B—B|| <
€p, etc. This is most commonly done using the Ho-
Kalman algorithm.

The input/output trajectory {y:, us}{—," is referred to as a
rollout. There are two approaches to collecting data; single
[7, 2,20, 3, 21] and multi-rollout [22, 10, 5, 8]. As this paper
focuses on the realization step, we can use either approach.

C. System realization via noise-free Markov matrix G

The Ho-Kalman Algorithm [6] produces a realization
from G. We first consider the noise-free setting. The main
idea of the Ho-Kalman Algorithm is to construct and fac-
torize a Hankel matrix derived from the G. Specifically, we
generate the Hankel matrix:

CB  CAB CAT:B

CAB  CA’B CAT:H B

- | CA?2B CA®B CAT: 2B
CAT B CATB CAT+T2-1p

where T =T) + Ty + 1. We use H~ (H™) to denote the
pTy x mT» Hankel matrix created by deleting the last (first)
block column of H. We assume that

1) the system (1) is observable and controllable, and

2) n =rank(H) < min{Ty,T>}.
Under these assumptions, H and H ™ are of rank n. We note
that H~ can be factorized as

C
CA
H_ =

(B AB AT-1B] = 0Q,

caAT!
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where O, denote the observability matrix and control-
lability matrix respectively. We can also factorize H~ by
computing its truncated SVD, ie., H~ = UX, VT =
U, l)( %VT) Therefore the factorization of H ™

tablishes O = UZ%,Q 22 VT, And doing so, we obtaln
the system parameter C' by taking the first p rows of UX,, 3
and the system parameter B by taking the first m columns of

2 V. Then A matrix can be obtained by A = OTHTQT,
Where ()T denotes the Moore-Penrose inverse. Note that
the state-space realization problem is a non-convex. There
are multiple solutions yielding the same system input/output
behavior and Markov matrix G: If (A4, B,C, D) is a state-
space realization obtained from G, then for any non-singular
matrix S, (SAS~!, SB,CS~!, D) is also a valid realiza-
tion.

D. System realization via noisy Markov parameter G

In the setting with noise, the same algorithm is applied to
the estimated Markov matrix G instead of the true matrix
G. In this case the Ho-Kalman Algorithm will produce esti-
mates fl, B , C and D. The explicit algorithm is described in
Alg 1 (deterministic). It was shown in [7] that the robustness
of the Ho- kalman Algorithm provides an estimation error
bounded by O+ ~171)> Where IV is the number of trajectories:

max {4 - 74|, |B - $7B|,|C - CS|| |
) @)

IG = Gll = Ol5777)-

This result can be improved to O(ﬁ) (3, 11, 9].

Note that the computational complexity of the Ho-Kalman
Algorithm in Alg. 1 (deterministic) is dominated by the cost
of computing the SVD (Step 7), which is O(pTy x mTs x n)
when using the Krylov method (see e.g. [23, 24]). Therefore,
we want to use a small 7' to reduce the computational
cost. However, to satisfy the second assumption that n =
rank(H) < min{Ty,T>}, where Ty + To + 1 = T, the
smallest T we can choose is 2n + 1 with T}, = T, = n.
In summary, the lowest achievable computational cost for
SVD is O(n?). Such dependency on the system dimension
is prohibitive for large-scale systems (e.g. systems with
n = 100 as we show in Section V). Motivated by the
drawbacks of the existing method, we aim to answer the
following question:

o Is there a system realization method which can sig-
nificantly reduce the computational complexity without
sacrificing robustness guarantees?

The main result of this paper is to answer this question
in the affirmative: We design a stochastic version of the
Ho-Kalman algorithm that is computationally efficient and
produces competitive robustness guarantees.

!n the following analysis, we will use U , i, V, L to denote the variables
used in the stochastic Ho-Kalman Algorithm.

Algorithm 1 Stochastic/Deterministic Ho-Kalman Algo-
rithm

1: Input: Length 7', Estimated Markov parameters G,
system order n, (T7,T3) satisfying Ty + To + 1 =T

2: Outputs: State space realization A, B,C, D

3: Generate a Hankel matrix He RpTlxm(Tlﬂ) from G
4 H™ = H(:,1:mTy) > dim(H ) = pTh x mTs
5. Ht = ﬁ(;,m+ 1:m(Ty +1))

6: if Deterministic then

7: L= I:I[;L] > truncated SVD via (2)
s U,%,V =svp(L)

9: else if Stochastic then

100 U,%,V =RSVD(H,n,l)! > L=USV =~ L
11: end if

12: 0 =U%'/? > dim(0) = pTy x n
13 Q = 2127+ > dim(Q) = n x mTy

14: CA'zOA(lzp,:),AB:C;)(gl:m)

15: A=OTHTQY, D = G(:,1:m)
16: Return A € R"*" B € R"*™ (' € RP*" D € RPX™m

III. RANDOMIZED SINGULAR VALUE DECOMPOSITION

The numerical computation of a singular value decom-
position can be implemented in many ways. The structure
of the matrix to be decomposed will likely play a role in
determining which is the most efficient algorithm. We do not
attempt to review methods here as the literature is vast. In
the system realization problem, the Ho-Kalman Algorithm
computes the SVD of H ™, a dense truncated block Hankel
matrix. To the best of our knowledge there are no specialized
algorithms for this purpose. As such, we assume we are
dealing with a general dense low rank matrix.

The objective of the RSVD it to produce matrices U, >, V,
such that for a given matrix A € C™*™ with rank(A) =
r < min{m,n}, and tolerance € > 0, the bound?

|A—USV*| <e

is satisfied where U and V' have orthornormal columns and
¥ € R¥** is diagonal with k < 7.

Following [15], the RSVD of a matrix A with target rank
k is computed in two stages (full implementation details are
provided in Algorithm 2):

1) Find a matrix P € R™** with orthonormal columns
such that the range of P captures as much of the range
of A as possible. In other words, A ~ PP*A.

2) Form the matrix M = P*A € R**" and apply the
standard numerical linear algebra technique to compute
the SVD of P.

Step 1 is the range finding problem. This is where ran-
domization enters picture. Let w(® be a standard Gaussian
vector, and compute y(i) = Aw® . This can be viewed as a
sample of Range(A). Repeating this process k times and

2The A matrix in this section is to demonstrate RSVD. It is not related
to the dynamic system in (1).
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concatenating samples into matrices we have ¥ = AQ,
an orthonormal basis for Y can then be computed using
standard techniques, we use an economy QR decomposition.
Again, we concatenate basis vectors ¢; into a matrix P.
Because k is selected to be small, this process is compu-
tationally tractable. When ||[A — PP*A|| is small, PP*A
is a good rank-k approximation of A. In step 2, standard
deterministic routines are called to compute the SVD of M.
These routines are considered tractable as the the matrix M
has dimension k& x m where k is ideally much less than 7.
From the SVD of M, the matrices U, >,V can be easily
constructed (lines 7-8 of RSVD).

Algorithm 2 Randomized SVD: RSVD

1: Input: an m x n matrix A, a target rank k,
an oversampling parameter [

U=U(,1:k),S=51:k1:k),V=V(1:k)
Return U € R™*F G ¢ RF*F 1/ ¢ R*F

2: Output: Approximate SVD s.t. A ~ USVT

3: Q =randn(n,k+1)

4: P = orth(AQ) > approx. basis for Range(A)
5: M=PTA >dim(M) = (k+1) xn
6: [U,S, V] =svd(M)

7. U =PU

8:

9:

In practice, if the target rank is selected to be k, then one
should sample the range of A k41 times where [ is a small
integer.. In RSVD, €2 is chosen to be a standard Gaussian
matrix. Surprisingly, the computational bottleneck of RSVD is
the matrix-vector multiplication in computing A2 in step 4.
To reduce the computational cost of this step, we can choose
other types of random matrices such as the subsampled
random Fourier transform (SRFT) matrix which reduces the
flop count from O(mn(k +1) to O(mnlog(k + 1)) without
incurring much loss in accuracy (we extend our results to
this setting in Appendix A-B). It should be further noted
that the computation of AQ is trivially parallelizable.

The orth function called on line 4 of RSVD computes
an orthonormal basis for the range of its argument. This
can be done in many ways, here we use an economy QR
decomposition.

A. Power Scheme for slowly decaying spectra

When the input matrix A has a flat spectrum, RSVD tends
to struggle to find a good approximate basis. To improve
the accuracy a power iteration scheme is employed [23,
p. 332]. Loosely, the power iteration are based on the
observation that the singular vectors of A and (AA*)7A
are the same, while the singular values with magnitude
less than one will rapidly shrink. In other words, it can
reduce the effect of noise. More precisely, we apply RSVD
to the matrix W = (AA*)? A, and we have o;(W) =
o;(A)?et1 j =1,2,--- which shows that for o; < 1,
the power iteration will provide singular values that decay
more rapidly while the singular vectors remain unchanged.
This will provide a more accurate approximation, however

it will require 2¢g+1 times as many matrix vector multiplies.
The following theorem provides a bound on the accuracy of
the approximation that RSVD provides.

Theorem 1. [15] Suppose that A is a real m X n matrix
with singular values o1 > o9 > 03 > ---. Choose a target
rank k > 2 and an oversampling parameter | > 2, where
k+1 < min{m,n}. Then RSVD called on W = (AA*)7A
with target rank k, and oversampling parameter | produces
an orthonormal approximate basis P which satisfies

E[[(A— PP A)|

1+g/l_il+#~\/min{m,n}—k

where e is Euler’s number and E denotes expectation with
respect to the random matrix €.

1
2q+1

< Okt1

Note that o1 is the theoretically optimal value in the
deterministic setting. Thus the price of randomization is the
given by the contents of the square brackets with exponent
TrL-

RSVD is implemented based on the assumption that the tar-
get rank k is know a priori. In practice, we do not know the
true rank k in advance. Therefore, it is desirable to design an
algorithm that can find a matrix P with as few orthonormal
columns as possible such that ||(I — PP*) A|| < e where
€ denotes a given tolerance. The work in [15], based on
results from [25] describes an adaptive randomized ranger
finder that iteratively samples until the desired tolerance is
obtained.

IV. MAIN RESULTS

The stochastic Ho-Kalman algorithm we propose replaces
the deterministic singular value decomposition and trunca-
tion (lines 7-8, Algorithm 1) with a single approximate
randomized SVD (line 10, Algorithm 1) obtained using
RSVD. Proofs of all results are deferred to the appendix.
For the remainder of the paper, symbols with a tilde denote
that they were obtained from the stochastic Ho-Kalman
Algorithm, while symbols with a hat denote that they
were obtained from the deterministic Ho-Kalman Algorithm.
Finally, symbols with neither have been obtained from the
ground truth Markov matrix G. From [7], we have the
following perturbation bounds:

Lemma 2. [7] The matrices H ,I;T and L,IAJ satisfy the
following perturbation bounds:

o max {|[HY — HF| [ HT — AT} < 1H - A <

\/Hlir{{Tl,Tz-i-l}Hq—G” .
o IL-Ll| <2(H” —H7|| < 2y/min{T}, T2 }|G -G
We will now use Theorem 1 and Lemma 2 to provide

average and deviation bounds on the performance of the
stochastic Ho-Kalman algorithm.

Lemma 3. (Average perturbation bound) Denote | > 2
to be the oversampling parameter used in RSVD. Run the
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Stochastic Ho-Kalman Algorithm with a standard Gaus-
sian matrix Q € RmT2x(n+l) lirie 3 of RSVD, where
n+l < min{pTy,mTs}. Then L and L satisfy the following
perturbation bound:

n evn +

! ~
R Al | e/ O

E||L — L] < 2C, (2 +

where

C, = \/min{pTl,ng} —n, Cy=+/min{Ty,Ts}.

Furthermore, if we exploit the power scheme with RSVD,
then the right-hand side of (5) can be improved to

1 n evn +1 1/(2¢+1) .
45 (1+ AT+ 2 C1) IG—G|l.  ®©
Proof. See appendix. O

From (5), we have that the perturbation bound is de-
termined by the ratio between the target rank n and the
oversampling parameter [. The error is large if [ is small.
In practice, it is sufficient to use [ = 5 or [ = 10. And
there is rarely any advantage to select [ > 10 [15]. In
addition, from (6), we know that the bound will decrease
if we increase the power parameter q. The effect of [ in
terms of running time and realization error is studied further
in Section V where we observe that the stochastic Ho-
Kalman algorithm is robust to the choice of [. In case the
average perturbation as characterized by Lemma 3 doesn’t
feel like a helpful quantity, a deterministic error bound is
also achievable:

Lemma 4. (Deviation bound) Let the assumptions of
Lemma 3 hold. Assume | > 4 and let C'y and Cy be defined
as in Lemma 3. Then we have

8vn+1

S C)le =l

@)

[ §2CQ(2+16\/1+%+

with failure probability at most 3e~!. Moreover;

IL—L|| < Ca (2 +6y/(n + D)ilogl + 3vn + 1 cl) [reRe]l
®)
with failure probability at most 317",

Proof. See appendix. O

Remark 1. Another way to implement the stochastic Ho-
Kalman Algorithm is to use a structured random matrix
like subsampled random Fourier transform, or SRFT to
compute the RSVD. In contrast with Gaussian matrices,
SRFTs have faster matrix-vector multiply profile. As a result
RSVD computation time decreases. We present the bounds for
SRFT random matrices in the appendix.

We are now ready to show the robustness of stochastic
Ho-Kalman algorithm (valid up to a unitary transformation).

Theorem 5. Suppose the system A,B,C,D is observ-
able and controllable. Let O,Q be order-n controllabil-
ity/observability matrices associated with G and O,Q be
approximate order-n controllability/observability matrices

(computed by RSVD) associated with G. Suppose Omin(L) >
0 and the following robustness condition is satisfied:

E||IL — L|| < omin(L)/2-

Then, there exists a unitary matrix S € R™*"™ such that,

E|C — CS||r <E||O — OS||r <Ey/5n|L — L],
E|B — S*B||r < E|Q — S*Q||r < Ey/5n|L - LJ|,

and A, A satisfy
E||A — S*AS||r

E|L - L]
Umin(L)

<0 (E )+ 1 =B +|H 1|

14y7n
OTmin (L) .

Proof. See appendix. O

As discussed in [7], |[Ht — H||,E||L — L| are pertur-
bation terms that can be bounded in terms of |G — G|
via Lemma 2 and Lemma 3. Theorem 5 shows that the
stochastic Ho-Kalman Algorithm has the same error bounds
as its deterministic counterpart, which says the estimation
errors for system matrix decrease as fast as O(ﬁ) Our
analysis framework can be easily extended to achieve the

optimal error bounds O(\/—lﬁ) mentioned in [21, 3, 11, 9].

where C3 =

V. NUMERICAL EXPERIMENTS

A. Stochastic versus deterministic Ho-Kalman Algorithm

We begin the comparison between the stochastic and
deterministic Ho-Kalman Algorithm on six randomly gen-
erated systems described by (1). Each entry of the system
matrix is generated through a uniform distribution over a
range of integers as follows: matrix A with random integers
from 1 to 5, and matrices B,C, D with random integers
from —2 to 2. The A matrix is re-scaled to make it Schur
stable?, i.e., [Amax(4)| < 1. The standard deviations of the
process and measurement noises are o,, = 1 and o, = 0.5.
The length of trajectory 7" is given in the second column
in Table I with 77 chosen to be the smallest integer not
less than 7'/2 and To = T — 1 — T}. The third column in
Table 1 denotes the matrix dimension of H~ when we run
Algorithm 1.

We denote the true system as G(A, B, C, D) and the esti-
mated system returned by the stochastic/deterministic Ho-
Kalman algorithm as G(A, B,C,D)/G(A,B,C, D). We
will use G, Q ,Q at times to reduce notational clutter. The

realization error of the algorithm is measured by the normal-
ized Hoo error: ”ﬁ;ﬁ!g"" and Hg”;ﬁ!”m . The running time
and the realization error of the deterministic and stochastic

algorithms* are reported in Table I where the results for the

3There is no requirement that the systems we work with be stable.
However, we are using an Hoo-norm metric to judge the approximation
error, so such an assumption makes things more straight forward.

4We used the publicly available python package sklearn.utils.extmath.
randomized_svd to compute the RSVD.
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v Running Time [s] Realization Error
Eg | (n,m,p,T) dim (™) determi%listic stochastic | deterministic | stochastic
1 (30,20,10,90) 450 x 880 0.1079 0.0156 7.64e-04 7.70e-04
2 (40,30,20,100) 2000 x 2970 5.7456 0.0897 6.67e-04 1.19¢-03
3 (60,50,40,360) 7200 x 8950 227.0116 0.9323 8.27e-04 1.75e-03
4 (100,80,50,500) 12500 x 19920 | 922.8428 4.4581 6.53e-04 1.66e-03
5 (120,110,90,600) 27000 x 32890 | Inf 17.6603 N/A 1.96e-03
6 (200,150,100,600) | 30000 x 44850 | Inf 52.1762 N/A 1.45e-03

Table I: Comparison between the stochastic and deterministic Ho-Kalman Algorithm. The running time is in seconds. The approximate SVD is computed
using RSVD with oversampling parameter [ = 10. To benchmark the algorithm performance, a naive implementation of RSVD is used; we do not use
power iterations and do not make use of parallelization. Inf and N/A indicates that the deterministic algorithm fail to realize the system.

stochastic algorithm are average over 10 independent trials.
All experiments are done on a 2.6 GHz Intel Core i7 CPU.

The reported running time in the stochastic setting is
highly conservative: we did not parallelize the sampling
(i.e., constructing A} in line 4 of Algorithm 2). Fur-
thermore, as noted earlier, standard Gaussian matrices are
theoretically “nice” to work with but structured random
matrices will offer superior running times. We observe that
the stochastic Ho-Kalman algorithm consistently leads to
a dramatic speed-up over the deterministic algorithm. The
larger the system dimension is, the larger the run time gap
is. Observe that the deterministic Ho-Kalman Algorithm
fails to provide a result in the 5"and 6™ examples where
the system state dimensions are above 100. Meanwhile, the
stochastic algorithm runs successfully and takes a fraction
of the time the deterministic algorithm took to solve a 60
state realization problem.

B. Oversampling effects

To illustrate the influence of oversampling (parameter
[ in RSVD), we run the stochastic Ho-Kalman Algorithm
on the 4" example (n = 100,m = 80,p = 50) in
Table I and vary the oversampling parameter [ from 1 to
10. In this experiment we use a power iteration parameter
of ¢ = 1. Running times (averaged over 10 runs) and
realization errors (averaged over 10 runs) are shown via a
boxplot in Figure la and graph in Figure 1b. In the box-
plot, the central red mark indicates the median, and the
bottom and top edges of the box indicate the 25th and 75th
percentiles, respectively. Outliers are denoted by ”+”. We
observe that in Fig 1b, the realization error tends to be larger
when a small oversampling number is used, although the
change is slight. The observed behavior is consistent with
the theoretical analysis of Lemma 3. We can also observe
from Fig la that the computational time is insensitive to
the oversampling parameters, as such taking larger values
of [ = 10 is advantageous.

C. Power iteration effect

Based on the results of the previous subsection, we fix
the oversampling parameter in RSVD as [ = 10, and sweep
q from 1 to 4. The results are shown in Figures lc and 1d.
We observe that the realization error decreases as the power
parameter ¢ increases as indicated in Eq (6). In contrast

to the oversampling parameter [, the runtime demonstrably
increases with ¢ at an empirically linear rate. This trend is
expected and analyzed in [15].

The power iteration method is most effective for problems
where the spectrum of the matrix being approximated decays
slowly. In the noise free setting, rank(#H~) = n, where
n = 100 in this example. In contrast the dimensions of H~
are 12500 x 19920. When noise is introduced, H~ becomes
full rank and the spectral decay depends on o, and o,. For
the values chosen, these results show that spectral decay
appears to be sharp enough that the power iterations do not
offer significant improvement in accuracy.

VI. CONCLUSION

We have introduced a scalable algorithm for system re-
alization based on introducing randomized numerical linear
algebra techniques into the Ho-Kalman algorithm. Theoret-
ically it has been shown that our algorithm provides non-
asymptotic performance guarantees that are competitive with
deterministic approaches. Besides, without any algorithm
optimization, we have shown that the stochastic algorithm
easily handles problem instances of a size significantly
beyond what classical deterministic algorithms can handle.
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APPENDIX A
A. Proof of Lemma 3 and 4

Proof of Lemma 3. To prove (5), we first use the triangle
inequality to get the following bound:

E|L—L|<|H —-H || +E|H - L], ©)

where L = H™ and H ™ is of rank n. Then we bound E|H™ - L]
by applying Theorem 1 to H~ with ¢ = 0, giving:

E|H™ - L|| <
/ vV [ - PP
(1—1— %—&— e T;+ \/mln{pTl,ng}—n>||H —H[n]H

<1+ 25+

The first inequality follows from L = PP*H~. The second
inequality is due to the fact that [ [;} is the best rank-k

approximation of H-. Plugging the inequality above into (9)
and applying Lemma 2, we obtain the inequality (5).

Applying the bound in Theorem 1 to H~ with a fixed
positive integer ¢ > 0 gives us

E|A - (10)
\/ 1/(2g+1)
< (1+1/%+6 TZL—’_Z\/min{pTl,ng}fn) !
. N (a)
< = H] 1@ )
v 1/(2q+1)
2(1_,_1 _n_,le n+ \/m1n{pT1,mT2}—n) !
2\Vi—-1"2
an
[|H™ —H|

Inequality (a) holds because z'/(29+1) is concave in .
Applying Lemma 2, we prove the inequality (6). O

Proof of Lemma 4. Follow the same steps as Lemma 3 and
use the bound given in Corollary 10.9 [15]. [

B. Perturbation bounds for Stochastic Ho-Kalman Algo-
rithm with SRFT Test Matrices

The subsampled random Fourier transform (SRFT) is an
n X ¢ matrix of the form ) = fDFR where D is an
n xn diagonal matrix whose entries are independent random
variables uniformly distributed on the complex unit circle,

vV [ - .
¢ TZL+ \/mln{pThng}fn)HH —H|.

F' is the n X n unitary discrete Fourier transform (DFT),
whose entries take the values

fpq = n~12e=2mp=Na=D/" for p g =1,2,...,n,

and R is an n x ¢ matrix that samples ¢ coordinates from
n uniformly at random [15]. When 2 is a SRFT matrix,
we can calculate the matrix multiplication Y = A€} using
O(mnlog(¥¢)) flops by applying a subsampled FFT [26].

Lemma 6. (Deviation bound) Denote | > 2 to be the
oversampling parameter used in RSVD algorithm. Run
the Stochastic Ho-Kalman Algorithm with a SRFT matrix
Q e R™X(H) i computing the RSVD step, where

4[v/n+ /8log(nmTy))? log(n) < 1+n < mTy. Then L, L

satisfy the following perturbation bound:

) x 2¢/min{Ty, T2 }||G — G|

with failure probability at most O (n_ )

IL—Z < g1+ 0

Proof. We follow the same steps in proving Lemma 3 and
use the bound in Theorem 11.2 of [15] to finish the proof.
O

C. Proof of Theorem 5
To prove Theorem 5, we require two auxiliary lemmas.

Lemma 7. Suppose opmin(L) > 2E|| L — ]3|| where omin (L)
is the smallest nonzero singular value (i.e. n-th largest
singular value) of L. Let rank n matrices L, L have the

singular value decomposition UXV* and USV*. There
exists an n X n unitary matrix S so that
E[|ULY? - USY28)2 + E|VEY2 - VEl/28|2 1)
< 5nE|L — L|.

Proof. : Direct application of Theorem 5.14 of [27] guaran-
tees the existence of a unitary .S such that

LHS =E|USY/? — USY28|% + E|[VEY2 - V28|12
<2 E|L - L|}
B \/57 1 Umin(L) ’

(13)

where LHS refers to the left hand side of (12). To proceed,
using Erank(L — L) < 2n and by assumption oy, (L) >
OF||L — L| > +/2/nE|L — L||r, we find LHS <

20 R|L - L)l < 2-E|L— L <5nE[L- L] . O

Lelpma 8. Suppose omin(L) > 2 > 2E|L — ZH Then,

E||L|| < 2||L|| and omin(EL) > omin(L)/2.

Proof. See Lemma 2.2 in [7]. O
Using these, we will prove the robustness of the stochastic

Ho-Kalman Algorithm, which is stated in Theorem 5. The

robustness will be up to a unitary transformation similar to
Lemma 7.

Proof. The proof of Theorem 5 is obtained by following the
proof of Theorem 5.3 in [7] and substitute L for L. O
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