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Abstract—Stochastic network calculus involves the use of a
traffic bound or envelope to make admission control and resource
allocation decisions for providing end-to-end quality-of-service
guarantees. To apply network calculus in practice, the traffic
envelope should: (i) be readily determined for an arbitrary traffic
source, (ii) be enforceable by traffic regulation, and (iii) yield
statistical multiplexing gain. Existing traffic envelopes typically
satisfy at most two of these properties. A well-known traffic
envelope based on the moment generating function (MGF) of
the arrival process satisfies only the third property. We propose
a new traffic envelope based on the MGF of the workload
process obtained from offering the traffic to a constant service
rate queue. We show that this traffic workload envelope can
achieve all three properties and leads to a framework for a
network service that provides stochastic delay guarantees. We
demonstrate the performance of the traffic workload envelope
with two bursty traffic models: Markov on-off fluid and Markov
modulated Poisson Process (MMPP).

Index Terms—Traffic envelope; quality-of-service; network
calculus; statistical multiplexing; traffic regulator; admission
control.

I. INTRODUCTION

Provisioning quality-of-service (QoS) guarantees in a
resource-efficient manner remains a challenging, yet important
open problem for future networking. To this day, the Internet
does not have the capability to provide end-to-end delay
guarantees, which are desirable for time-critical multimedia
applications. The packet-switching paradigm of the Internet
enables very efficient network resource utilization due to
statistical multiplexing, but it also makes provisioning for
performance guarantees extremely challenging.

Stochastic network calculus is a theoretical framework in
which traffic sources are characterized by a bounds or en-
velopes, and the traffic envelopes are used to obtain end-to-
end QoS guarantees in the form of stochastic delay bounds.
Application of stochastic network calculus to practical net-
works would require the following: 1) a means to characterize
a given traffic source by a suitable traffic envelope; 2) a
method to enforce conformance of a traffic flow to a given
traffic envelope; 3) an admission control scheme based on
traffic envelopes, which is capable of achieving statistical
multiplexing gain. To our knowledge, such a traffic envelope
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satisfying all three of these requirements has been lacking in
the networking literature.

Various traffic envelopes have been proposed in conjunc-
tion with stochastic network calculus. The well-known traffic
arrival envelope [1], which we refer to as the A-envelope,
imposes a bound on the moment generating function (MGF)
of the traffic arrival process. An important feature of the
A-envelope, in contrast to other traffic envelopes, such as
stochastically bounded burstiness (SBB) and its variants [2],
[3], is that statistical multiplexing gain can be achieved for a
large number of independent flows. We note that SBB provides
a bound on the tail probability of the arrival process. On the
other hand, characterization of an arbitrary traffic source by
an A-envelope is not straightforward since the sample paths
of the arrival process increase without bound. For a similar
reason, the A-envelope is not amenable to traffic regulation.
Thus, the A-envelope fails as a practical traffic bound with
respect to the first two requirements given above.

The main contribution of this paper is a new traffic envelope,
which we refer to as the W-envelope, which satisfies the three
stated requirements for practical application of stochastic net-
work calculus to achieve end-to-end quality-of-service. The W-
envelope is a bound on the MGF of the workload process that
results from offering the traffic to a constant rate server. The
We-envelope is closely related to the generalized stochastically
bounded burstiness (gSBB) [4], which provides a bound on the
tail probability of the workload process. The stationarity and
ergodicity of the workload process facilitates characterization
of an arbitrary traffic source in terms of a gSBB envelope [5].
The traffic regulator developed in [6] forces conformance of
a traffic flow to a given gSBB envelope. Via a relationship
between the W-envelope and the gSBB envelope, the traffic
characterization method and traffic regulator extend to the W-
envelope. An important property of the W-envelope is that a
We-envelope for the superposition of flows characterized by
W-envelopes can be obtained as the sum of their respective
We-envelopes. This provides the basis for a computationally
efficient admission control scheme that can achieve statistical
multiplexing gain.

The remainder of the paper is organized as follows. Sec-
tion II provides relevant background on traffic bounds and
network calculus. In Section III, we introduce the W-envelope
and establish its key properties. In Section IV, we outline
a framework, based on the W-envelope, for providing delay



guarantees. The W-envelopes for two widely used traffic
models are obtained in Section V and numerical examples are
presented in Section VI. The paper is concluded in Section VII.

II. BACKGROUND AND MOTIVATION

We shall refer to a traffic process A(t), which represents the
amount of traffic arriving in the interval (0, ¢] for ¢ > 0, with
the initialization A(0) = 0. Define A(7,t) = A(t) — A(7),
which represents the amount of traffic arriving in the interval
(7,t] for 0 < 7 < t, with A(t,t) = 0 for all ¢ > 0. The time
parameter ¢ is assumed continuous, but our results are also
applicable to the discrete-time case.

A. Stochastically Bounded Burstiness

In the exponentially bounded burstiness (EBB) concept of
Yaron and Sidi [7], the tail distribution of the arrival process is
bounded by an exponential function. The EBB envelope was
later generalized to SBB by Starobinski and Sidi [2]:

Definition 1 (SBB). A traffic process A(t) is said to be
stochastically bounded bursty (SBB) with upper rate p and
bounding function f € F if, for all 0 <1 <t and all b > 0,

P{A(r,t) — p(t—7) > b} < f(b). 1)

F is the family of functions f such that for every n,z > 0,
the n-fold integral ([~ du)™ f(u) is bounded.

A traffic process is EBB if it is SBB with a bounding function
of the form f(b) = ae %, where a,0 > 0. The SBB
envelope was extended in [3], [4] by the concept of generalized
stochastically bounded burstiness (gSBB). Let

Wo(t) := max {A(r.t) —p(t —7)}, 2)

denote the workload or backlog at time ¢ of queue that has
input traffic A(t), a constant rate server with rate p, infinite
buffer space, and is empty at time ¢ = 0.

Definition 2 (gSBB). A traffic process A(t) is generalized
stochastically bounded bursty (gSSB) with upper rate p and
bounding function f € BF if, for all t > 0 and all b > 0,

P{W,(t) > b} < f(b), 3)
where BF is the family of positive, non-increasing functions.

Significantly, gSBB is defined in terms of the workload process
W,(t), rather than the arrival process A(t). If the rate p
exceeds the average arrival rate, the constant service rate queue
will be stable and in this case, W,(t) will be a stationary and
ergodic process. As noted in [4, Theorem 13], the process
W,(t) exhibits stochastic ordering monotonicity':

Wp(tl) Sst Wp(t2) Sst e Sst Wp(oo)v (4)

for times 0 < t; < ty < ..., where W,(co) denotes W,(t)
in steady state, i.e., in the limit as ¢ — oo. Thus, if (3) holds
when W, (t) is in steady state, then it also holds for all ¢ > 0
(see [5, Theorem 1]).

'X <« Y means that P{X > a} < P{Y > a} for any a.

A gSBB characterization for a superposition of independent
gSBB traffic sources can be obtained by extending [4, Theo-
rem 4] to N traffic sources.

Theorem 1. Suppose A;(t) is gSBB with upper rate p; and
bounding function f;, and A;(t), 1 < i < N are independent.
Then the aggregate arrival process A(t) = vazl A;(t) is also
gSBB with upper rate p = Zivzl pi and bounding function g
defined as follows:

where v< denotes Stieltjes convolution and is defined by

Fi3%Fy(x) := /Oz Fi(z — y)dFs(y). 7

B. Moment Generating Function Traffic Envelope

As the number of traffic sources N increases, computation
of the N-fold Stieltjes convolution in (7) becomes impractical
for real-time admission control. An alternative traffic bound
based on the moment generating function (MGF) of the arrival
process was proposed by Chang [1].

Definition 3. A traffic process A(t) has an MGF arrival en-
velope (A-envelope) given by (c(0), p(0)) if for all 0 < T < t,

E {eeA(m} < PO (t=1)+0(0)] (8)

where o(0) and p(0) are nonnegative functions of 0 > 0.

The defining equation (8) can be written as
E |:60[A(T,t)fp(t7'r)]} < b7 9)

By applying the Chernoff bound, one can show (cf. [8]) that a
source with A-envelope (o (6), p(0)) is EBB/SBB with upper
rate p(6) and bounding function f(b) = e?7(@e=% for all
6 > 0. The superposition of a set of independent flows has
an A-envelope given by the sum of the A-envelopes of the
individual flows [9, Lemma 7.3.1].

Theorem 2. If A;(t), 1 <i < N, are independent and have

A-envelopes (0;(0), pi(0)), then A(t) = Zf\il A;(t) has A-

envelope (o(0), p(0)) where o(0) = Zf\;l 0:(0) and p(0) =
N

> i1 pi(0).

C. Statistical Multiplexing and Admission Control

Suppose that a set of statistically independent and identi-
cally distributed traffic flows is offered as input to a constant
service rate queue (i.e., a multiplexer) of capacity C. We
consider an admission control scheme, which admits traffic
flows subject to a quality-of-service (QoS) constraint:

P{D(t) > d} <, (10)

where D(t) represents the delay through the multiplexer, d
is a delay threshold, € is a small positive number. Via Theo-
rem 2, the A-envelope provides the basis for a computationally
simple admission control scheme that can achieve statistical



multiplexing gain for a given QoS constraint. By contrast,
admission control via Theorem 1 based on the gSBB envelope
requires convolution of the bounding functions, which is not
scalable to large numbers of flows.

III. WORKLOAD-BASED TRAFFIC ENVELOPE

We now develop a new traffic envelope based on the MGF
of the workload process W,(t) defined in (2).

A. Definition and basic properties

Definition 4. A traffic process A(t) has an MGF workload
envelope or W-envelope (a(0), p(0)) if for all t > 0,

E |:60Wp(9)(t):| S 6(90'((9)7 (11)

where o(0) and p(0) are nonnegative functions of 0 > 0.

Similar to the gSBB envelope, the W-envelope is more suitable
for traffic characterization and traffic regulation than the A-
envelope because it is based on W,(t), which has a steady-
state distribution. The monotonicity property (4) implies that
if (11) holds when W,(¢) is in steady state, then it also holds
for all ¢ > 0.

Theorem 3. If A(t) has a W-envelope (o(0), p(0)) then it is
also characterized by an A-envelope with the same parameter

(a(8), p(0)).

Proof. For 0 <1 <t,

A(r,t)—p(t —7) < Orélggt[A(ﬂ t)—p(t —7)]=W,(t). (12)

Therefore,

E[ee[A(r,t)fp(tff)]] < E[eewp(”}, (13)

and the result follows immediately. O

Theorem 3 implies that a traffic regulator that enforces
a W-envelope with parameter (o(6),p(6)) also enforces an
A-envelope with the same parameter. Consider N traffic
processes Aj(t),..., An(t). Assume each process A;(t) is
characterized by a W-envelope of the form (11) specified by
parameters (o;(0), p;(0)), i.e.,

E |:60WP1' (t)] < 619[;71'(9)(%*7)%71‘(19)]7 i=1,...,N. (14)

The following inequality is useful in obtaining a W-envelope
for the aggregate traffic process A(t) = vazl A;i(t).

Lemma 1.
N
W,(t) <> W, (1). (15)
i=1
Proof.
W, (t) = max [A(7,t) — p(t = 7)]. (16)
Let
™ = argmaxOSTSt[A(T, t) —p(t—71)], 17

such that
W,(t) = A(T",t) — p(t — 7). (18)
Then, clearly,
A4(7,0) = pilt=7") < max [Ai(r,1) = plt—7)], (19)

for + = 1,..., N, Summing both sides of (19) for i =
1,..., N, we obtain
N
A(T*,t)—p(t —7%) < max [A;(7,t)—p;(t—7)]. (20)

Applying (18) and the definition of W, (¢) in the above

inequality, we obtain (22). O

Theorem 4. The aggregate traffic A(t) has W-envelope

(0(0),p(0)) where o(6) = Y.L, 04(0) and p(6) =
N

> i1 pi(0).

Proof of Theorem 4. Fix § > 0 and let W,(t) denote the
workload at a multiplexer with input traffic A(¢) and constant

service rate p. Then
E |:60Wp(t):| - F |:60maxUSTSt[A(T,t)fp(tf'r)]} ' 1)

Applying Lemma 1, we have

E |:60Wp(t):| <E {eezg\’zl Wpi(t):| —E

N
[T (”] . (22)
i=1

Next, we use induction to show that

N N N

H e@Wpi (t)‘| < H e@oi — 60 >t o (23)
i=1 i=1

Note that (23) holds trivially when N = 1. Suppose that (23)

holds for N = k > 1. Let Y (t) = 31, W, (). Applying the
Cauchy-Schwarz inequality for random variables, we have

E [eey(t) .69W9k+1(t):|
< (E [ezan,s)D% . (E {egeww(t)D% .

We have
E |:69ka+1@):| < Por+1

E

(24)

(25)

for all & > 0. By the induction hypothesis.

E {emt)} —E

k
Heewpi (t)] <éf Yo (26)
i=1

Applying (25) and (26) into (24), we obtain

k+1
I ™ (t)] < ITioi foni — OX 0 (07

=1

E

This establishes (23) by the principle of induction. Combining
(22) and (23), we obtain (11). O]

Unlike Theorems 1 and 2, statistical independence of the
set of flows {A4;(t) : 1 < i < N} is not required. Applying



Theorem 4, we see that the A-envelope (o(8), p(0)) of A(t)
satisfies

E {ee{A(m—p(t—f)q <E {eewp(w} <. (28)
Thus, a traffic regulator that enforces conformance of A;(t)
according to the W-envelope (0;(0), p;(0)) fori =1,..., N,
enforces both the A-envelope and W-envelope of the aggregate
traffic A(t)v according to the parameter (o(0), p(6)), where

N
o(f) = Zi=1 oi(0) and p(f) = Zi=1 pi(0).
IV. FRAMEWORK FOR PROVIDING DELAY GUARANTEES

Next, we outline a framework for providing stochastic delay
guarantees using the W-envelope.

A. Traffic Characterization

Consider a traffic process A(t) that is gSBB with upper rate
p and bounding function f. The following theorem?”, provides
a characterization of the W-envelope of A(t).

Theorem 5. Let traffic process A(t) be gSBB with upper rate
p > 0 and bounding function f and assume the workload
process W,(t) is upper bounded by omax. Then A(t) has W-
envelope (o(0), p) given by

o(f) = 11n [1+ 0n(0)],

7 (29)

where 60 > 0 and

n(0) = /O fy)e™dy. (30)
The upper bound o,,x can be chosen based on the physical
buffer capacities of the network elements and it can be
enforced using the deterministic (o, p) regulator of Cruz [10].
Given a gSBB envelope, a W-envelope characterization can be
obtained using Theorem 5.

B. Traffic Regulation

Using the gSBB traffic regulator developed in [6] and
Theorem 5, the network can regulate a traffic flow according
to a negotiated W-envelope parameter (o (), p(9)), as defined
in (11). Through the relationship between the gSBB bounding
function f(-) and the desired o (6) obtained using Theorem 5,
we find the required f(-) for the gSBB characterization. Using
the traffic regulator in [6], the traffic flow can be forced to
conform to a gSBB envelope with bounding function f(-),
which in turn guarantees conformance to the W-envelope
parameter (o(8), p(6)).

C. Admission Control

We consider an admission control scheme for a multi-
plexer of capacity C. A set of N traffic flows {A;(¢)
i =1,...,N} is admissible if offering the aggregate traffic
A(t) = vazl A;(t) as input to the multiplexer results in

2The proof is omitted due to space constraints.

delay D(t) satisfying the following quality-of-service (QoS)
constraint:

P{D(t) >d} <e. 31)

Assume that A;(t) has W-envelope (o;(6), p;(#)). By The-
orem 4, A(t) has W-envelope (o(6),p(0)), where o() =
Soisy 0i(0) and p(6) = S5, pi(0).

Clearly, (31) cannot be satisfied if p > C. Assuming p < C,
Welt) < W,(t), (32)

holds almost surely, where W (t) denotes the workload at the
multiplexer. For a FCFS server, D(t) = W¢(t)/C’ hence,

PID(t) > d} = P{We(t) > d C} £ P{W,(t) > d O}

(b) E {eowp(t)] o —0dC © (H(o(0)=Ca).

(33)

where (a) follows from (32), (b) follows from the Chernoff
bound, and (c) follows from Theorem 4. The free parameter
# on the right-hand side (RHS) of (33), can be optimized to
obtain the tightest upper bound on P{D(¢) > d}. The QoS
criterion (31) will be satisfied if the RHS of (33) is less than e.
This admission control scheme could, in principle, be extended
to accommodate flows traversing multi-hop paths.

V. WORKLOAD ENVELOPE FOR TWO TRAFFIC MODELS

We now consider the workload envelopes for Markov fluid
models and Markov modulated Poisson Processes (MMPPs).

A. Markov Fluid Model

We consider an Markov on-off fluid model, which consists
of an underlying Markov chain with two states: 0 (off) and
1 (on) [11]. In the on state, the source generates fluid at a
constant rate of one unit of information per unit time, while
in the off state, no fluid is generated. The sojourn time in each
on state is exponentially distributed with mean one, while that
in each off state is exponentially distributed with mean A 7!,

An A-envelope for a Markov on-off fluid can be obtained
from the minimum envelope rate defined in [1]. We shall use
the A-envelope given by (o = 0,p = a*(0)), where a*(0)
is the minimum envelope rate given by [1, Eq. (46)] (with
p=v=1)

a*(0) = [ef 1-A+/(0—1122 +4>\)] /20 (34)

We now derive the W-envelope for a Markov on-off fluid
source. Applying [11, Eq. (46)] with C =p <1 and N =1,

P{W,(t) > 2} = —ao(1' ¢pg)e™”, (35)

where W, (t) is assumed to be in steady-state, 1 is a column
vector of all ones, ' denotes transpose,

M1—p)— 1-p 1 —
20:w7 ¢O_|:p71:| Ll ap=_—"+-
p(1=p) P 1+

Note that the traffic utilization for a single Markov on-off
fluid source fed to a constant rate server with rate p is
U := pon/p = N (p(1 + X)). The traffic utilization should

(36)



be less than 1; otherwise, the workload process will grow
without bound. We also pick p < 1 since otherwise, the
workload would be almost surely 0. Therefore, Hi/\ <p<L
Applying (35) and (36), for a single source fed into a constant
rate server with rate p, we get

A
P = ———e7,
{W,(t) >z} P )\)e 37
Using (37), we can derive
A Az
E [Ve] = 1- + 0 , 38
{e ] p(T+N) T p(1+N)(0+20) %)

for 6 € (0, —2z). Then the W-envelope parameter o (6) can be
obtained by equating () and F [eawp(t)] , which yields

o () = % log E [e"Wp“)] : (39)

B. MMPP Traffic Model

We next consider a model of bursty traffic generated by
a three-state MMPP with parameter values as in [12, p. 79],
which are derived from matching the arrival process of I, P
and B frames in an MPEG-4 encoded video stream to the three
states of the MMPP. The packet sizes are modeled according
to a special phase-type distribution referred to as “G3” in [12,
Table 1] with probability density function (pdf)

fr(l) =p Er(ry, 1/p1) + (1 = p) Er(re,1/p2),

where Er(r,1/u) denotes the pdf of an r—stage Erlang
distribution with mean r/u. This phase-type distribution is a
mixture of Erlangs, which closely approximates the empirical
distribution of measured Internet packet sizes obtained in [13].
The Laplace transform (LT) of the packet length pdf is

(40)

—T1 -T2
ﬁ(s):p<1+5> +(1-p) (1+5) . @D
2 2

Suppose N independent MMPP traffic sources are offered
as input to a multiplexer with capacity C. Let A; and R,
denote the rate matrix and generator matrix of the ith source,
i =1,...,N. Then the input traffic is an MMPP with arrival
matrix and rate matrix given by [14]

A:Al@@AN andR:R1®...@RN,

respectively, where @ represents the Kronecker sum. When
the service times are independent and generally distributed,
the resulting queue is denoted by MMPP/G/1.

The distribution of the virtual waiting time V' (¢) in steady-
state can be obtained from results in [15] for a MAP/G/1
queue, since an MMPP is a special case of a Markovian Arrival
Process (MAP). Assuming that the service rate of the queue is
normalized to one, the LT of the steady-state virtual waiting
time pdf of an MMPP/G/1 queue is given by [15]

V(s) = s(1—)g[s] + D(H(s))]'1, 42)

where 7 = Ay / Have is the utilization of the queue, A,y is
the average packet arrival rate, u;vlg is the mean packet length,
and H(s) is given in (41). The matrix function D(z) is given

M/C

—— A-envelope policy

3l —-—- W-envelope policy

-------- Maximum achievable gain
oL Mean rate allocation, g,
Peak rate allocation

5 10 15 20 25 30
C

Fig. 1:

models:

Multiplexing gain vs. C' with Markov on-off fluid
Pon = 01, d= 100, € = 1073

by D(z) = Do + D;z, where Dg = R — A and D; = A.
The row vector g is the invariant probability vector associated
with the stochastic matrix G defined in [15, Eq. (22)], i.e., g
is the solution to

gG=g, gl=1. 43)

By relating the virtual waiting time for the MAP/G/1 system
considered in [15] to the workload of the desired system, with
server rate C, we obtain the LT W (s) of the steady-state
workload pdf as follows:

W(s) = sC(1 —~/C)g[sCI + D(H(s))]~'1. (44)

Using (44), with C' = p and the MMPP parameter, we can
then derive the W-envelope parameter o(6) as follows:

a(0) = élogE [eewﬁ(t)] = %log W(—Q). (45)

VI. NUMERICAL EXAMPLES

Using the analytical results from Section V, we numerically
investigate the performance of the W-envelope for Markov
fluid and MMPP traffic sources.

1) Markov Fluid Model: Let M denote the maximum
number of Markov on-off fluid sources that can be supported
at a multiplexer with capacity C. The statistical multiplexing
gain can be quantified by the ratio g = M/C. Under peak
rate allocation, the number of sources that can be supported
is M, = C and in this case, the multiplexing gain is
gp = M,/C = 1. Under mean rate allocation, the workload
at the multiplexer will grow without bound, but the number
M., = C/pon = C(1+A71) provides an upper bound on the
number of sources that can be supported under any admission
control policy. We define g,,, :== M,,/C = 1+A~1. In general,
9 € [9ps9m) = [1, 1+A7T).

Figure 1 shows the multiplexing gain under the A-envelope
and W-envelope admission control policies (Theorems 2 and 4,



g7n
3
:
0 e—e W-envelope policy
i — Mean rate allocation, g,,
0 10 20 30 40 50

C (Mbps)

Fig. 2: Multiplexing gain vs. C' with MMPP bursty traffic:
d=4ms, e =103,

respectively) when the QoS constraint (31) is specified by
€ = 1072 and d = 100. The traffic sources are independent
and identically distributed with p,, = 0.1. The achievable
gain curve was obtained using the analytical result in [11,
Eq. (46)]. Figure 1 shows that both policies achieve high
multiplexing gains even for moderate values of the capacity
C. It is important to note that the A-envelope policy relies
on independence of the traffic flows, whereas the W-envelope
policy does not.

2) MMPP Bursty Traffic Model: To model a bursty traffic
source, the MMPP parameter values are chosen according
to [12, p. 79], with arrival matrix A = diag{116, 274,931}
in [packets/s] and rate matrix

—0.12594 0.12594 O
0.25 —-2.22 197
0 2 -2

R-= (46)

in [s7!]. The packet length parameters in (40) are set as
p=054,1r =19 =5, pfl = 5.2 bytes, ugl = 191.2 bytes.
The Erlang mixture distribution closely approximates the em-
pirical distribution of measured Internet packet sizes obtained
in [13]. The average packet length is 454 bytes, which yields
an average bit rate of 1.24 Mbps.

Under a mean rate allocation scheme, the number M,,, =
C/~ = Cltavg/ Aavg provides an upper bound on the number
of sources that can be supported under any admission control
policy, and we define g,, := M,,/C = [lavg/Aave. The gain
g of a general policy satisfies g < g,,. Figure 2 shows the
multiplexing gain under the W-envelope policy when the QoS
constraint (31) is specified by ¢ = 1072 and d = 4 ms.
Observe that the W-envelope policy achieves a gain close to
the upper bound g,, even for moderate values of C. Although
the gain g can decrease slightly with C, the number of
admitted flows is always monotonically increasing.

VII. CONCLUSION

Motivated by the desire to provide performance guarantees
for time-critical applications in future networks, we proposed
the W-envelope, a traffic bound on the MGF of the workload
process resulting from offering a traffic source to a constant
rate server. In contrast to the MGF traffic arrival envelope (A-
envelope), the W-envelope is amenable to traffic regulation [6]
and traffic fitting [5]. Admission control based on the W-
envelope does not require independence of the traffic flows,
yet it can achieve statistical multiplexing gain.

Although our numerical results were based on analytical
W-envelope expressions for Markov fluid and MMPP traffic
models, an empirical W-envelope can be obtained for an
arbitrary traffic trace using the method in [5]. By leveraging
network softwarization and virtualization, a service for time-
critical applications requiring delay guarantees can be realized
using the proposed W-envelope framework.
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