
The Inverse Problem of Linear-Quadratic Differential Games: When is
a Control Strategies Profile Nash?

Yunhan Huang1, Tao Zhang1, and Quanyan Zhu1

Abstract— This paper aims to formulate and study the inverse
problem of non-cooperative linear quadratic games: Given a
profile of control strategies, find cost parameters for which this
profile of control strategies is Nash. We formulate the problem
as a leader-followers problem, where a leader aims to implant
a desired profile of control strategies among selfish players. In
this paper, we leverage frequency-domain techniques to develop
a necessary and sufficient condition on the existence of cost
parameters for a given profile of stabilizing control strategies
to be Nash under a given linear system. The necessary and
sufficient condition includes the circle criterion for each player
and a rank condition related to the transfer function of each
player. The condition provides an analytical method to check the
existence of such cost parameters, while previous studies need
to solve a convex feasibility problem numerically to answer the
same question. We develop an identity in frequency-domain
representation to characterize the cost parameters, which we
refer to as the Kalman equation. The Kalman equation reduces
redundancy in the time-domain analysis that involves solving a
convex feasibility problem. Using the Kalman equation, we also
show the leader can enforce the same Nash profile by applying
penalties on the shared state instead of penalizing the player
for other players’ actions to avoid the impression of unfairness.

I. INTRODUCTION

The non-cooperative differential game was firstly driven
by [1]–[3], involves a set of self-interested players who
optimizes their somewhat conflicting objectives over a fi-
nite or infinite horizon in a dynamic environment that can
usually be described by differential or difference equations.
After almost 70 years of development, The theory of non-
cooperative differential games has been enriched [4], [5] and
applied to many areas such as economics and management
science [6], military operation [3], [7], [8], engineering
[9], and the modelling and control of epidemics [10]–[12].
The most popular solution concept in such games is called
Nash equilibrium, which is a profile of strategies where
no player can reduce his cost by unilaterally deviating his
strategy from it. Characterizing the Nash equilibrium usually
involves knowing players’ objective functions and applying
either dynamic programming or minimum principle to show
the optimality of every player’s strategy while fixing the
strategies of other players [4].

The inverse problem of differential games consists of
characterizing the objective functions (or the parameters that
parameterize the objective functions) of individual players
based on their observed actions or strategies. The problem
has recently caught much attention [13]–[17] due to its
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application in pricing design [15], [18], bonics and humanoid
robots [19], [20], and apprentice learning for multi-agent
systems [17], [21].

In this paper, we study the inverse problem of non-
cooperative linear-quadratic differential games. The problem
is to find the players’ objective functions that make a
given strategy profile a Nash equilibrium. These objective
functions are quadratic in the state and players’ controls
and parameterized by the cost parameters. We call the cost
parameters that make a strategy profile a Nash equilibrium
Nash-inducing cost parameters. Previous work leverages the
coupled Riccati equation derived from the dynamic pro-
gramming equation to form a convex feasibility problem
[14], [15]. Then, such Nash-inducing cost parameters can be
found by numerically solving the convex feasibility problem.
However, a fundamental question remains open: when is a
control strategies profile a Nash equilibrium? That is, given
a strategy profile, whether there exist cost parameters such
that the given strategy profile is Nash? The answer to the
question should only be decided by the dynamic equations
of the players and the given strategy profile.

In this paper, inspired Kalman’s seminal work in inverse
optimal control [22], we answer this fundamental question
by leveraging frequency-domain techniques. We develop a
necessary and sufficient condition for a profile of strategies
to be Nash without involving the cost parameters. The
convex feasibility problem posed in previous work [14],
[15] can then be checked analytically. The necessary and
sufficient condition only depends on the given profile of
strategies and the dynamic equations of the players. More
specifically, the necessary and sufficient condition involves a
circle criterion for each player and a rank condition related to
the denominator of the transfer function of each player. We
also derive an identity in frequency-domain representation,
which we refer to as the Kalman equation. The Kalman
equation characterizes the cost parameters that make a profile
of strategies Nash. Compared with the feasibility conditions
derived from the coupled Riccati equation in the time do-
main, the Kalman equation helps reduce the redundancy in
state-space representation. The Kalman equation shows that
the leader can implant the same Nash profile by applying
penalties on the shared state without penalizing the player
for other players’ actions, which further reduces the number
of cost parameters we need to characterize.

A. Notation

Let R be the space of real numbers and S+ the set of
all real-valued symmetric positive semi-definite matrices. Let20
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S++ denote the set of real-valued symmetric positive definite
matrices. The identity matrix of dimension 𝑛 is denoted by
𝐼𝑛. Let C denote the complex plane. Define C− B {𝑠 ∈
C|ℜ𝔢(𝑠) < 0} and C+ = C−C−, where ℜ𝔢(𝑠) is the real part
of 𝑠 ∈ C. The Kronecker product is denoted by ⊗.

II. PROBLEM FORMULATION

Consider an 𝑁-player differential game with system dy-
namics

¤𝑥(𝑡) = 𝐴𝑥(𝑡) +
𝑁∑︁
𝑖=1

𝐵𝑖𝑢𝑖 (𝑡), 𝑥(0) = 𝑥0. (1)

Here, 𝑥 is the 𝑛-dimensional state of the system; 𝑢𝑖 contains
the 𝑚𝑖-dimensional variables player 𝑖 can control; 𝑥0 is the
initial state of the system (arbitrarily chosen). The system
matrix 𝐴 and the control matrices 𝐵𝑖 are real-valued matrices
with proper dimension. Suppose there are not redundant
control variables, i.e., 𝐵𝑖 has rank 𝑚𝑖 for every 𝑖. Denote
N B {1, 2, · · · , 𝑁} the set of players.

The cost criterion or objective function player 𝑖 ∈ N aims
to minimize is:

𝐽𝑖 (𝑢1, · · · , 𝑢𝑁 , 𝑥0) =
∫ ∞

0
𝑥(𝑡) ′𝑄𝑖𝑥(𝑡) +

∑︁
𝑗∈N

𝑢′𝑗 (𝑡)𝑅𝑖 𝑗𝑢 𝑗 (𝑡)𝑑𝑡

(2)
with 𝑄𝑖 ∈ S𝑛+ 𝑅𝑖𝑖 ∈ S𝑚𝑖

++ for 𝑖, 𝑗 ∈ N , and 𝑅𝑖 𝑗 ∈ S𝑚 𝑗

+ for
𝑖 ≠ 𝑗 , 𝑖, 𝑗 ∈ N . We assume that the players have closed-loop
perfect state (CLPS) information pattern [4, p. 225] and their
strategies are stationary and linear in the state, i.e., 𝑢𝑖 = 𝐾𝑖𝑥

for 𝑖 ∈ N , where 𝐾𝑖 ∈ R𝑚𝑖×𝑛.

Assumption 1. The system (1) described is stabilizable, i.e.,
the set

K =

{
(𝐾1, · · · , 𝐾𝑁 )

�����𝐴 −
∑︁
𝑖∈N

𝐵𝑖𝐾𝑖 is Hurwitz

}
is non-empty.

Since the controls are taking the form 𝑢𝑖 = 𝐾𝑖𝑥, we can
write 𝐽𝑖 as a function of 𝐾𝑖 , 𝑥0. Now we define the concept
of Nash equilibrium under the CLPS information pattern as
follows

Definition 1 (Feedback Nash Equilibrium). An 𝑁-tuple K∗ =
(𝐾∗

1 , · · · , 𝐾
∗
𝑁
) is called a feedback Nash equilibrium if for

every 𝑖,
𝐽𝑖 (K∗, 𝑥0) ≤ 𝐽𝑖 (K∗

−𝑖 (𝐾𝑖), 𝑥0),

for all 𝑥0 ∈ R𝑛 and for all 𝐾𝑖 such that K∗
−𝑖 (𝐾𝑖) ∈ K, where

K∗
−1 (𝐾𝑖) = (𝐾∗

1 , · · · , 𝐾
∗
𝑖−1, 𝐾𝑖 , 𝐾

∗
𝑖+1, · · · , 𝐾

∗
𝑁
).

To give the inverse problem more context, we suppose
there is a leader who has influence on the 𝑁-player differ-
ential game. We refer the 𝑁 players as followers. A leader’s
influence on the game is through the choices of cost matrices
𝑄𝑖 and {𝑅𝑖 𝑗 }𝑖 𝑗∈N in (2) for 𝑖 ∈ N . The goal of the leader
is to find cost parameters such that the Nash equilibrium of
the game is K† = (𝐾†

1 , · · · , 𝐾
†
𝑁
), a profile of strategies that

the leader wants the followers to adopt.

Assumption 2. The strategy favored by the leader stabilizes
the system (1), i.e., K† ∈ K.

We can define the strategy space of the leader by

Γ0 B {{𝑄𝑖}𝑖∈N , {𝑅𝑖 𝑗 }𝑖, 𝑗∈N :𝑄𝑖 ∈ S𝑛+, 𝑅𝑖𝑖 ∈ S
𝑚𝑖
++ , 𝑖 ∈ N ,

𝑅𝑖 𝑗 ∈ S𝑚𝑖
+ , 𝑗 ≠ 𝑖, 𝑖, 𝑗 ∈ N}.

The leader announces his strategy 𝛾0 ∈ Γ0 and the
followers play the 𝑁-player differential game defined by (1)
and (2) with {𝑄𝑖}𝑖∈N and {𝑅𝑖 𝑗 }𝑖, 𝑗∈N given by the leader’s
announced strategy 𝛾0. We assume that followers are rational
and play a Nash equilibrium. Anticipating that the followers
play a Nash equilibrium, the leader aims to find 𝛾0 ∈ Γ0
such that the Nash equilibrium of the follower game is K†.

Remark 1. How the leader chooses K† ∈ K depends on
applications. Since our result applies to any stabilizing K† ∈
K, we skill the discussion of how to choose K† and assume
K† is given. Note that the result can be also extended to
the partial observation scenario. To study this case, we can
simply let 𝐾†

𝑖
= 𝐾̃

†
𝑖
𝐶𝑖 .

In this paper, we address the leader’s problem by answer-
ing the following fundamental questions: given K†, does
there exist 𝛾0 ∈ Γ0 such that the Nash equilibrium of the
follower game is K†? It is ideal to answer the existence
question only using the profile of strategies K† and the
system dynamics (𝐴, [𝐵1, 𝐵2, · · · , 𝐵𝑁 ]) without explicitly
finding a tuple of {𝑄𝑖}𝑖∈N , {𝑅𝑖 𝑗 }𝑖, 𝑗∈N . Before we address
the above questions in the next section, we review some
useful preliminary results.

Theorem 1. [4, p. 337], [23, Theorem 4] Suppose there
exist 𝑁 symmetric matrices 𝑃𝑖 ∈ S𝑛, 𝑖 ∈ N such that the
algebraic Riccati equations (AREs)

𝑄𝑖 + 𝑃𝑖𝐴𝑐𝑙 + 𝐴′
𝑐𝑙𝑃𝑖 +

∑︁
𝑗∈N

𝑃 𝑗𝐵 𝑗𝑅
−1
𝑗 𝑗 𝑅𝑖 𝑗𝑅

−1
𝑗 𝑗 𝐵

′
𝑗𝑃 𝑗 = 0 (3)

hold for 𝑖 ∈ N with 𝐴𝑐𝑙 B 𝐴 − ∑
𝑖∈N 𝐵𝑖𝑅

−1
𝑖𝑖
𝐵′
𝑖
𝑃𝑖 being

Hurwitz. Define 𝐾∗
𝑖

as

𝐾∗
𝑖 = 𝑅−1

𝑖𝑖 𝐵
′
𝑖𝑃𝑖 .

Then, K∗ = (𝐾∗
1 , · · · , 𝐾

∗
𝑁
) constitutes a Nash equilibrium

and 𝐽𝑖 (𝑥0,K∗) = 𝑥 ′0𝑃𝑖𝑥0. Conversely, if K∗ = (𝐾∗
1 , · · · , 𝐾

∗
𝑁
)

is a Nash equilibrium, the set of AREs (3) has a stabilizing
solution.

Theorem 1 presents a sufficient and necessary condition
for characterizing the Nash equilibrium for the follower’s
differential game.

III. MAIN RESULTS

Given a target strategy that the leader aims to install in
the followers K† ∈ K, define a set ΘK† whose elements are
the tuples

(𝑄1, · · · , 𝑄𝑁 , 𝑅11, · · · , 𝑅𝑁𝑁 , 𝑃1, · · · , 𝑃𝑁 )
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that satisfy the following constraints

𝑄𝑖 + 𝑃𝑖𝐴†
𝑐𝑙
+ 𝐴†

𝑐𝑙

′
𝑃𝑖 +

∑︁
𝑗∈N

𝐾
†
𝑗

′
𝑅𝑖 𝑗𝐾

†
𝑗
= 0,

𝑅𝑖𝑖𝐾
†
𝑖
= 𝐵′

𝑖𝑃𝑖 ,

𝑅𝑖𝑖 ≻ 0, 𝑅𝑖 𝑗 ⪰ 0, 𝑗 ≠ 𝑖
𝑄𝑖 ⪰ 0,
𝑃𝑖 ⪰ 0,

(4)

for 𝑖 ∈ N , where 𝐴†
𝑐𝑙
= 𝐴 −∑

𝑖∈N 𝐵𝑖𝐾
†
𝑖
.

Proposition 1. Given a target strategy K† satisfying As-
sumption 2, i.e., K† ∈ K, K† is a Nash equilibrium
of the follower game defined by (1) and (2) under some
{{𝑄𝑖}𝑖∈N , {𝑅𝑖 𝑗 }𝑖 𝑗∈N} if and only if ΘK† is non-empty.

Proposition 1 is a direct result of applying Theorem 1.
One can find {{𝑄𝑖}𝑖∈N , {𝑅𝑖 𝑗 }𝑖 𝑗∈N} that renders K† a Nash
equilibrium by finding the feasibility set ΘK† of (4). The
following lemma shows that (4) is indeed a convex feasibility
problem.

Lemma 1. 1) If 𝜃 ∈ ΘK† , for any given 𝛼 > 0, 𝛼𝜃 ∈ ΘK† .
2) The feasible set ΘK† is convex.

Remark 2. The inverse problem is relevant to many applica-
tion domains such as mechanism design [15], [18], adversar-
ial manipulation [24], [25], apprentice learning [21]. Their
problem formulations usually center around the feasibility
problem of (4). The following are several examples.

Mechanism Design: Suppose that the leader aims to
design the cost parameters such that the associated Nash
equilibrium achieves a value close to the social welfare.
Then, the leader’s problem can be formulated as:

min
K†

𝑁∑︁
𝑖=1

𝐽𝑖 (K†, 𝑥0) − 𝐶∗
𝑜

𝑠.𝑡. (4) is feasible for every 𝑖,

(5)

where 𝐶∗
𝑜 is defined as the value of the optimal control

problem: minK
∑𝑁

𝑖=1 𝐽𝑖 (K, 𝑥0).
Adversarial Manipulation: Consider the leader as an

adversary who aims to implant a nefarious policy K† through
manipulating the cost parameters and have the manipulated
cost parameters stay as close as possible to the true cost
parameters. Then the problem can formulated as

min
{𝑄𝑖 ,𝑃𝑖 }𝑖∈N , {𝑅𝑖 𝑗 }𝑖, 𝑗∈N

∑︁
𝑖

∥𝑄𝑖 −𝑄𝑜
𝑖 ∥ +

∑︁
𝑖, 𝑗

∥𝑅𝑖 𝑗 − 𝑅𝑜
𝑖 𝑗 ∥

𝑠.𝑡. (4) for every 𝑖 ∈ N .
The solution of such optimization problem gives an attack
strategy in reinforcement learning to manipulate the learned
strategy to the desired strategy K†. Such an attack strategy
is effective especially when the cost parameters need to be
estimated using cost data [24]–[26].

Multi-Agent Apprentice Learning: The leader has a
sampled (noisy) demonstrations from selfish experts who
play Nash. The goal is to find the Nash strategies directly
from the sampled demonstrations (𝑥 [1], 𝑥 [2], · · · , 𝑥 [𝑍]) and

(𝑢̂𝑖 [1], 𝑢̂𝑖 [2], · · · , 𝑢̂𝑖 [𝑍])𝑖∈N , where 𝑥 [𝑧] = 𝑥(𝑧 ·Δ𝑡) +𝜂𝑥 and
𝑢̂𝑖 [𝑧] = 𝑢𝑖 (𝑧 ·Δ𝑡) + 𝜂𝑢𝑖 . Here, Δ𝑡 is the sampling period, and
𝜂𝑥 and 𝜂𝑢𝑖 are the noise induced from observations. Then we
can formulate the multi-agent apprentice learning problem
as

min
K†

𝑁∑︁
𝑖=1

𝑍∑︁
𝑧=1

∥𝐾†
𝑖
𝑢̂𝑖 [𝑧] − 𝑥 [𝑧] ∥

𝑠.𝑡. (4) is feasible for every 𝑖 ∈ N
To solve these inverse problems, the leader needs to

numerically solve the convex feasibility problem (4) to see
whether there exists 𝛾0 ∈ Γ0 such that K† is the Nash
equilibrium of the followers’ game. Apart from the numerical
computation, there is also redundancy in (4) that requires
extra effort to solve the inverse problem.

In Kalman’s seminal work on inverse optimal control, he
developed an optimality condition in the frequency-domain
to answer the question when a given strategy is optimal for a
given linear system. He developed the so-called “circle crite-
rion” or “return difference condition” [22] which allows de-
ciding whether a strategy is optimal for some cost parameters
without solving the convex feasibility problem for the inverse
optimal control problem. The criterion is developed for scalar
optimal control. Researchers have extended this result to both
discrete-time and continuous-time optimal control [27] and
[28]. In view of their results, we develop such conditions for
a multi-player non-cooperative differential game, which, to
the best our knowledge, has not been studied previously.

To facilitate later dicussion, define

𝐴̃
†
𝑖
= 𝐴 −

∑︁
𝑗≠𝑖

𝐵 𝑗𝐾
†
𝑗
,

𝑄̃
†
𝑖
= 𝑄𝑖 +

∑︁
𝑗≠𝑖

𝐾
†
𝑗

′
𝑅𝑖 𝑗𝐾

†
𝑗
.

The first constraint of (4) can be reconstructed using 𝐴̃
†
𝑖

and 𝑄̃†
𝑖
:

𝑄̃
†
𝑖
+ 𝑃𝑖𝐴†

𝑖
+ 𝐴†

𝑖

′
𝑃𝑖 − 𝑃𝑖𝐵𝑖𝑅

−1
𝑖𝑖 𝐵

′
𝑖𝑃𝑖 = 0. (6)

A. Cases when 𝑅𝑖𝑖 = 𝐼 and 𝑅𝑖 𝑗 = 0
Suppose that the leader only has access to the costs

associated with the shared state, i.e., the leader can only alter
the cost parameters {𝑄𝑖}𝑖∈N . Without loss of generality, we
let 𝑅𝑖𝑖 = 𝐼𝑚𝑖

and 𝑅𝑖 𝑗 = 0 for 𝑗 ≠ 𝑖.
By Assumption 2, we know that for every 𝑖 ∈ N , ( 𝐴̃†

𝑖
, 𝐵𝑖)

is stabilizable. For the system ( 𝐴̃†
𝑖
, 𝐵𝑖) for each 𝑖 ∈ N ,

let’s consider the following pair of right-coprime polynomial
matrices (𝑆𝑖 (𝑠), 𝐷𝑖 (𝑠)):

(𝑠𝐼𝑛 − 𝐴̃†
𝑖
)−1𝐵𝑖 = 𝑆𝑖 (𝑠)𝐷𝑖 (𝑠)−1, (7)

where 𝐷𝑖 (𝑠) is column reduced1. Follower 𝑖’s feedback 𝑢𝑖 =
𝐾

†
𝑖
𝑥𝑖 converts the system ( 𝐴̃†

𝑖
, 𝐵𝑖) to (𝐴†

𝑐𝑙
, 𝐵𝑖). The latter

induces a right-coprime factorization:

(𝑠𝐼𝑛 − 𝐴†
𝑐𝑙
)−1𝐵𝑖 = 𝑆𝑖 (𝑠)𝐷̃𝑖 (𝑠)−1,

1The definition of column reduction is omitted due to space limitation.
Readers can refer to [29, Definition 7.5].
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where 𝐷̃𝑖 (𝑠) = 𝐷𝑖 (𝑠) + 𝐾𝑖𝑆𝑖 (𝑠).

Proposition 2. Let 𝑅𝑖𝑖 = 𝐼𝑚𝑖
and 𝑅𝑖 𝑗 = 0 for all 𝑖, 𝑗 ∈

N , 𝑗 ≠ 𝑖 and K† satisfy Assumption 2. The constraints (4)
are feasible if and only if the following identity holds:

𝐷̃ ′
𝑖 (−𝑠)𝐷̃𝑖 (𝑠) = 𝐷 ′

𝑖 (−𝑠)𝐷𝑖 (𝑠) + 𝑆′𝑖 (−𝑠)𝑄𝑖𝑆𝑖 (𝑠), (8)

for every 𝑖 ∈ N .

Proof. Adding and subtracting 𝑠𝑃𝑖 from (6) yields

(−𝑠𝐼𝑛 − 𝐴†
𝑖

′)𝑃𝑖 + 𝑃𝑖 (𝑠𝐼𝑛 − 𝐴†
𝑖
) = 𝑄̃†

𝑖
− 𝑃𝑖𝐵𝑖𝑅

−1
𝑖𝑖 𝐵

′
𝑖𝑃𝑖 .

Then, pre-multiplying it by 𝐵′
𝑖
(−𝑠𝐼𝑛 − 𝐴

†
𝑖

′)−1, post-
multiplying it by (𝑠𝐼𝑛 − 𝐴

†
𝑖
)−1𝐵𝑖 , and using the second

equation of (4) and (7), we obtain

𝐷 ′
𝑖 (−𝑠)𝑅𝑖𝑖𝐾

†
𝑖
𝑆𝑖 (𝑠) + 𝑆′𝑖 (𝑠)𝐾

†
𝑖

′
𝑅𝑖𝑖𝐷𝑖 (𝑠)

= 𝑆′𝑖 (−𝑠)
[
𝑄̃

†
𝑖
− 𝑃𝑖𝐵𝑖𝑅

−1
𝑖𝑖 𝐵

′
𝑖𝑃𝑖

]
𝑆𝑖 (𝑠).

Adding 𝐷 ′
𝑖
(−𝑠)𝑅𝑖𝑖𝐷𝑖 (𝑠) to both sides of the equation above

yields [
𝐷 ′

𝑖 (−𝑠) + 𝑆′𝑖 (−𝑠)𝐾
†
𝑖

′]
𝑅𝑖𝑖

[
𝐷𝑖 (𝑠) + 𝐾†

𝑖
𝑆𝑖 (𝑠)

]
= 𝑆′𝑖 (−𝑠)𝑄̃

†
𝑖
𝑆𝑖 (𝑠) + 𝐷 ′

𝑖 (−𝑠)𝑅𝑖𝑖𝐷𝑖 (𝑠).
(9)

When 𝑅𝑖𝑖 = 𝐼𝑚𝑖
and 𝑅𝑖 𝑗 = 0 for 𝑖, 𝑗 ∈ N , 𝑗 ≠ 𝑖, the above

identity becomes (8).
Conversely, since 𝐴†

𝑐𝑙
is stable by Assumption 1, and 𝑄̃†

𝑖
+

𝐾
†
𝑖

′
𝑅𝑖𝑖𝐾

†
𝑖

is positive semi-definite, there exists a solution
𝑃𝑖 ⪰ 0 to the Lyapunov function

𝑃𝑖𝐴
†
𝑐𝑙
+ 𝐴†

𝑐𝑙

′
𝑃𝑖 = −𝑄̃†

𝑖
− 𝐾†

𝑖

′
𝑅𝑖𝑖𝐾

†
𝑖
. (10)

Note that (6) can be written as

𝑄̃
†
𝑖
+ 𝑃𝑖𝐴†

𝑐𝑙
+ 𝐴†

𝑐𝑙

′
𝑃𝑖 = 𝑃𝑖𝐵𝑖𝑅𝑖𝑖𝐵

′
𝑖𝑃𝑖 − 𝑃𝑖𝐵𝑖𝐾

†
𝑖
− 𝐾†

𝑖

′
𝐵′
𝑖𝑃𝑖 .

Hence, it suffices to show 𝑅𝑖𝑖𝐾
†
𝑖
= 𝐵′

𝑖
𝑃𝑖 . Rewrite (10) as

𝑃𝑖 (𝑠𝐼𝑛 − 𝐴†
𝑐𝑙
) + (−𝑠𝐼𝑛 − 𝐴†

𝑐𝑙

′)𝑃𝑖 = 𝑄̃†
𝑖
+ 𝐾†

𝑖

′
𝑅𝑖𝑖𝐾

†
𝑖
.

Post- and pre-multiplying the above identity by 𝑆𝑖 (𝑠) and
𝑆′
𝑖
(−𝑠) yields

𝑆′𝑖 (−𝑠)𝑃𝑖𝐵𝑖 𝐷̃𝑖 (𝑠) + 𝐷̃ ′
𝑖 (−𝑠)𝐵′

𝑖𝑃𝑖𝑆𝑖 (𝑠)

= 𝑆′𝑖 (−𝑠)
[
𝑄̃

†
𝑖
+ 𝐾†

𝑖

′
𝑅𝑖𝑖𝐾

†
𝑖

]
𝑆′𝑖 (𝑠).

Combining the above identity and (9), we obtain

𝑆′𝑖 (−𝑠)𝑃𝑖𝐵𝑖 𝐷̃𝑖 (𝑠) + 𝐷̃ ′
𝑖 (−𝑠)𝐵′

𝑖𝑃𝑖𝑆𝑖 (𝑠)
=2𝑆′𝑖 (𝑠)𝐾

†
𝑖

′
𝑅𝑖𝑖𝐾

†
𝑖
𝑆𝑖 (𝑠) + 𝐷 ′

𝑖 (−𝑠)𝑅𝑖𝑖𝐾
†
𝑖
𝑆𝑖 (𝑠)

+ 𝑆′𝑖 (−𝑠)𝐾
†
𝑖

′
𝑅𝑖𝑖𝐷𝑖 (𝑠)

=𝐷̃ ′
𝑖 (−𝑠)𝑅𝑖𝑖𝐾

†
𝑖
𝑆𝑖 (𝑠) + 𝑆′𝑖 (−𝑠)𝐾

†
𝑖

′
𝑅𝑖𝑖 𝐷̃𝑖 (𝑠).

The above identity gives

𝑆′𝑖 (−𝑠)
[
𝑃𝑖𝐵𝑖 − 𝐾†

𝑖

′
𝑅𝑖𝑖

]
𝐷̃𝑖 (𝑠) + 𝐷̃ ′

𝑖 (−𝑠)
[
𝐵′𝑖𝑃𝑖 − 𝑅𝑖𝑖𝐾

†
𝑖

]
𝑆𝑖 (𝑠)

≡ 0,

which indicates 𝐹 (𝑠) = −𝐹 ′(−𝑠) where

𝐹 (𝑠) B (𝐵′
𝑖𝑃𝑖 − 𝑅𝑖𝑖𝐾

†
𝑖
)𝑆𝑖 (𝑠)𝐷̃−1

𝑖 (𝑠).

Indeed, we have 𝐹 (𝑠) = −𝐹 ′(−𝑠) ≡ 0 due to the fact that
all the poles of 𝐹 (𝑠) are in C− and those of 𝐹 ′(−𝑠) in C+.
Hence,

(𝐵′
𝑖𝑃𝑖 − 𝑅𝑖𝑖𝐾

†
𝑖
)𝑆𝑖 (𝑠) ≡ 0.

From [30, Theorem 4.3], 𝑆𝑖 (𝑠) can be transformed into

𝑆′𝑖 (𝑠)𝐻
′
𝑖 =



1
𝑠 0.
.
.

𝑠𝜎𝑖,1−1

1
𝑠

.

.

.

𝑠𝜎𝑖,2−1

. . .

1

0 𝑠

.

.

.

𝑠
𝜎𝑖,𝑚𝑖

−1



(11)

by some non-singular matrix 𝐻𝑖 , where 𝜎𝑖,𝑘 is the column
degree of the 𝑘-th column of 𝐷𝑖 (𝑠). Hence, 𝐵′

𝑖
𝑃𝑖 − 𝑅𝑖𝑖𝐾†

𝑖

has to vanish. □

Proposition 2 bridges state-space and frequency-domain
techniques for the conditions that make K† Nash. In general,
several weights (𝑄1, · · · , 𝑄𝑁 ) exist for which the Riccati
equation in (4) holds for given K†. We see that (8) reduces
this type of redundancy, which is also the original reason of
using frequency-domain representations for a scalar optimal
control problem by Kalman. Equation (8) is a generalization
of the well-known Kalman equation (See [22, Eq. 45]) to
a dynamic game setting. Hence, we also refer (8) to as the
Kalman equation.

Now the question left is whether there exist some 𝑄𝑖 ⪰
0, 𝑖 ∈ N such that (8) holds for all 𝑖 ∈ N . In (8), the
difference

Φ𝑖 (𝑠) B 𝐷̃ ′
𝑖 (−𝑠)𝐷̃𝑖 (𝑠) − 𝐷 ′

𝑖 (−𝑠)𝐷𝑖 (𝑠), 𝑖 ∈ N (12)

is independent of 𝑄𝑖 , 𝑖 ∈ N and decided by K†. Inspired
from the circle criterion which is a necessary condition for
a linear control to be optimal [22], [27], we conjecture that
a necessary condition for K† to be Nash is

Φ𝑖 ( 𝑗𝑤) ⪰ 0 ∀𝑖 ∈ N , ∀𝑤 ∈ R, (13)

where 𝑗 =
√
−1. Now, we present a necessary and sufficient

condition for K† to be Nash under some (𝑄1, 𝑄2, · · · , 𝑄𝑁 ),
which subsumes the game version of circle criterion (13).

Theorem 2. Given K†, suppose that Assumption 2 holds.
Define Φ𝑖 (𝑠) B 𝐷̃ ′

𝑖
(−𝑠)𝐷̃𝑖 (𝑠) − 𝐷 ′

𝑖
(−𝑠)𝐷𝑖 (𝑠), 𝑖 ∈ N . If

Φ𝑖 (𝑠) has polynomial rank 𝑝𝑖 < 𝑚𝑖 , there exists an 𝑚𝑖 ×𝑚𝑖

unimodular matrix2 𝐿𝑖 (𝑠) that transforms Φ𝑖 (𝑠) into

Φ𝑖 (𝑠)𝐿𝑖 (𝑠) =
[
Φ̃𝑖 (𝑠) 0

]
, (14)

2Readers can refer to [29, Definition 7.2] for the definition of unimodular
matrix and [29, Definition 7.2] and [29, Definition 7.4] for the definition of
polynomial degree.
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where Φ̃𝑖 is an 𝑚𝑖× 𝑝𝑖 polynomial matrix with rank 𝑝𝑖 . Then
K† is Nash if and only if both conditions below hold:
(a) The circle criterion holds (13);
(b) There does not exist an 𝑠 ∈ C+ and a non-zero 𝑣𝑖 ∈ R𝑚𝑖

such that

𝐷𝑖 (𝑠)𝐿𝑖 (𝑠)𝑣𝑖 = 0, and 𝑣𝑖,1 = · · · = 𝑣𝑖, 𝑝𝑖 = 0

for all 𝑖 ∈ N . Here, 𝑣𝑖,𝑘 is the 𝑘-th element of vector 𝑣𝑖 .

Proof. The first statement about the existence of 𝑁𝑖 is true
by Lemma 2. Let 𝑁𝑖 (𝑠) be such a 𝑝𝑖 ×𝑚𝑖 polynomial matrix
as in Lemma 2. Then, there exists a unimodular matrix 𝐿𝑖 (𝑠),
as is shown in Lemma 2, such that

𝑁𝑖 (𝑠)𝐿𝑖 (𝑠) =
[
𝑁̂𝑖 (𝑠) 0

]
,

where det 𝑁̂𝑖 (𝑠) ≠ 0 for ℜ𝔢(𝑠) > 0. Suppose (b) does not.
Then, there exists an 𝑠 ∈ C+ and a 𝑣𝑖 ∈ R𝑚𝑖 such that
𝐷𝑖 (𝑠)𝐿𝑖 (𝑠)𝑣𝑖 = 0 and 𝑣𝑖,1 = · · · = 𝑣𝑖, 𝑝 = 0. By (14),
Φ𝑖 (𝑠)𝐿𝑖 (𝑠)𝑣𝑖 = 0. Suppose that K† is Nash under some
𝑄𝑖 , 𝑖 ∈ N . By (8) and defining 𝑁̄𝑖 (𝑠) B 𝑄

1/2
𝑖
𝑆𝑖 (𝑠), we have

Φ𝑖 (𝑠) = 𝑁̄ ′
𝑖 (−𝑠)𝑁̄𝑖 (𝑠).

From (21), we arrive at

𝐿 ′
𝑖 (−𝑠)𝑁̄ ′

𝑖 (−𝑠)𝑁̄𝑖 (𝑠)𝐿𝑖 (𝑠) =
[
𝑁̂ ′
𝑖
(−𝑠)𝑁̂𝑖 (𝑠) 0

0 0

]
.

Factorizing 𝑁̄𝑖 (𝑠)𝐿𝑖 (𝑠) into [𝑁̄𝑖,1 (𝑠) 𝑁̄𝑖,2 (𝑠)] with 𝑁̄𝑖,1 (𝑠)
having 𝑝𝑖 columns. Hence, 𝑁̄ ′

𝑖,2 (−𝑠)𝑁̄𝑖,2 (𝑠) ≡ 0. Then,
𝑁̄∗
𝑖,2 ( 𝑗𝑤)𝑁̄𝑖,2 ( 𝑗𝑤) = 0 for an arbitrary real number 𝑤.

Here, superscript ∗ denotes the conjugate transpose. Hence,
𝑁̄𝑖,2 (𝑠) = 0 on C. Since Φ𝑖 (𝑠)𝐿𝑖 (𝑠)𝑣𝑖 = 0, 𝑁̄𝑖 (𝑠)𝐿𝑖 (𝑠)𝑣𝑖 = 0,
which implies that ( 𝐴̃†

𝑖
, 𝑄𝑖) is not detectable. By fact 2.4 of

[27], 𝐾†
𝑖

cannot be optimal for system ( 𝐴̃†
𝑖
, 𝐵𝑖). Hence, K†

cannot be Nash, which is a contradiction.
Suppose that (b) holds. Then, it holds that

rank
[
𝑁𝑖 (𝑠)
𝐷𝑖 (𝑠)

]
= 𝑚𝑖 , ∀𝑠 ∈ C+. (15)

Otherwise, letting 𝑢𝑖 = 𝐿𝑖 (𝑠)𝑣𝑖 , we have 𝑁𝑖 (𝑠)𝑢𝑖 =

𝐷𝑖 (𝑠)𝑢𝑖 = 0 for some 𝑠 ∈ C+, which contradicts (15).
For each 𝑖, since (15) holds, ( 𝐴̃†

𝑖
, 𝐶𝑖) is detectable for the

matrix characterized by 𝑁𝑖 (𝑠) = 𝐶𝑖𝑆𝑖 (𝑠) and (8) holds for
𝑄𝑖 = 𝐶

′
𝑖
𝐶𝑖 . Then from Proposition 2, (4) is feasible. Hence,

K† is Nash for some {𝑄𝑖}𝑖∈N by Proposition 1. □

Remark 3. Theorem 2 gives an analytical way to check
whether the leader’s problem is feasible. We can do it
without numerically solving the convex feasibility problem
(4). Consider a two-player linear-quadratic dynamic game
with

𝐴 =


1 0 1
0 0 1
0 1 0

 , 𝐵1 =


1 0
0 1
0 0

 , 𝐵2 =


1
0
0

 .
Here, (𝐴, [𝐵1, 𝐵2]) is stabilizable. Suppose that the leader
promotes the strategy K† = (𝐾†

1 , 𝐾
†
2 ) by designing {𝑄𝑖}𝑖=1,2.

Suppose that

𝐾
†
1 =

[
1 0 1
0 1 +

√
2 1 +

√
2

]
, 𝐾

†
2 =

[
1 0 0

]
.

Note that 𝐴̃
†
1 = 𝐴 − 𝐵2𝐾

†
2 . We have (𝑠𝐼 − 𝐴̃

†
1)

−1𝐵1 =

𝑆1 (𝑠)𝐷1 (𝑠)−1, where

𝑆1 (𝑠) =

1 0
0 𝑠

0 1

 , 𝐷1 =

[
𝑠 −1
0 𝑠2 − 1

]
.

Note that

𝐷̃1 (𝑠) = 𝐷1 (𝑠) + 𝐾1𝑆1 (𝑠) =
[
𝑠 + 1 0

0 (𝑠 + 1) (𝑠 +
√

2).

]
Then, using (12), we arrive at

Φ1 ( 𝑗𝑤) =
[

1 − 𝑗𝑤
𝑗𝑤 𝑤2

]
,

and det Φ1 ( 𝑗𝑤) = 2𝑤2 ≥ 0 for all 𝑤 ∈ R. Hence, Φ1 ( 𝑗𝑤) ⪰
0 for all 𝑤 ∈ R, meaning that condition (a) in Theorem 2
holds. A unimodular polynomial matrix 𝐿𝑖 (𝑠) such as in (14)
can be found as

𝐿1 =

[
1 𝑠

− 𝑠

]
.

Let 𝑣1 = [0 1] ′. Then, 𝐷1 (𝑠)𝐿1 (𝑠)𝑣1 = [𝑠2 − 1 𝑠2 − 1],
which vanishes at 𝑠 = 1 ∈ C+. Conditions (b) is violated;
hence, there are no cost parameters that make K† a Nash
equilibrium.

B. The general case

In Section III-A, the leader only has access to the costs
associated with the shared state, i.e., {𝑄𝑖}𝑖∈N . Now consider
the general case where the leader can manipulate not only
{𝑄𝑖}𝑖∈N but also {𝑅𝑖 𝑗 }𝑖, 𝑗∈N . In view of the proof of Propo-
sition 2, we can derive the following corollary:

Corollary 1. Let K† satisfy Assumption 2. The constraints
(4) are satisfied if and only if the following equality holds

𝐷̃ ′
𝑖 (−𝑠)𝑅𝑖𝑖 𝐷̃𝑖 (𝑠) = 𝐷 ′

𝑖 (−𝑠)𝑅𝑖𝑖𝐷𝑖 (𝑠) + 𝑆′𝑖 (−𝑠)𝑄̃
†
𝑖
𝑆𝑖 (𝑠), (16)

for every 𝑖 ∈ N .

Equation (16) is the Kalman equation (8) under the general
case. Comparing with solving (4), solving (9) avoids char-
acterizing {𝑃𝑖}𝑖∈N and involves solving a system of linear
equations with elements of {𝑄𝑖}𝑖∈N and {𝑅𝑖 𝑗 }𝑖, 𝑗∈N being
the unknowns.

Proposition 3. Suppose that there exist {𝑄̃𝑖}𝑖∈N and
{𝑅̃𝑖 𝑗 }𝑖, 𝑗∈N with 𝑅̃𝑖 𝑗 being non-zero for some 𝑖 ≠ 𝑗 such that
(16) holds for every 𝑖 ∈ N . Then, there must exist {𝑄̄𝑖}𝑖∈N
and {𝑅̄𝑖 𝑗 }𝑖, 𝑗∈N with 𝑅̄𝑖 𝑗 = 0 for all 𝑖 ≠ 𝑗 such that (16)
holds for every 𝑖 ∈ N .

Conversely, suppose that there exist {𝑄̄𝑖}𝑖∈N with 𝑄𝑖 ≻ 0
and {𝑅̄𝑖 𝑗 }𝑖, 𝑗∈N with 𝑅̄𝑖 𝑗 = 0 for all 𝑖 ≠ 𝑗 . Then, there must
exist {𝑄̃𝑖}𝑖∈N and {𝑅̃𝑖 𝑗 }𝑖, 𝑗∈N with 𝑅̃𝑖 𝑗 being non-zero for
some 𝑖 ≠ 𝑗 such that (16) holds for every 𝑖 ∈ N .

Proof. If under {𝑄̃𝑖}𝑖∈N and {𝑅̃𝑖 𝑗 }𝑖, 𝑗∈N with non-zero 𝑅̃𝑖 𝑗
for some 𝑖 ≠ 𝑗 , (16) holds for every 𝑖 ∈ N . Let 𝑄̄𝑖 =

𝑄̃𝑖 + ∑
𝑗≠𝑖 𝐾

†
𝑗

′
𝑅̃𝑖 𝑗𝐾

†
𝑗

and 𝑅̄𝑖𝑖 = 𝑅̃𝑖𝑖 , and 𝑅̄𝑖 𝑗 = 0 for
𝑖, 𝑗 ∈ N , 𝑗 ≠ 𝑖. Obviously, (16) holds for every 𝑖 ∈ N
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under {𝑄̄𝑖}𝑖∈N and {𝑅̄𝑖 𝑗 }𝑖, 𝑗∈N . Note that the positive semi-
definiteness requirement also holds: 𝑄̄𝑖 ⪰ 0 since 𝑄̃𝑖 ⪰ 0
and 𝑅̃𝑖 𝑗 ⪰ 0 for 𝑖, 𝑗 ∈ N and 𝑖 ≠ 𝑗 .

If under {𝑄̄𝑖}𝑖∈N with 𝑄̄𝑖 ≻ 0 and {𝑅̄𝑖 𝑗 }𝑖, 𝑗∈N with 𝑅̄𝑖 𝑗 = 0
for all 𝑖 ≠ 𝑗 , (16) holds for every 𝑖 ∈ N . For 𝑖, 𝑗 ∈ N , 𝑗 ≠ 𝑖,
let 𝑅̃𝑖 𝑗 be any 𝑚 𝑗 × 𝑚 𝑗 positive semi-definite matrix. There
must exist a scalar 𝜆 > 0 such that 𝜆𝑄̄𝑖 −

∑
𝑗≠𝑖 𝐾

†
𝑗

′
𝑅̃𝑖 𝑗𝐾

†
𝑘

is
positive semi-definite. Let 𝑄̃𝑖 = 𝜆𝑄̄𝑖 −

∑
𝑗≠𝑖 𝐾

†
𝑗

′
𝑅̃𝑖 𝑗𝐾

†
𝑘

and
𝑅̃𝑖𝑖 = 𝜆𝑅̄𝑖𝑖 for 𝑖 ∈ N . Then, under {𝑄̃𝑖}𝑖∈N and {𝑅̃𝑖 𝑗 }𝑖, 𝑗∈N ,
(16) holds for every 𝑖 ∈ N . □

Note that 𝑅𝑖 𝑗 ≠ 0 for some 𝑗 ≠ 𝑖 means that players are
penalized by not their own control but also other players’
controls. In some applications, this mechanism can invoke
the perception of unfairness among competitive players who
are not willing to be penalized for the controls of their
cohort. Proposition 3 indicates that the leader can enforce
the same Nash policy K† by applying penalties on the shared
state instead of penalizing the player with prices induced
other players’ controls. The result, hence, can be used for
mechanism design to circumvent unfairness.

Together with Corollary 1, Proposition 3 shows that if (4)
is satisfied under some {𝑄𝑖}𝑖∈N and {𝑅𝑖 𝑗 }𝑖, 𝑗∈N , where not
all 𝑅𝑖 𝑗 , 𝑖, 𝑗 ∈ N , 𝑗 ≠ 𝑖 are zeros. We can find {𝑄̃𝑖}𝑖∈N and
{𝑅̃𝑖, 𝑗 }𝑖, 𝑗∈N with 𝑅̃𝑖 𝑗 = 0 for all 𝑖, 𝑗 ∈ N , 𝑗 ≠ 𝑖. Hence, to see
whether (4) is feasible, it is sufficient to focus on {𝑄𝑖}𝑖∈N
and 𝑅𝑖𝑖 and let 𝑅𝑖 𝑗 = 0 for 𝑗 ≠ 𝑖. Then, it is sufficient to
find {𝑄𝑖}𝑖∈N and {𝑅𝑖𝑖}𝑖∈N such that

𝐷̃ ′
𝑖 (−𝑠)𝑅𝑖𝑖 𝐷̃𝑖 (𝑠) − 𝐷 ′

𝑖 (−𝑠)𝑅𝑖𝑖𝐷𝑖 (𝑠) = 𝑆′𝑖 (−𝑠)𝑄𝑖𝑆𝑖 (𝑠), (17)

for every 𝑖 ∈ N .
Let 𝐷̃𝑅𝑖𝑖

(𝑠) = 𝑅1/2𝐷̃𝑖 (𝑠) and 𝐷𝑅𝑖𝑖
(𝑠) = 𝑅1/2𝐷𝑖 (𝑠).

Applying the arguments of Theorem 2 to the general case,
we know if there exists 𝑅𝑖𝑖 such that conditions (a) and (b)
(with 𝐷̃𝑖 (𝑠) and 𝐷𝑖 (𝑠) in replace of 𝐷̃𝑅𝑖𝑖

(𝑠) and 𝐷𝑅𝑖𝑖
(𝑠)

respectively) hold for every 𝑖 ∈ N , then K† is Nash for
some {𝑄𝑖𝑖}𝑖∈N and {𝑅𝑖𝑖}𝑖∈N . Checking conditions for the
general case analytically is challenging since one needs to
show that there exist some 𝑅𝑖𝑖 such that conditions (a) and (b)
hold. However, the frequency-domain representation gives
the Kalman equation (17) for the general case. The Kalman
equation (17) provides a system of linear equations for us to
solve for 𝑄𝑖 and 𝑅𝑖𝑖 numerically. Comparing with solving
the convex feasibility problem (4), solving (17) avoids the
redundancy of the Riccati equation and 𝑅𝑖 𝑗 , 𝑗 ≠ 𝑖.

Indeed, we can also write the first two equalities of (4) in
the form of linear equations. First let’s define the Kronecker
sum of an 𝑛 × 𝑛 matrix 𝑁 and an 𝑚 × 𝑚 matrix 𝑀

𝑁 ⊕ 𝑀 = (𝑁 ⊗ 𝐼𝑚) + (𝐼𝑛 ⊗ 𝑀),
where ⊗ denotes the Kronecker product [31].

Proposition 4. The convex feasibility problem (4) has a
solution if and only if the following system of linear equations
has a solution for every 𝑖 ∈ N[

𝐼𝑛2 𝐾
†
𝑖

′ ⊗ 𝐾†
𝑖

′
𝐴
†
𝑐𝑙

′ ⊕ 𝐴
†
𝑐𝑙

′

0 𝐾
†
𝑖

′ ⊗ 𝐼𝑚𝑖
−𝐼𝑛 ⊗ 𝐵′

𝑖

] 
vec(𝑄𝑖)
vec(𝑅𝑖𝑖)
vec(𝑃𝑖)

 = 0 (18)

such that 𝑄𝑖 ⪰ 0, 𝑃𝑖 ⪰ 0, and 𝑅𝑖𝑖 ≻ 0.

Proof. In view of Proposition 3, it is sufficient to discuss the
case when 𝑅𝑖 𝑗=0 for 𝑗 ≠ 𝑖. Vectorize the first equality of (4)
yields

vec(𝑄𝑖) + vec
(
𝑃𝑖𝐴

†
𝑐𝑙

)
+ vec

(
𝐴
†
𝑐𝑙

′
𝑃𝑖

)
+ vec

(
𝐾

†
𝑖

′
𝑅𝑖𝑖𝐾

†
𝑖

)
= 0.
(19)

Note that the following equality holds for any matrices 𝑀 ,
𝑉 , and 𝑁 with proper dimensions [31]

vec(𝑀𝑉𝑁) = (𝑁 ′ ⊗ 𝑀)vec(𝑉). (20)

Applying (20) in (19) yields

vec(𝑄𝑖) +
[(
𝐴
†
𝑐𝑙

′ ⊗ 𝐼𝑛
)
+
(
𝐼𝑛 ⊗ 𝐴

†
𝑐𝑙

′)]
vec(𝑃𝑖)

+
(
𝐾

†
𝑖

′ ⊗ 𝐾†
𝑖

)
vec(𝑅𝑖𝑖) = 0.

Similarly, the second equality of (4) can be vectorized as

(𝐾†
𝑖

′ ⊗ 𝐼𝑚𝑖
)vec(𝑅𝑖𝑖) =

(
𝐼𝑛 ⊗ 𝐵′

𝑖

)
vec(𝑃𝑖).

Combining the two equations above yields (18). □

Remark 4. One can also solve (18) instead of (4) because
the equivalence between the two. We see that even if we
leverages the Kalman equation to remove the redundancy
in 𝑅𝑖 𝑗 , 𝑗 ≠ 𝑖 for (18), solving (18) still needs to deal with
𝑃𝑖 , 𝑖 ∈ N . However, the Kalman equation (17) produces
linear equations that depend only on 𝑄𝑖 , 𝑅𝑖𝑖 , 𝑖 ∈ N .

Note that a result similar to (18) is presented in [14,
Lemma 2], which removes the dependency on 𝑃𝑖 , 𝑖 ∈ N ,
by using a stringent assumption that (𝐼𝑛 ⊗ 𝐵′

𝑖
) is invertible.

However, in the Kalman equation, we do not require such
assumption.

IV. CONCLUSIONS

In this paper, we have answered the fundamental question:
When is a given profile of strategies K† Nash for a non-
cooperative differential game (𝐴, [𝐵1, 𝐵2, · · · , 𝐵𝑁 ])? The
answer is characterized by a necessary and sufficient con-
dition posed in the frequency-domain representation of the
system. The condition provides a workaround to the inverse
problem without numerically solving the convex feasibility
problem. The Kalman equation reduces the redundancy in the
coupled Riccati equation derived in the state-space represen-
tation. Future work lies around demonstrating the theories
using application-driven examples.

APPENDIX

A. Lemmas

Lemma 2. Let Π𝑖 (𝑠) be defined in (12) for 𝑖 ∈ N , and the
polynomial rank of Φ𝑖 (𝑠) is 𝑝𝑖 . Suppose that Assumption
2 and the circle criterion (13) holds. Then, there exists a
𝑝𝑖 × 𝑚𝑖 polynomial matrix 𝑁𝑖 (𝑠) such that

Φ𝑖 (𝑠) = 𝑁 ′
𝑖 (𝑠)𝑁𝑖 (𝑠) (21)

with the rank of 𝑁𝑖 (𝑠) is equal to 𝑝𝑖 for all 𝑠 such that
ℜ𝔢(𝑠) > 0.
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Proof. From [32], we know that when 𝑝𝑖 = 𝑚𝑖 , there exist a
spectral factorization satisfy (21). Now assume that 𝑝𝑖 < 𝑚𝑖 .
Then, there exists a unimodular matrix 𝐿𝑖 (𝑠) such that

Φ𝑖 (𝑠)𝐿𝑖 (𝑠) =
[
Φ̃𝑖 (𝑠) 0

]
,

where Φ̃𝑖 is an 𝑚𝑖 × 𝑝𝑖 polynomial matrix with rank 𝑝𝑖 . By
definition (12), Φ(−𝑠) ′

𝑖
= Φ𝑖 (𝑠). Obviously,

𝐿 ′
𝑖 (−𝑠)Φ𝑖 (𝑠) = 𝐿𝑖 (−𝑠)Φ′

𝑖 (−𝑠) =
[
Φ̃′

𝑖
(−𝑠)
0

]
.

Post-multiplying it by 𝐿𝑖 (𝑠) yields

𝐿 ′
𝑖 (−𝑠)Φ𝑖 (𝑠)𝐿𝑖 (𝑠) =

[
Φ̂𝑖 (𝑠) 0

0 0

]
where Φ̂ is a 𝑝𝑖 × 𝑝𝑖 polynomial matrix who has full rank
because Φ𝑖 (𝑠) has rank 𝑝𝑖 , and 𝐿𝑖 (𝑠) is unimodular. Since
the circle criterion holds, Φ̂𝑖 ( 𝑗𝑤) ≥ 0 for all 𝑤 ∈ R. Hence,
by [32], we can find a 𝑝𝑖 × 𝑝𝑖 polynomial matrix 𝑁̂𝑖 (𝑠) such
that

Φ̂𝑖 (𝑠) = 𝑁̂ ′
𝑖 (−𝑠)𝑁̂𝑖 (𝑠)

where 𝑁̂ (𝑠) has rank 𝑝𝑖 for all 𝑠 such that ℜ𝔢(𝑠) > 0.
Therefore, we can construct

𝑁𝑖 (𝑠) B
[
𝑁̂𝑖 (𝑠) 0

]
𝐿−1
𝑖 (𝑠)

such that the spectral factorization (21) exist.
□
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