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CrossMark
Abstract
We consider the 2D incompressible Euler equation on a corner domain 2 with
angle vm with % < v < 1. We prove that if the initial vorticity wy € L'(Q) N
L>(2) and if wy is non-negative and supported on one side of the angle bisec-
tor of the domain, then the weak solutions are unique. This is the first result
which proves uniqueness when the velocity is far from Lipschitz and the initial
vorticity is non-constant around the boundary.

Keywords: non smooth domain, fluid mechanics, 2D Euler equation
Mathematics Subject Classification numbers: 35Q31, 76B03.

1. Introduction

We are interested in studying incompressible fluids in two dimensions. The prototypical
equation describing inviscid incompressible flows is the Euler equation. With a view towards
practical applications, we will be interested in studying the Euler equation on corner domains
and more specifically the uniqueness problem for this equation. The uniqueness problem for
the 2D Euler equation on obtuse angled corners is wide open due to the fact that the velocity
is not log-Lipschitz in these domains. In this paper we prove the first uniqueness result in such
domains when the vorticity is non-constant around the corner, which is the main source of
difficulty in proving uniqueness. To prove this result, we introduce a novel energy functional
with a time dependent weight along with control of the particle trajectories of the flow.
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The 2D incompressible Euler equation on a domain A is given by

u,+ w-Vyu=—-VP inA,
V-u=0 1inA, @))]
u-n=0 on0dA.

Here u is the velocity, P is the pressure and »n is the outward unit normal. The vorticity is
w =V X u = 0yus — Oy,u; and satisfies the transport equation

w+u-Vw=0 inA. 2)

One can recover the velocity from the vorticity by the Biot—Savart law u = VA ~'w where
A is the Dirichlet Laplacian and V+ = (—0x,, d,,). The 2D Euler equation has several con-
served quantities, chief among them being [|w (-, )| ;5 forany 1 < p < oc. This is used in an
essential way to prove any kind of global well-posedness result.

The study of the well-posedness problem for the 2D Euler equation has a long history.
There are two important considerations to keep in mind while talking about the well-posedness
problem: one is the regularity of the initial vorticity and the other is the regularity of the bound-
ary. Let us first consider the case of both the vorticity and boundary being regular enough.
Global well-posedness for strong solutions in smooth domains was proved by Wolibner [28]
and Holder [12] (see also [16, 23]). One of the most important works in the well-posedness the-
ory is the work of Yudovich [15] who established global well-posedness for weak solutions on
smooth domains for initial data wy € L'(A) N L®(A) (see also [2, 25]). The uniqueness result
of Yudovich used the Eulerian formulation and relied on the Calderén Zygmund inequalities

[VuC, 0l pay < Cpllw, D, forall p € [2,00). 3)

Later on Marchioro and Pulvirenti [22] gave a different proof of uniqueness by using the
Lagrangian formulation which relied on the log-Lipschitz nature of the velocity

[u(x, 1) — u(y, 1)
sup < CllwC DAy 4)
vyed [x —y[ max {—In|x —y|, 1} LMNLE(A)

These estimates hold for C'*! domains but may not hold for less regular domains (see [14]).

For the case of initial vorticity being less regular, global existence of weak solutions was
proved by Diperna and Majda [8] for wy € L'(R*) N LP(R?) for p > 1 and by Delort [6]
for wy € H'(R?) N M, (R?) (here M is the space of positive Radon measures). Unique-
ness is not expected in general in this case and this is a major open problem (see the works
[4, 5, 26, 27]).

For the case of boundary being less regular, global existence of weak solutions for bounded
convex domains was proved by Taylor [24] and for arbitrary simply connected bounded
domains (and exterior domains) was proved by Gerard-Varet and Lacave [9, 10]. Both results
prove existence for initial vorticity wy € L'(A) N LP(A) or wy € H~'(A) N M (A). However
even for wg € L'(A) N L¥(A) the question of uniqueness is a major open problem. It is impor-
tant to note that if the domain is less regular, then the uniqueness question does not become
simpler even if the initial vorticity is assumed to be smooth, as the regularity of the vorticity
can be destroyed at a later time (see [1, 17]).

There have been some recent works that establish uniqueness for rough domains with initial
vorticity wo € L'(A) N L¥(A). One strategy used was to identify domains rougher than C*!
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which satisfy either (3) or (4) and use this to prove uniqueness. This was first achieved by
Bardos et al [3] for rectangle domains and for C> domains which allow corners of angle 7 /m
for m € N,m > 2. Later Lacave et al [19] proved uniqueness for C>® domains with a finite
number of acute angled corners, and then Di Plinio and Temam [7] proved uniqueness for C"!
domains with finitely many acute angled corners. Note that for angles bigger than 7 /2, the
estimates (3) and (4) fail to hold and uniqueness is open in general. Another strategy used
to prove uniqueness is to prove it for initial vorticity which is constant around the boundary.
The idea behind this strategy is that if the vorticity is constant around the boundary, then the
uniqueness proof of [22] works, as in this case one only needs the estimate (4) for x,y € K
where K C A is a compact set outside of which the vorticity is constant. The strategy thus
reduces to showing that if the vorticity is initially constant around the boundary, then it remains
constant for later times. Lacave [18] proved that if the domain is C'! with finitely many corners
with angles greater than 7 /2 and wy is constant around the boundary and has a definite sign,
then w remains constant around the boundary for all time and the weak solutions are unique.
Lacave and Zlatos [20] proved the same result removing the restriction of definite sign on wy
but keeping the initial vorticity constant around the boundary and the corners are now only
allowed to be in (0, 7). Recently Han and Zlatos [11] generalised the results of [18, 20], by
proving uniqueness in more general domains which include convex domains, but for initial
vorticity which is still constant around the boundary.

In this paper we consider the uniqueness question for a domain which does not satisfy (3)
or (4) and has non-constant initial vorticity around the boundary. In this case, the methods
used previously to prove uniqueness cannot work and new ideas are needed. To state our result
fix < v < 1andlet Qand € be the domains

Q={reé’€Clr>0and0<f<vr} Q = {rei" €Clr>0and0< 6 < %}
Let the initial vorticity be wg :=w(-, 0). We assume that the initial vorticity satisfies

wo € L'(Q) N L*(2) along with supp (wo) C Q4 and wy > 0. (3)

‘We can now state our main result.

Theorem 1.1. Consider the Euler equation in Q) with initial vorticity wy satisfying (5). Then
there exists a unique Yudovich weak solution in the time interval [0, co) with this initial data.

See section 3 for a precise definition of Yudovich weak solutions. This is the first result
which proves uniqueness when the domain does not satisfy the estimates (3) or (4) and when
the initial vorticity is non-constant around the corner. As we have non-constant vorticity around
the corner, we have to use fundamentally new ideas to prove uniqueness and we explain the
new approach below.

The assumptions on the vorticity in the above theorem can be slightly relaxed. First instead
of the assumption that supp (wy) C €24, we only need the assumption that there exists a neigh-
borhood U of 992 such that supp (wp) N U C Q.. The proof in this paper goes identically for
this case. Furthermore by modifying the proof of proposition 3.7 one can establish unique-
ness if supp(wo) C {re'’ € C|r > 0and0 < 6 < S(v)vr} for some S(v) > 1. Similarly the
assumption of wp > 0 can be relaxed slightly to include negative vorticity in some places, by
ensuring that a version of proposition 3.7 and of lemma 3.9 are still satisfied. Moreover if one
only cares about short time uniqueness, then the assumption of wy > 0 in the theorem can be
replaced by the condition by > 0, where by is defined in (49). This is because the only place we
really need the condition wy > 0 is lemma 3.9 which is useful only for long time uniqueness.
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For short time uniqueness one can also handle the case of multiple obtuse corners, if the
vorticity is non-negative (or more generally if b(-,0) is positive at each corner, see (48) and
(49)) and one imposes the condition that the support of the vorticity in a small ball around each
obtuse corner lies on one side of the angle bisector. However global in time uniqueness in such
a case would not follow in general from the arguments in this paper, as the vorticity around one
obtuse corner could touch another obtuse corner in finite time. Similarly the arguments used
in this paper do not imply global in time uniqueness for a bounded domain with one corner as
the vorticity leaving the corner will come back to the corner in finite time.

To understand the difficulty of the problem, consider the particle trajectories in the support
of the vorticity. As the velocity near the corner is very far from Lipschitz, the particles near
the corner move in a manner similar to the ODE (6). It is well known that if the vorticity is
non-negative then the particle trajectories near the boundary move to the right (see for example
[13, 17]), however what may happen is that there could potentially be two different solutions of
the Euler equation with both their Lagrangian trajectories moving to the right but at a different
rate. In fact the main enemy in proving uniqueness is when the particle trajectories for the two
solutions are very close to each other but are not the same. As the velocity is far from Lips-
chitz near the corner and the transport equation (for the vorticity) is nonlinear, all current tools
available to control the distance between the trajectories are inadequate to prove uniqueness.
To the best of our knowledge the method we employ to overcome this difficulty is completely
novel.

Let us now explain the main idea of the proof. Let x(r) € Q be the position of the particle
which starts at the corner i.e. x(0) = 0. From (33), (34) and (49) we see that heuristically

— = x0)=0. (6)

. L. . .
Observe that as % < v < 1, the function x7 ! is not Lipschitz and hence one cannot use the

Picard-Lindel6f theorem to prove uniqueness of this ODE. Indeed one sees that this ODE has
several solutions. However as the vorticity is non-negative, the flow automatically chooses the
solution with the property that the particle moves to the right i.e. x(#) > 0 for # > 0. With this

constraint the ODE has a unique solution, namely x(1) = [(24) 1] »T,

So essentially any method employed to prove theorem 1.1 has to be strong enough that it can
prove the uniqueness of the above ODE (with the constraint x(#) > 0 for # > 0). Hence the idea
is to find a good method to prove the uniqueness of the above ODE problem and generalise
it to prove uniqueness for the Euler equation. There are several ways to prove uniqueness
of this ODE problem such as by directly comparing two solutions or by using a change of
variable. As generalising a comparison argument to the Euler equation looks difficult, let us
see how a change of variables argument can be used to show uniqueness for the ODE problem.

Consider two solutions x; (#) and x,(7) of (6) with x;(#) > O fort > 0 fori = 1, 2. Letting E(t) =

xl(t)(z_'l’) - xz(t)(z_'l’) ‘ we see that

dE 1 1—Ldx; 1 1-1dx,
__ < 2 . v_ - 2 _ v __“
dt ’( y) Y ( 1/) 2 g

Therefore E(f) = 0 for all time and hence we have uniqueness of the ODE problem. Although
this approach looks promising, we ran into several technical issues with generalising this
method to the Euler equation with the main issue being the low regularity of the vorticity

~
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(which cannot be overcome by simply assuming smoother initial vorticity). To overcome this
problem, observe that using lemma 5.2 we can write the energy as

E®) = |1 %) = x50 (7)

~ |x1(1) = x2(1)] min {xl(t)(lﬁ),xz(t)(lv%) } .

Now as the unique solution to the ODE with the constraint x(f) > 0 forz > 0 is given by x(¢) =
[(21) 1] 7T, we see that

14

1

D st — o] = ) et — a0,

E() ~ (zz»”l)(

Hence we can think of the energy as having a time depending weight. We managed to generalise
this idea of using a time dependent weight in the energy and this is the way we prove theorem
1.1. Let us illustrate our method by providing a proof of the ODE problem using this method.

Step 1. Consider two solutions x(#) and x,(#) of (6) with x;(f) > 0 for + > 0 for i =
1,2. Prove that given 0 < € < 1 there exists 7 > 0 so that for i = 1,2 we have x;(t) >

[(2=L) (1 — ] ¥ fort € [0,T].

This can be proven by observing that df > (- e)x#l. Integrating this inequality we get
the required estimate.

Step 2. Consider the energy E|(f) = |x;(t) — x2(r)|. By a simple inequality we prove in
lemma 5.2 part (a), we obtain

dE, 1 1_y 1 1_y
d—tg x{ = xj ‘5,,|x1—x2|v =E} and E;(0)=0.

Hence by integration we get E1(r) <, 7T in the time interval [0, T].
Step 3. Consider the energy E(f) = 1 “E(t) = 1 |x1(f) — x2(7)|. Observe that if 0 < o <
52 then by step 2, E(f) — 0 as 1 — 0F. Now

dE
— <
dt

1 1
—« x;  —x5
= <—>+¥ £ x1(0) — x2(0)]

_ 1 1.5 1
) (bt

Now using step 1, we get

dE - 1 2w —1 !
() ([0 e

— B St N (e _
_{_a+(21/—1)(1—6)}t b = =00

-\ ., _ 1 1
( )t“xl(t)—xz(t)H—ta x;{ —x5 ’

K2
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As v > 1 — v, we see that we can suitably choose o and € so that “('f < 0. Hence E(t) = 0 in
[0, T'] and this proves x;(f) = x»(¢) for t € [0, T].

Step 4. Uniqueness for ¢t > T follows from the Picard-Lindel6f theorem by observing that
there exists a ¢ > 0 such that x;(¢), x,(f) > cforallt > T.

The proof of theorem 1.1 closely follows the above strategy. The analogs of steps 1-4 are
propositions 3.7, 4.1, proof of main theorem 1.1 and lemma 3.9 respectively. The analog of the
Picard-Lindel6f theorem is the uniqueness proof given in section 2.3 of [22]. The assumptions
on the initial vorticity (5) are imposed so that the uniqueness problem for the Euler equation
behaves in a similar manner to uniqueness problem of the ODE (6). The assumption wy > 0
ensures that the particles near the boundary always move to the right and we prove this in
proposition 3.7 and lemma 3.9. The assumption of supp (wy) C €2 ensures that essentially
the particles in the support of the vorticity move away from the corner and this is shown in
proposition 3.7. Both of these properties are the analogs of the constraint x(¢) > 0 for t > 0
for the ODE problem solved above. As mentioned before, the restrictions on the vorticity can
be slightly relaxed. In addition to the uniqueness result, we also prove the existence of weak
solutions as previous existence results do not exactly cover our situation and hence we include
the proof for the sake of completeness.

The paper is organised as follows: in section 2 we introduce the notation and derive the flow
equation. In section 3 we prove the existence of weak solutions and establish properties of the
flow map and in particular prove that the flow near the boundary moves to the right and that the
support of the vorticity moves away from the corner. Finally in section 4 we prove the energy
estimates required to prove theorem 1.1. The appendix section contains some basic estimates
that we use throughout the paper.

2. Notation and preliminaries

Let H = {(x1,x2) € C|x2 > 0} denote the upper half plane and we will identify R* ~ C. Let
H; = {(x1,x2) € C|x; > 0and x; > 0} and denote a ball of radius r by B,(z9) = B(z0,7) =
{z € C| |z — 2| < r}. Let D = B;(0) be the unit disc and let S' = D. For f € L' N L™ we
write || f]| 10 = IF]l; + |1/l Forzi, zo € H, let [z1, zo] denote the line segment connecting
71 and zp. We define the function ¢ : [0, c0) — R as ¢(0) = 0 and forx > 0 as

d(x) = x max {—In(x), 1}. @)

Observe that ¢ is a continuous increasing function on [0, co) with x < ¢(x) forall x > 0 and that
¢ is a concave function on the interval [0, 1/10]. Also observe that if ¢ > 1 then ¢(cx) < cd(x)
forall x > 0.

We now introduce a notation for certain integrals which appear in our computations. Let
f € L>®(C) and let zy,...,z, € C be n distinct complex numbers. If «;,...,a, >0 and
0 < r,R < oo we define

1

ls — 21| oL ]s — 2

I((Z],OZ]),.~.,(Zn,an):(f, V,R)): A an ‘f(s)‘ds’ (8)

where A = B(z1, )N ... N B(z,, 1) N B(z1,R) N ...N B(z,, R). Observe that the set A is the
set of all s € C with distance to the set {zj, ..., z,} between r and R.

We write @ < b if there exists a universal constant C > 0 so thata < Cb. We write a <, b if
there exists a constant C = C(7)) > 0 depending only on 7 so that @ < Cb. Similar definitions

for Sy ms Sy €tc. We writea = bifa S band b < a. Similarly we write a ~, bifa <, b
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and b <, a etc. In this paper we fix the angle of the domain  as v (with 1/2 < v < 1) and
we will suppress the dependence of constants on v as it shows up quite frequently.

Let us now derive the equation of the flow. As we are only interested in the flow in € and
domains which smoothly approximate €2, we derive the equation only for such domains. Let A
be a domain homeomorphic to H or D with A being correspondingly homeomorphic to R or
S'. If the Green’s function of the domain A is G (x,y), then the kernel of the Biot—Savart law is
Ka(x,y) =V iGa(x,y) with Vi = (—0,,, Oy,). Let ¥ : A — H be a Riemann map and observe
that ¥ extends continuously to A by Carathéodary’s theorem. Fix z; € A and let f : A\{z,} —
C be defined as

f@= o n (M) | ©)
Clearly fis holomorphic and we have for 21,2 € A, 71 % 22
Gaz1,22) = % ln‘m =Re{f(z1)}.
Hence
o (459
= Re(—ify, (1)) + iRe(fy,(z1))
= if(z0).
Then from (9) we have
KnGi.z2) = <1> T (o) [_ o _ L) (10)
27 U(z) — W(z2)  P(z1) — U(z2)

If w(-, 1) is the vorticity at time ¢, then from the Biot—Savart law we see that

u(zy, 1) = /KA(ZhZz)w(Zz,l)de~
A

Now the equation for the flow X : A x [0, 00) — A is given by

de; D~ uxern. = /A Ka(X(x, 1), (. ndz.

Hence we have

Xy (0= / { 1 - 1 }
a <27r> VXD | S — 0@ T — B | Y@

Define the function b : A x [0, c0) — C as

i 1 1
Peen = <§> /A {W(x) —UG)  Ukx) - xp(z)} Wiz Hdz (D
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Hence the equation for X can be written as

dX(x,1)
dr

= b(X(x, ), DT, (X(x, 1)). (12)

We now convert the flow equation above in A to a flow equation on H. For x € A, lety € H be
given by y = W(x). Consider the flow Y : H x [0, co) — H given by

Y(y,1) = U(X(x,1) (13)

and define b : H x [0, 00) — C as b(y, f) = b(x, 1). Then b(Y(y, 1), 1) = b(X(x, 1), 1) and we have

dY(y,n
t

T b(Y(y, 1), )| W, 0 W (¥(y, t))lz- (14)

We can write a simple formula for b. As y = U(x) we see that

~ i 1 1
b0 =000 = (5) [, |09 - ~ e %

i 1 1
= <§> /A {? 0 - 5= \I!(z)} w(z, Hdz.

Next, we change variables by setting s = W(z) with s € H and observe that ds = |\I'z(z)|2dz
and hencedz = ]\I/Z o \Il_l(s)|_2ds. Defining w : H x [0, 00) — R as w(s, ) = w(z, 1) we get

b(y, 1) = <1>/ {_ ! - — _1 ]@(s,t)|\llzo\111(s)’2ds. (15)
2w ) Ju ly—8s Y—s

3. Weak solutions

We now give the definition of Yudovich weak solutions and prove their existence for the domain
Q). We prove the existence of weak solutions in {2 as the previous existence results do not apply
directly. The existence proof of Taylor [24] and Gerard-Varet and Lacave [9, 10] are either for
bounded domains or for exterior domains. We modify the existence proof for R? as given in
the book by Majda and Bertozzi [21] to prove existence of weak solutions in ). Similar to
[9, 24], we approximate the domain {2 by smooth domains €2, and then take a limit as ¢ — 0.
Even though the method for proving existence of weak solutions is quite standard, we include
it for the sake of completeness.

For the definition of weak solution we closely follow the definition as given in [9, 10]. If A
is homeomorphic to D with A homeomorphic to S', we use the definition of Yudovich weak
solution as given in [20]. Hence now consider a domain A homeomorphic to H with OA being
homeomorphic to R. We are mostly interested in the case with A = {2 and the definition below
is tailored to domains similar to 2. For more general domains a slightly different definition as
compared to the one below may be needed. We say that (#, w) is in the Yudovich class in the
time [0, T) if
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u€ Lin([0,T); Lie(A),  w=V xueL>(0,T);L'(A) N L*(A)),
and u(-, 1) € C(A) Witthim sup |u(x,1)| =0 forae.t€[0,T).

70X >R
(16)
Now let
G.(N) ={heL:(A)|h=Vp forsome p € Hy (A} .
Consider initial data (ug, wo) satisfying
uy € C(A), wo =V X ug € L'"(A) N L®(A),
(17)

lim sup |up(x)] =0 and /uo ch=0 VYheG.(N).
A

R—00 ‘.X‘ZR

Definition 3.1. We say that («, w) is a Yudovich weak solution to the Euler equation (1) with
initial condition (ug, wp) in the time interval [0, T'), if (u, w) is in the Yudovich class (16) and
satisfies

T
/ /w(@,cp 4+ u - Vp)dxdr = —/wocp(~,0)dx Ve C(A x[0,T)),
0 Ja A
(18)

and for a.e. t € [0, T) we have

/u(-,t) “h=0 Y heGN). (19)
A

Note that we have given the definition of Yudovich weak solutions as weak solutions to the
transport equation. It can be shown that this is equivalent to the definition of weak solution
to the Euler equation, see remark 1.2 of [10]. Now for % < v < 1 let us now consider the
domain Q = {re’ € C|r > 0and0 < # < v7} and the Riemann map ¥ : Q — H given by

U(z) = zv. We want to prove the existence of Yudovich weak solutions for this domain and
understand the properties of the flow map.
3.1. Existence of weak solutions

In this section we prove the existence of Yudovich weak solutions in 2. We will approxi-
mate 2 with smooth bounded domains €2,. For ¢ = 0 we define {)p:=Q and for 0 < ¢ < 1 we

define €, as
. . 1 1
Q.= {z Z€B<l<6+2€>’26>}.

Itis easy to see that for 0 < e < 1, €2, are smooth bounded domains with 2., C €, fore; > €
and Up<<1€2 = 2. Let ¥, : 2. — H be a Riemann map and let \IIE_1 be its inverse. We now
give an explicit formula for these maps. First consider the map

— +ie for z € H. (20)
1 —iez
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We see that for this map 0 — ie, * s i(e+ 5-) and co — i (e+ 1). Hence this maps the

upper half plane H to the ball B (i (¢ + 4 ), ). Let the topmost point of this ball be defined

as c(e):=1 (e + é) Hence (c(€))” € 9€).. Hence we see that

Ul = | —— tie| = . 21
@ L - +le} [c(e) i ez)] @1
Therefore we obtain
ZL —ie i 1
V(@ =———"1=—""+—"F77 """+ (22)

1+ e +iezv
For € = 0 we define the maps
V() =z and U ') =2 (23)

It is clear that for fixed z € 2 we have lim._y V.(z) = = W(z). Similarly for fixed z € H we
have lim,_, \Il:l(z) =z = U !(z). Also note that for ¢ = 0, we have from (10) that

KoGro = NzG0 L L 1 (24)
2my av —2r v —g

T
14
2

R=
R=

Let us now prove some basic properties of these maps.
Lemma 3.2. Ler0 < e < 1. Then
(a) Suppose € > 0. Then for z1,z, € ), we have

1

v

1
-z
1

1

1
W) = W ()| ~ —
“lzp = cle)

27 —c(e)

(b) Suppose € > 0. Then for z € Q). we have

1

1

[Te(2)] <
v — c(e)’

1
and |(\Pe)z(z)‘ ~ =5
€ €

(c) Forzi,zp € Q¢ with 71 # 72, we have

|Ko.(z1,22)| S .
21 — 22

(d) Forz € H we have

(). )| 7 S e+ ie 2

Proof. We prove the estimates sequentially:

(a) This estimate follows directly from (22).

(b) Observe that for any z € €2, we have that zv € B (i (e + 1)
we see that

. 5- ). Hence for any z € €,
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1
€lzv — c(e)

<1 (25)
From this we see that for any z € €,

2

1

[P (2)] < .
v — c(e)’

€

Now taking a derivative in (22) we get
1)
1 27
ve? (ZF - c(e))

Therefore the estimate follows.
(c) First note that using lemma 5.2 we get

(Vo):(2) = (26)

1_ 1
@l " 1
1 1

T I S . 1715|_|~
) — 23 lz1 — 22| max{\zl\v J|z2]” } 21— 22

Hence it is enough to prove that

1_
2|7
1

Ko, (z1,22)| S 1
3~y

For e = 0 this follows directly from (24). Now let € > 0. From (10) we see that

(T2 | Te(z2) — Vel B
[We(z1) = Ve(2)| {[Welz1) = Ve(@)| + |Ve(z2) — Ve(za)|}

27)

|Ka.(z1,22)| =~

1
Case 1: ‘22" —c(e)

1
<2 ’zl” — c(e)’.
In this case we see from the first estimate of this lemma that

v

2
b4 c(e)‘

T 0

) — 2

1
| elzf —

<
|\Ij€(Zl) - \Ile(ZZ)‘ ~

Hence using (27) and the second estimate of this lemma we obtain

1
Ko (z1,22)| S |(Wo):(z1)) < |z1]

Vez) = V@) ™~ |0

1
Case 2: |77 — c(e)

1
> 2|} — (o).
1

1 1
In this case we see that 2 — 2

lemma we have

1
5 — c(e)‘ ~

. Hence from the first estimate of this
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1

1 1
2 z{ —c(e)

- <
|\Ij€(Zl) - \Ile(ZZ)‘ ~

From this estimate, (27) and the second estimate of this lemma we have

1_ 1_
(WD Ve ol 't ozl

Ko (z1,22)| S

R R S e N R I —22%‘
(d) For e = 0 we see from (23) that
—1 1 1-v
V(U (2) = R (28)

Hence we get ‘\I/z(\lf_l(z))r2 < |z]*%. Now let € > 0. Using (26) and (21) we see that

1 ) ) 1-v
(T, ' @) = —=( + €2)® { Z, + 16:| .
v 1 —iez
Now using the fact that for all z € H we have |i + ez| > 1, we obtain

|z tie+ ezz|2”72

_ -2 . 2u-2
|(\I}e)z(\:[}e I(Z))’ ~ W s |Z +ie+ €z . 29)
‘We also note that
tie— (1+62)(Z+. - (z +ie+ €%7) +ie’

1+¢€
Hence using the fact that for all z € H we have |z + ie + 62z| > €, we obtain

|z +i€| < |z+ie+ 7| + € < |z+ie+ €z + € <2z +ie+ €.
Combining this with (29) we get the required estimate

(@00 @) 2 S e +ie+ €2 7 S e i 2

O

We now prove some basic properties of the velocity on the domains €2, and also show that
the velocity has to be given by the Biot—Savart law for the domain ).

Lemma3.3. Let0<e<landletg € L'(2)NLX(Q). If v(x) = fQFKQF(x,y)g(y)dy and
¢ is given by (7) then

2/3 1/3
@ ol S IelPlglh™ + liglly S Nl

(b) If e =0, then for z1,z, € Q we have
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[v(z1) = v(z2)]
. 1 5 L 5
S lllusn for = 22l min {Ja1]* 222l b + gl 6021 = 22D

Hence v is continuous on Q. Now let K C  be a compact set and suppose 0 < ey < 1 is

such that K C ). Then there exists Ck, > 0 depending only on K, v and €, such that
forall0 < e < ¢

[v(z1) — v(22)]
sup —————

P o ) S CReallgllinn-
21,22 S

Therefore the velocity in the interior is log-Lipschitz.
(¢) For e = 0 we have limg o SUp|, > ¢ [v(x)| = 0.

(d) Let ¢ = 0 and suppose f € C(Q) is such thatV x f =ginQ,V-f=0inQ, f-n=0
on 98 and we have limg_c sup > | f(x)| = 0. Then f = wv.

Proof. We prove each statement individually.

(a) Forz; € Q. we have from lemma 3.2

lv(z1)] S/Q Ka.(z1,2)| |g(2)|dz

1
< / @)ldz
Qe ‘Zl - Z‘

1 1 (30)
S / T l8@|dz + / |g(2)|dz
Bi(z1)N2 ‘Zl - Z| Bi(z1)N82 |Zl - Z|

< Hg||L3(Bl(zl)ﬁQ;) + llgll;

2/3 1/3
< el lelh” + llell,-

Note that all the above estimates are independent of e.
(b) Consider first the case for e = 0. From (24) we see that for z; € 2 we have

vz = <2i )a(*‘)/ {_11 ! l]g(z)dz. a1
v Qlziv —zv. 1y — v

Now using (31) and lemma 5.2 we see that for z;,z, € €2 we have

[v(z1) — v(22)

—1_ 1
N‘zw -5V 1‘/ 1y 8@ldz
|z — 2 max {Ja|* .||}

|g(2)|dz

1 1
< Jar =zl min {Ja1|* 2 Jzal 7} 1
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1_ 1
L o = zal max {[zr|* " leal '} lg6@)
+ |22|” /
Q

1_ 1_ 1_ 1_
a1 — 2l max { [z |7, |2l 7" } o2 — o max {Jaal "', 27}

. 1_ 1_
Sl =zl min {J21|* 2 Jzal 7} g1

1_ 1 —Z <
et [ 1=l
Q

1_
21 — 2] |22 — 2| 2|7

Now using the notation from (8) we get

721 — 22]|g(z
T
Qlzy —z||z2 — 2] |2]¥

1
= |z — 2|l <<O, o 1) ,(z1, 1), (22, 1) : (gﬂg,0,00)) .

Hence using the first estimate of lemma 5.5 we see that

[v(z1) — v(z2)|
. 1 5 L 5
Sl = zafmin {Jz1 72 12277 gl
1 . -1 -1
+ 122" gl g min g fzi| "7 |22 T B(21 — 22)

. 1 1_
Sl = 22l min {J21|* 2 Jzal 7} llglltu + @021 = 22Dllgll i

Now let K C € be a compact set with 0 < ¢y < 1 such that K C €2, Note that in light
of the above estimate, we only need to prove the log-Lipschitz nature of the velocity for

0 < e < €. Let K} C H be the compact set defined by K| = {15 |z € K}. As K C Qy,

we see that K| C B (i (eo + ﬁ) ,2—10) Hence for all 0 < € < ¢y and z € K we have

1 1
v — C(e)’ MK

Hence from lemma 3.2, (26) and lemma 5.2 we see that forall 0 < ¢ < ¢g and z1,20 € K
we have

‘(\I/F)Z(Zl)‘ %K,eo 1,
|(\Ije)z(Zl) - (\I/f)z(ZZ)‘ /SK,Q) ‘Zl - ZZ‘ >
|U(z1) — Ulz2)| Rk |21 — 22| -
Similarly using lemma 3.2, (25) and lemma 5.2 we also see thatforall 0 < € < €, z; € K
and z € Q, we have
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1 1
1 Z‘Zl” - c(e)‘ v — c(e)‘
R e
Ve(z) — V()| 2 — b
1
/SK’€0 1 Ly
|21 — 2] max{lzd” 2|7 }

1
Ao |21 — 2|

Hence from (10) we see that forall 0 < ¢ < ¢gand 71,20 € K and z € €,

|Zl —Zz\ |Zl —Zz\

|KQ; (Zla Z) - KQ;(ZZ3 Z)| ,-gK,e() .
lz1 — 2] |z —2]lz2 — 2

Hence using lemma 5.4 we see that

[v(z1) — v(z2)| < / |Ko (z1,2) — Ko, (z1,2)| |g(2)|dz
Qe

SK,eo |z1 — 22 Hé’”lepO + ¢(|z1 — Z2|)||8HL10L°0'

(c) Let r > 1 and let g; = glyy< and g, = g — g;. Let vi(x) = fQ Ka(x,y)g,(y)dy and
02(x) = [, Ka(x,y)g,(y)dy. For z; € Q with |z, > 2r we see from (30) that

1 1 1
()] < / £1dz < Llgall, < el
Q|Z1 —Z‘ r r

Also from part (a) of this lemma we have

02| S el el + lleally S el el + lgall,-
Hence
1 2/3 1/3
sup o) < =llell, + gl el + llg2ll,-
x| >2r r

As [|g2|l; — 0 as r — oo, we are done.

(d) Aswv(x) = fQ Ko(x,y)g(y)dy and Ko (x,y) = VEiGa(x,y), where Gg, is the Green’s func-
tion of 2, we see that V-v =0, V x v = g and v - n = 0 on 9. From part (b) of this
lemma we have v € C(Q) and from part (c) we also see that limg_,~ SUP|y>r lv(x)| = 0.
Hence v satisfies all the properties satisfied by f.

Now let p=f —wv. As V-p=0and V x p=0 we see that p is a holomorphic
function on §2. Let P : H — C be defined as

PR) =PV @) ).(2).

Observe that P is a holomorphic function on H. From (23) we see that for z € H we have
(U1.(z) = vz"~D.Now as p - n = 0 on 9 we see that P is real valued on R\{0}. Hence
by the Schwarz reflection principle, we can extend P to a holomorphic function on C\{0}.
As p € C(Q) we see that lim,_ zP(z) = 0 and hence P can be extended to a holomorphic
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function on C. As limg_,o SUP|, > |p(x)| = 0, we see that P is a bounded entire function
on C which goes to 0 at infinity. Hence P = 0 and so p = 0.

O

Now let (u.,w.) be a Yudovich weak solution in €2, in the time interval [0, 7). For this
solution, the flow X, : Q. x [0,T) — €, is defined by?

dXc(x,1)
dr

From lemma 3.3 part (b) we see that the velocity is log-Lipschitz in the interior of €2, and hence
this ODE can be solved uniquely as long as X.(x, 1) € €. We first recall the quantities related
to the flow for the domain 2. We see from (11) and (12) that
dXc(x,1)
dr

where b, : Q). x [0, 00) — C is defined as

= u (X (x,1),1) X (x,0) = x. (32)

= be(Xc(x, 1), )(Ve)(Xe(x, 1)), (33)

i 1 1
e(Z1,1) = ~_ = = s e\K» . 4
pen? <2vr> /Q [wzl) @ W) — o) O

Similarly we define the flow Y. : H X [0,T) — H as Y (y,?) := V(Xc(x, 1)), where y = U (x).
Similarly define b, : H x [0, c0) — C as b.(y, f) := b.(x, t). Hence from (14) we have

dYe(y,1)
dt

= BV, 1), D|(). 0 W)Yoy, 1)) (35)

Defining w, : H x [0, 00) — R as W.(s, 1) :=w(z, 1), where s = W.(z), we get from (15)

~ i 1 | _
be(y,n = (;) / [_ - - _] @e(s, D] (T)z 0 W )(s)] “ds. (36)
m) Ju|y—5 Y—s

We now show that the flow X, always remains in the domain {2, and hence the maps
X : Qe x[0,T)— Q. and Y, : H x [0,T) — H are well defined. The following lemma is
analogous to similar statements proven in [11, 18, 20].

Lemma3.4. Let0 < e < 1and let (u.,w.) be a Yudovich weak solution in the domain Q. in
the time interval [0, T) with initial vorticity wy € L'(§.) N L>(,). Let R > 0 and let xo € Q.
with |xo| < R. Then there exists constants ¢, Cy, Ca, C3,Cy > 0and 0 < €y < 1 all depending
only on R, T and ess sup,ig 1l|we (-, )| 1, s0 that if 0 < € < g then

Ci{Im(Y.(y0. 0D} < Im(Ye(y0. 1)) < Co{Im(Ye(y0, 0D}

and also

—ct

C3d(X(x0, 0), 9%) 7" < d(Xo(x0, 1, 9Q) < Cad(Xo(x0, 0), D)™ .

Proof. In this proof we will let C > 0 denote a general constant which depends on R, T and
on ess sup,co ) ||we(:, )|l 1, ~and we write a Sc b instead of a < Cb.

We will first prove the estimate for Y.(y, f) and then translate that information into an esti-
mate for X.(x, ). Let y, = ¥.(x9). Now as u, is bounded from lemma 3.3 we see from (32)

3 We see from lemma 3.4 that this map is well defined.
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that there exists Ry > 1 depending only on R, 7" and ess sup,.(o 1 |lwe(-, O)[| 1~ so that for all
t€[0,T)and 0 < e < 1 we have

L<R. (37)

R
|X6(x0a t)‘ < 7

1
Now we choose a 0 < ¢y < 1 such that ¢gR; < 1/8. Hence from (22) and (23) it is clear that

if 0 < e < ¢y, then fo ¢t € [0, T) we have

[Ye(yo, )] = [We(Xe(xo, )] < 4R”- (38)

Therefore € |Y.(yo, )| < 1/2.
Now for y € H we see from (36) that

~ i 1 1 _ _
b(y.0) = | — / | T, )| (W) 0 T, (s)| .
2 ) Jg ly—8 Y—s

Therefore

- 1 ! !
1

} @, D|((Wo); 0 T )(s9)| ds}

Hence using part (d) of lemma 3.2 we see that

D5, 1) |s + ie]* 2
u |y — s [Re(y) — s
Im(y)
S Hwﬁ("t)Hoo/ ; )| 7=, ds.
r2 |(y + i€) — s| |(Re(y) + ie) — s| |s]

‘Im(ze(y, z))] < [Im(y)|

Observe that if we let z; = y + ie and z, = Re(y) + ie, then [Im(y)| = |z; — z2|. Hence using
the definition of I from (8) we see that

‘Im(ze(y’ t))‘ S Hwe(" t)Hoo ‘Zl - 22‘ I((O’ 2 - 21/)’ (Zl’ 1)’ (ZZ’ 1) : (1’ 0’ OO))

Thus using the second estimate of lemma 5.5 and observing that |y + ie| > |Re(y) + ie| we
obtain

1m0 S oDl (14 + i€ %) @Im).
Now from (35) we get

dIm{Y.(yo, 1)}

S = tm {B(Y0,0.0 } (0 0 WX )]
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Now as € |Y(yo, 1), )| < 1/2, we see from (29) and (28) that
—1 2 < . 12-2v
‘((‘Iff)z o U )(Y(y, l‘))| S | Ye(yo, 1) +ie| .
Hence

‘dlm{;@f)}‘ < w0 SIm . o0, 1))

X (1 + [Ye(vo. 1) + ielz”_z) Yo, 1) + e

S Nlwe, 0] (I Im(Ye(yo, 1))]) (1 + Y. (y0. ) + ie‘z—zu) .
(39)
Now using (38) we get

‘W‘ Sc o(Im(Y(yo, H)))-

Consequently from lemma 5.1 there exists ¢ = c¢(R, T, ess sup,c(o ) [|we(-, )| 1) > 0 such
that for all € [0, T') we have

{Im(Y.(30,0)}*" Sc Im(Y. (v, 1) Se {Im(Ye(y0, 00} " (40)

This proves the first part of the lemma.

Now let X € 02, be such that d(X (xo, 1), 9€2.) = d(X(xo, 1), X). As the line segment joining
the origin and X, (xo, 1) intersects 052, we see that | x| < 2 |X.(xo, 7)|. In particular we have |X| <
R, from (37). Hence by the same argument used to show (38), we also see that |V.(¥)| < 4R1%
and hence € |V (X)| < 1/2.

So now consider z € H with |ez| < 1/2. We claim that for such z we have

+ i€

~ |z + i€l (41)

Z
1 —iez

To see this consider first the case of |z| > 100¢. Here it is clear that

— +ie| & |z &~ |z + i€l
1 —iez

Now if |z| < 100¢, then clearly

+ie| Serlz+1ie.

1 —iez

On the other hand we know that the map (20) maps the upper half plane to the ball

B(i(e+ %), 2). Hence

i€ .
1—i€Z+ E’

eé‘
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This proves the claim (41). Also if z;,z, € H are such that |ez |, |ez| < 1/2, then we see that

1 1
[c@ n M} _ {c(e) + M] ‘ Ny 42)

Therefore using (21), lemma 5.2, (42) and (41) we get

d(X(xo,1), 002)
= min [0 (Yo 0) — ¥ (9)]

f\s\g%,seR
—1 v—1
. . Yo, 1 | .
~ min |Y.(yo,?) — s| min ‘60}0) + ie , | +1ie
f\s\g%,seR 1— 1€Ye0’o, 1) 1 —ies

%

min (Y (o, 1) — 5] [(Ye(yo, 1) + i€)]""

e\s\g%,se

|(Ye(yo, 1) + i€)” — {Re(Y. (o, 1)) + i€} .

%

Furthermore we see from lemma 5.2 that

{Im(Y(yo, 1D} |Ye(y0, 1) + €| S d(Xe(xo, 1), 09) S {Im(Yo(yo, 1)}

Hence

{Im(Ye(yo, 1)} Sc d(Xe(xo, 1), 02) Sc {Im(Ye(yo, )}

In particular for t = 0 we have

{Im(Ye (v, 0)} Sc d(Xe(x0,0), 02%) Sc {Im(Ye(yo, 0))}"

Combing these two estimates with (40) we obtain for all r € [0, T")

ct

d(X(x0,0), 907" S d(Xc(x0, 1), 090) S d(Xe(x0,0), 92,7 .

We are now ready to prove the existence of Yudovich weak solutions in ).

Theorem 3.5. Consider an initial data (uy, wo) satisfying (17) in the domain ). Then there
exists a Yudovich weak solution (u,w) in domain § in the time interval [0, 00) in the sense of
(18) and (19).

Proof. We closely follow the existence proof of weak solutions in R? as given in chapter 8
of [21]. Observe that it is enough to prove the existence in the time interval [0, T') for arbitrary
T > 0. By restricting wy to compact sets and by convolution, we see that there exists initial
vorticities (wp)e € CX(£2) C C2°(€2) such that forall 0 < e < 1

H(UJO)EHI;G(Q() < HOJOHUG(Q), H(WO)GHU(Q() < HWOHLI(Q)
and
[(@o)e — wollp1(y — 0 ase—0.
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Now for € > 0 the domain (2, is a smooth bounded domain and hence there exists a unique
smooth solution (u.,w,) in €2, in the time interval [0, 7') with initial vorticity (wp), (see [22]).
Let the corresponding flows be X, : Q. x [0, T') — €2, then from the transport equation we see
that we(x, 1) = (wo)c (X '(x,1)). As X.(-, ) and X !(-, 1) are measure preserving, we see that for
all 1 < p < oo we have [[we(, Dl o,y = [Wo)ell e,y < [lwoll poey-

Step 1. Let K C §2 be a compact set and let R > 0 be such that |x| < R for all x € K.
Let 0 < ¢ < 1 be such that K C ), for all 0 < € < ¢y and ¢, also satisfies the conditions of
lemma 3.4. From using the fact that the velocity is uniformly bounded by lemma 3.3 followed
by lemma 3.4, we see that there exists a compact set K; C €2 such that for all 0 < ¢ < ¢y and
x € Kand 1,1, € [0,T) we have that X.(X_'(x, /), t2), X~ '(X(x, 1), &2) € K. Similarly there
also exists compact sets K, K3 C €2 such that for all 0 < € < ¢y and 11,1, € [0,T) we have
for x € K4

XX, '(x, 1), 02), X, ' (Xc(x, 11), 1) € K>
and similarly for x € K, we have
XX, '(x,11), ), X, ' (Xc(x,11), 1) € K;.

These sets will be useful to prove estimates for the maps X and X! below. Now from lemma
3.3 observe that for all z;,z, € K> and 0 < € < €9 we have

d|Xc(z1, 1) — Xc(22, )|
dr

< ‘MF (Xe(zl > t)a Z‘) - uF(XF(ZZ’ t)’ t)|

< Chyepnll sy @ (Xe@1, 1) = Xe(z2, 1)) -

Hence from lemma 5.1 there exists v;,7, > 0 depending only on K3, €9, T and ||wo || ;17
so that forall z;,zo € Ky and ¢ € [0,7)

Izt — 22| < [ Xe(z1, D) — Xe(z2,0)| < |z — 22| ™. (43)

Therefore for all z;,z, € Ky andt € [0,T)

1 1
n g ’XE_I(Zl,l‘) —Xe_l(Zz,f)’ <o — 2z (44)

|Zl — 22
As the velocity is bounded by lemma 3.3, we have for all x € K and all ;,1, € [0,T)
[Xe(x, 11) = Xe(x, )] Skeeg, ol 1, e 111 — 221 -

Now let X!(x,t;7) = X(X_ "(x,1,t —7) denote the backward particle trajectories with
Xi(x, ;1) = X !(x, ) and which satisfies the ODE

dX>(x,t;
% — (X BT —T) X, 50) = X
.

Observe that for x € K we have X*(x,#;7) € K;. Hence from the above equation, (44) and
lemma 3.3 we see that forall x € Kand all 0 < ¢t; < £, < T we have
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X 'en) = X )| = X n) = XX it — 1), 1)
1
< |x =X (x, 10510 — 17)| 7

M
1,

|tr — 11

<o
Shetoll 1 oo

Step 2. Using these estimates we see that for 0 < e < ¢ the restricted functions X, X_ L.
K x [0,T) — € form equicontinuous families. Hence by Arzela Ascoli and a diagonalisation
argument and passing to a subsequence we get continuous functions X, X! : Q x [0,T) — Q
such that

X.—X and X '—x!

uniformly on compact subsets of 2 x [0, T"). Hence for all r € [0, T') the function X(-, 1) : 2 —
Q) is a homeomorphism. As X.(-,7) and X.(-, ) are measure preserving, we see that for any
J € Ce(Qe) C Ce()

/f(Xf(x, t))lxeﬂgdx:/ J(X(x, t))dx=/ f(x)dx = /f(x)dX~
Q Qe Qe Q

Hence by letting ¢ — 0 and by an approximation argument we see that X(-,7) and X~ '(-, 7) are
also measure preserving.

We can finally define w:Q x[0,7) >R as w(x,t):= woX N(x, 1) and u(x,t):=
fQ Ko(x,y)w(y, t)dy. It is easy to see that (u,w) is in the Yudovich class (16) by using that
fact that X~ !(-, 1) is measure preserving and from lemma 3.3.

Let us extend the function w(-, ) : 2 — R to w,(:, 1) : 2 — R by zero. We then claim that
for any ¢ € [0, T) we have

|we(-, 1) = wC D)1y =0 ase—0.
To see this observe that for any fixed 0 < ¢y < 1, forall 0 < € < ¢y and x € ), we have

|we(x, 1) — w(x, 1)
= [(wo)e (X (x, 1)) — wo(X " (x, 1))
< o)X (x, 1) = (wo)eg (X, (x, )|
+ (@)X (x, 1)) — (wo)eg (X (x, 1)
+ | Wo)eg X' (x, 1)) — wo(X ' (x, 1) .
Hence using the fact that [|(wo)c — woll,1.) — 0 as e =0, X_'(-,r) and X~'(-,7) are mea-

sure preserving and the fact that X '(-,#) — X~!(-, 7) uniformly on compact subsets of K, we
see that

[(e(, 1) = W, Nq, 1) =0 ase—0.

As |lw(, DTa, —w(, D)1y — 0as € — 0, the claim is proved.
We extend u.(-,1): Qc — C to uc(-,1): Q — C by zero. We now claim that for any fixed
t € [0,T) we have u.(x, 1) — u(x,t) a.e. x € ). To see this observe that we have for z; € Q.
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u(zi,1) = / Ko, (21, Dwe(z, 1)dz.
Qe
As w(-,1) = 0 on 2\, we have
u(z, 1) = / Ko, (21, D)(we(z, 1) — w(z, 1))dz + / Ko, (z1, 2)w(z, )dz.
Q Q

Using lemma 3.2 we see that the second term converges to u(z;, f) by dominated convergence.
The first term can be easily controlled by a similar computation as done in lemma 3.3; that is

/ Ko, (21, 2wz, 1) — w(z D)dz
Q

1
5/ |lwe(z, 1) — w(z, 1)|dz
alz — 2

SJ ||OJF(', t) - OJ(', t)||L3(QmBI(21)) + ||w5(" t) - W(', t)HLl(Q)

which goes to 0 as € — 0.

Step 3. Let us now show that (u,w) is a weak solution to the Euler equation (18). Let ¢ €
C*(Q2 x [0, 7)). Then there exists ey > 0 such that supp(p) C €2, x [0, T). Hence for all 0 <
€ < €9 we see that

T
/ / w0 Brp + u, - Vipydxds = — / (@) (-, 0)dx.
0 Q Q

Now observe that

T T
/ /we(&go + u. - Vy)dxdr = / /(cu6 — w)(Oip + u - V)dxde
0 Ja 0 Jo

T
+ / /w(@,cp + u. - V)dxdr.
0 Ja

The second term converges to

T
/ /w(@,go +u - Vy)dxdr
0o Ja

by dominated convergence. The first term can be controlled by using the fact that «. are bounded
by lemma 3.3

T
Sw,uwonmm/o [|weC, 1) = w( D 11yt

T
/ / (We — w)(Orp + ue - Vip)dxde
0 Q

which goes to zero by dominated convergence. We also see that as (wp). — wp in L'(Q) we
have

—/(wO)ESO(uO)dx - _/(WO)‘p("O)dx~
Q Q

Thus (u, w) satisfies (18). Now for any i € G.(2) we see that

/ue(-,t)-h:/uf(-,t)-h:O.
Q. Q
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Consequently by using the fact that u, are bounded by lemma 3.3, we get from dominated
convergence that

/mthzo
Q

Hence proved. (]

Lemma 3.6. Let (u,w) be a Yudovich weak solution with initial vorticity wg in the domain
Q) in the time interval [0,T). Then

(a) The map X(-,1): Q2 — Q is a homeomorphism for each t € [0,T) and the functions
X, X' Q x[0,T)— Q are continuous.

D) wx, 1) = woX (x,0) fora.e. (x,1) € Q2 x [0,T)

(o) If ()2, is a sequence in [0,T) with t, =t € [0,T), then |w(-,t,)—w(, 0|, =0
as n — oo.

(d) The functions b:Q x [0,T)— C, b:H x [0,7) > C and u:Qx[0,T)—C are
bounded continuous functions and the ODE (32) for € = 0 is true pointwise for all
(x,1) € Q2 x[0,T).

Proof. We prove the statements sequentially.

(a) As X is defined as the solution to the ODE (32) for e = 0 and as the velocity is locally log-
Lipschitz from lemma 3.3, we see that X is continuous as long as X(x, t) € 2. Now from
lemma 3.4 we see that X(x, 1) € Qforall (x,1) € Q x [0,T)andhence X : Q2 x [0,T) — Q
is continuous. From the same argument as the one used to derive (43) we see that X(-, 7) :
Q0 — Q is one to one. Now using this together with lemmas 3.3 and 3.4, we see that X(-, 1)
is onto 2 and hence X(-, 1) :  —  is a homeomorphism. Hence X ! : Q x [0,T) — Q is
also continuous.

(b) By using lemma 3.1 in [11] by Han and Zlatos, we directly get that w(x, 1) = wo(X ' (x, 1))
forae. (x,1) € Q x [0, 7).

(c) If K C Q is a compact set then by a similar argument as the one used in theorem 3.5
we see that the restricted functions X~!(-, #,,) : K — €2 form an equicontinuous family. As
X7 '(-,t,) = X~1(-, 1) pointwise, this implies that X~ '(-, #,) — X~'(-, #) uniformly on com-
pact sets of 2. We now get that ||w(-, #,) — w(-, 1)||; — 0 by approximating wy by a function
g. € C.(Q) in L'(Q) and passing to the limit.

(d) Recall that b is given by the formula (34) with € = 0. From a similar computation as in
lemma 3.3 we see that

Hb||L°°(Q) S HWOHLI(Q)QLOC(Qy

Now if (z1, 1), (z2, 1) €  x [0, T) then from lemma 5.2 and the calculations of lemma
3.3 we see that

|b(z1,t1) — b(z2, )| < |b(z1, 1) — b(z2, 11)| + |b(z2, 11) — b(22, 1)

. _1 _1
<l — 2D min {las ', ool } ol

1
+ / — lw(z, 1) — w(z, 1r)|dz.
2z — 2| [z]”
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For the first term we observe from lemma 5.2 that

_1 _1 . -1 _1 _1
el ) & e = zafmin {Jal ' el e -l

lz1 — 22 min{\a
_1
Sla—nf7v.

Now by using the weighted AM-GM inequality and using the definition of ¢ from (7) we
get

|b(z1,11) — b(zo, 1)

1
< max {—In(lz; — 22} 1} a1 — 22> [|lwoll 1y

1 1
4—/7l lw(z, 1) — w(z, tz)\dz+/ T |lw(z 1) — w(z, )|dz
Qlzp —z|¥ Q|

|z|¥

_1
S max {=In(zy = 22, 1z = 22 fwollppe + ) = w0 g

+ HW(,tl) - (JJ(',Z‘Z)HL] .

Hence b : Q x [0, T) — C is bounded and continuous and hence b : H x [0, T) — C is
also bounded and continuous. From lemma 3.3 we already know that u is bounded and
from (24) and (34) we see that u(z, 1) = %Zé’lb(z, f) and hence u : Q x [0, T) — C is also
continuous. As the velocity is continuous on €2 x [0, T), the ODE (32) for ¢ = 0 is true
pointwise for all (x,7) € Q x [0,T).

O

3.2. Properties of the flow

From now on we will only consider flows on the domain €2 and so we will only be concerned
with equations (32)—(36) for ¢ = 0. In particular we get that X : Q2 x [0, T") — € satisfies

dX(x, 0 _ L., 0%, 01, (45)
dr v

where b : Q x [0, 00) — C is given by

bty = (- / I . (46)
27 Qlziv —z7v v —2

The flow ¥ : H x [0, T) — H is defined as Y(y, 1) := X(x, £)¥, where y = x¥. Similarly b : H x
[0, 00) — C is defined as b(y, r) := b(x, t) and we have

R=
N=

d¥(y,n)
dr

1~
—b(Y(y,0), 0¥, D (47)
1%

Defining @ : H x [0, c0) — R as w(s, 1) := w(z, ), where s = z%, we get

~ 1 2
by, ) = <1>/ {_ L }@(s, DsP?ds. (48)
27 ) Jg |l y—5 Y—s
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Let the initial vorticity wy € L'(£2) N L>(2). Note that if wy = 0 then the flow is trivial and
hence we assume that wy # 0. Observe that

~ 3,2 _
b(0,0) = b(0,0) = (“’)/ [uﬂ o) |5/ ds
H

27 K
V2 ~ 204
= — [ Im(s)@o(s)|s|™" "ds.
T Ju

Define
b == b(0,0). (49)

Hence if wy > 0 and wy # 0, then 0 < by < oo. (Recall that H is the upper half plane and
wo(s) = wp(s”) for s € H.)

The next proposition quantifies the property that the support of the vorticity moves away
from the corner for a short period of time. This is proved in part (c) of the proposition below.
This is the analog of step (1) of the proof of the uniqueness of the ODE (6) in the introduction.

Proposition 3.7. Let (1, w) be a Yudovich weak solution in the domain € in the time interval
[0, co) with initial vorticity wy € LY(Q) N LX) and assume that we have by > 0 where by is
defined in (49). Let X : Q x [0, c0) — 2 be the flow map of the solution. Let € > 0 be such that
0 < e < min{bg, 1}. Then there exists T > 0 and 0 < R < 1/10 such that for all t € [0, T]
we have

(a) Forall x € QN Byr(0) we have |b(x,t) — bo| < e.

(b) For all x € QN Bg(0) we have |X(x,1)| < % and for all x € QN Bgr(0)° we have
X(x,0] > %

(¢) Forall x € Q4 N Br(0) we have X(x,t) € Q4 and

20— 1)(by — )] T
IX(x, )| > {W} ]
v
(d) Forall x € Q. N Bg(0) we have |X(x,1)| > |x|'*

Proof. We will define T > 0 at the very end of the proof. We will prove the result by proving
the corresponding result for the flow Y(y, ) = X(x, t)5 in the upper half plane.

(a) From lemma 3.6 we know that 5 : Q x [0, c0) — C is a continuous function. Hence there
exists 71 > 0 and 0 < R < 1/10 such that |b(x, 1) — by| < € for all x € Q N Byg(0) and
te[0,T].

Now let R* := (R)? and hence 0 < R* < 1/10 and we have ‘Z(y, f)— bo‘ < e for all

y € HnN B, 25R*) and r € [0, T,], where b was defined in (48).

(b) As the velocity is bounded from lemma 3.3, there exists a constant C; > 0 such that
Bed | < ¢y for all x € Q and 1 € [0,00). Letting T = % > 0 we see that for all
t € [0,T,] we have

X(x, 1) — X(x, 0] < Cif <

SIS

Now as X(x,0) = x we see that for all x € Q N Br(0)° we have |X(x,1)| > %. Similarly
for all x € QN Br(0) we have |[X(x,7)| < 3R < 1/5.

2791



Nonlinearity 35 (2022) 2767 S Agrawal and A R Nahmod

(©)

(d)

Using this we see that for all y € H N Bg<(0)° and 7 € [0,T,] we have |Y(y,1)| >
(®yv = R*/2v. Similarly we have |Y(y,1)| < GR)» < 1/5 for all y € H N Bg-(0) and
t€[0,7T].

Let 75 = min {7}, T»} > 0. From (47) and part (a) and (b) of this proposition we see that
forall y € Hy N Bg-(0) and 7 € [0, T3], we have

ARe (Y00} _ 1 pevs, i in|vy. 0
dr v

(by —
1%

_ 9 IRe Y0y, 0 > 0.

>

This says that the particle is moving to the right and hence Y(y, t) € H_.. We can quantify
exactly how much it moves to the right by integrating and so

Re{Y(y,H)}* " Re{Y(y,0)}*! L oo
2v—1 2v—1 =

AsRe{Y(y,0)} = Re(y) > 0 forall y € H, N Bg-(0) we obtain

Qv — 1)(by — e)t} s (50)

|Y(y,0)| > Re{Y(y,0} > { 2

Hence |X(x,1)| > W " forall x € Q4 N Bg(0).
Letx € QN Br(0)andy = xv. As |Y(y, )| < 1forally € H N Bg-(0) and ¢ € [0, T3], we
see from (39) in lemma 3.4 that

O < oumern o (14700 el

< o(Im(Y(y, 0)])|wol| o -

Hence from lemma 5.1 we see that there exists C, = Ca(||wo|,1z) > 0 so that for all
y € HN Bg«(0)and ¢ € [0, T3] we have

Im(Y(y, 1)) 2 {Im(¥(y, 0}

Let T4 > 0 be such that 1 < €™ < 1 + ¢ and let Ts = min {73, T4} > 0. Then for all
y € H N Bg+(0) in the time 7 € [0, T's] we have

Im {Y(y,0)} > (Im {¥(y,0)}) .

We can now prove the required estimate. For y € H; N Bg«(0) satisfying Re(y) <
Im(y) we see that for all ¢ € [0, T5] we have

1+€

Y, 0] = Im{Y(y,n} > (Im {Y(y,0)}) ™ = Amy)' T = [y, (51)
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For y € H N Bg(0) satisfying Re(y) > Im(y) we see that for all 7 € [0, T's] we have

dRe {Y(y,n} >0
dr -

Hence

|Y(y,0)| = Re(Y(y,1)) > Re(y) > bl ly '+ (52)

\/EN

and thus [X(x, )| > |x|' ™. We define T* = T’s and the proof is complete.
(|

Remark 3.8. As stated in the introduction, the assumption of supp (w) C €2 can be relaxed
to supp(wo) C 23 = {re? € C|r > 0and0 < 6 < B(v)vr} for some S(v) > 1. To do this,
part (c¢) and part (d) of the above proposition need to be modified. First observe that part
(d) needs very little change. Indeed the new statement would be that for x € Q5 N Bg(0) we
have [X(x,1)| 25 | x| '€, To prove this we follow the same proof as above and see that as y =
X7 € {re?|0 < 6 < Br}, therefore there exists cg > 0 such that either cs [Re(y)| < Im(y)
or Im(y) < Re(y). In the first case, from (51) we see that [Y(y,1)| 2, |y|lJr “ and in the sec-

|'*. To prove the analog of part (c), define ¥ : Q — H by

ond case (52) gives [Y(y,0)| = |y
~ 1 - ~
W(z) = z2%. For this map we have U({23) = H_ . Let w = ¥(x) and define a new flow W in
T(Q) by W(w, t) = X(x, t)Z}TV. Now following the same argument for W instead of Y gives us
the new estimate. Indeed by choosing an € small enough (depending on b, and () and letting

R** — st‘%, we see that for all W(w, 1) € Hy N B, 55.(0) we have

1
2312

45(1— 1-23
> 5 (by — )| W(w, )| +1720

d
5 ReW(w.0) =

W(w, 5| Re (b(X(x, 1), W (w, 1))

Hence for w € H N Bg+(0), we see that W(w, 1) € H fort € [0, T3], for a suitably modified
T; > 0. Following a similar argument as in the proposition, we also get a quantitive lower
bound for |X(x, )| for x € Q3 N Br(0).

We now prove that around the corner the flow moves to the right for all time and particles
in Q4 cannot come very close to the origin. We need this to prove uniqueness for all time
in theorem 1.1 and not just for a short time. The following lemma is the analog of proving
that x(7), x2(¢#) > ¢ for t > T in step (4) of the proof of uniqueness of the ODE (6) in the
introduction. Proving this lemma would be immediate by a continuity argument if we knew
that X : 2 x [0, o0) — () extends continuously to X : Q x [0, 00) — Q. We suspect that this is
true but do not have an argument for it. As we do not know this property, the proof of the
following lemma becomes a little more involved.

Lemma 3.9. Let (u,w) be a Yudovich weak solution in the domain ) in the time interval
[0, 00) with initial vorticity wy € L'(£2) N L>®(Q) satisfying wo = 0 and wy # 0. Let X : Q) x
[0, 00) — Q) be the flow map of the solution and let 0 < Ty < T,. Then there exists ¢ > 0 such
that |X(x,0)| = ¢ > 0forallx € Q4 and t € [Ty, T»].
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Proof. Put ¢ = ] min{bg, 1} >0 and let R,T > 0 be as given by proposition 3.7, from

which in particular we get 0 < R < 1/10. Let R* = R¥ < 1 and let Ty = min{7,7,} > 0.
Define 6 > 0 as

Qv —1D(bo — e)Tp | 1
2

> 0.
v

Hence from (50) we see that for all y € H N Bg+«(0) and we have
Re{Y(y,Tp)} =6 > 0.

Now observe that b : T x [0, T»] — C is continuous from lemma 3.6. Also observe that for
y € R we have from (48)

(2 1 1 ~ w2
b(y = (2 )/ {Re(y)—s Re) —s (s, D)|s|™"ds

1
_/ Re(I;)(S) 230 O s

Hence there exists Ry > 1 and 0 < ¢; < R*/2 so that Re(z(y, 1) > 0forally € [-Ry,R;] X
[0,0,] and ¢ € [0, T,]. Now from lemma 3.4 we see that there exists 0 < r < min {4, d; } such
that for all y € HN B,(0) and t,1, € [0, T,], we have Y(Y~'(y,1)),12) € [-R1,R1] x (0,4,].
(see (figure 1))

We now claim that for all y € H. and ¢ € [Ty, T>] we have |Y(y,1)| > r. We show this
via contradiction. Suppose yo € Hy and ¢y € [Ty, T»2] be such that Y(y,, o) € B,(0). Then by
definition of » we have that Y(y,,7) € [—Ri,R;] x (0, 9,] for all # € [0, T»]. Hence from (47)
we have

dRe {Y(yo, f)}

1
W — Re(b(Y(yo,z) MY o, 0> = 0.

Now if yo € Hy N Bg«(0) then we see that Re {Y(y, 7o)} = § > r. Hence by the above
estimate we have Re {Y(yo, %)} = Re {Y(yo, 7o)} > r and hence |Y(yo, )| > r, which is a
contradiction.

On the other hand if yo ¢ H; N Bg+(0) but satisfies y, € [—Ry,R;] % (0,0,] and yo € H,
then from the fact that 6; < R*/2 implies Re(y,) > R*/2 > r. Hence we similarly obtain
Re {Y(yo, )} > r and hence |Y(yo, fo)| > r, which is a contradiction. The lemma now follows
by setting ¢ = r”. (]

4. Energy estimate

In this section we will ignore the dependence of constants on v and ||wpl|, 1. SO we write
a 3 binstead of a Sy w00 b-

We now consider two Yudovich weak solutions (11, w1) and (1, w») in €2 in the time interval
[0, co) with the same initial vorticity wy satisfying (5). Let X1, X5 : © x [0, c0) — €2 be the cor-
responding flows of the solutions. Let by, b, : €2 x [0, 00) — C be the corresponding functions
from (45) and (46) so that
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2r <26 < R* <1< Ry
r<d

[ /\ | 114
r R* }h

Figure 1. Particle flow around the boundary.

% 1bl(Xl(X, 0, HX(x, t)(é—l)

t v

@ - lbz(Xz(x, 1), HX>(x, t)(i—l).
t v

Consider the energy
Ei) = / X1 (1) — X(r. )] o).
Q

We first prove that this energy cannot grow too fast near r = 0. Note that if the domain is C*!
or if the corner has an angle of v7 with 0 < v < %, then the energy E(7) is sufficient to prove
uniqueness and one can directly show that E(f) = 0 for all # > 0 (See the uniqueness proof in
section 2.3 of [22] or simply follow the proof of the proposition below). What we show below
is that even if the energy E|(7) is not sufficient to prove uniqueness in our case, we can still
gain some useful information out of it.

Proposition 4.1. Let (1), w;) and (uz, w,) be two Yudovich weak solutions in ) in the time
interval [0, 00) with the same initial vorticity wo € L'(€2) N L>(Q) satisfying supp (wo) C Q4
and by > 0 where by is defined in (49). Let X,,X, : Q x [0,00) — § be the corresponding
flows of the solutions. Then for any o > 0 satisfying 1 < a < % there exists constants
C, T > 0 such that for all t € [0,T] we have

E\(r) < Cr*.

Proof. We first define constants depending on «, v and on b,. Define

o 1 ,{2u—mm~4)may—n }>o

1 d - = [} )
sboad e=omeTy v =1 G-

P= 2

(53)

z(ll_y) and 0 < € < min {by, 1}.

2/~ in the proposition.) We will

Hencep>21/>1and0<%<M.AlsoO<],’)((’)ff<

(Here the estimate p > 2v comes due to the restriction o <
use these inequalities in the upcoming computation.

Observe that as the velocity is bounded by lemma 3.3, we see that for all x € 2 and ¢ €
[0, 00) we have |X(x, 1) — Xa(x, )| < r. Hence there exists T} > 0 so that for all x € £ and
t € [0, T] we have

X1 (x, 1) — Xa(x, 1) < 1/10
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Again using the fact that the velocity is bounded we get

dE\ (1) < /
dr Q

and hence E;(¢) < t. Thus there exists 7; > 0 such that for all 7 € [0, T ] we have

dXi(x,0)  dXa(x,0)
dr dt

lwo(X)|dx <1

1 .
Ei(0) < 10 min {1, [|woll;} -

Now using the e from (53) in proposition 3.7 for the flows X, (-, ), X»(-, ) we get constants
Ry, R, and T, T so that proposition 3.7 is satisfied. Let

R =min{Ry,R,} > 0, T =min{T},T;,Ty,T>} > 0. 54)

Now for ¢ € [0, c0) we have
dE (1) < /

dr Q

1 _ | _ )
s;/%ammﬁxmm”—m&mmwmmrmwmm
Q

dXi(x, 1) dXa(x, 1)
dr dt

|wo(x)|dx

1 _ _
< ;/ b1(Xi(x, 1), 1)] ]Xl(x,tﬁ‘1 —Xz(X,l‘)%_l’ | (x)|dox
Q

1 1
+ / b1 (X, (x, 1), 1) — ba(Xa(x, 1), D] | Xa(x, )] 7" wp(x)|dx
Q
=141 (55)

Controlling I. We first control the first term I in (55). Using lemmas 3.6, 5.2 and proposition
3.7 we have forall t € [0, T ]

1 - 1_ = 1_
1= [ el Kot - Xan ! lwcojes
12 Q+
S RN (CULaE SO [P
Q4 NBR(O)
+/ Fie, 0! = Kot 0 Jw(olax
QL NBYO)
(l—2>(l+5)
S |x|\¥ 1X1(x, 1) — Xo(x, )] |wo(x)|dx
Q4 NBR(O)
(3-2)
+/ IRIG2) [, 1) — Xa(r, )] (o) dx
Q4 NBRO)
(5—2)(1+e)

S X1 Gx, 1) — Xa(x, 1) ‘UJO(X)|HU’(Q+QBR(0)) |x]|

Li(Br(0))

+ E(0),
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1
where % + é = 1. For |x|7 %9 ¢ L9(Bg(0)) we need

<1—2>(1+e)q>—2
14

1 1-2 2
_i§7_2>_

)

which is satisfied by the choice of p and e given in (53). Now as |X;(x, 1) — X»(x,1)| < 1/10,
Ei () < 1/10 and ||wo|, < oo, we see that for all 7 € [0, T'] we have

1 1
I<Sappr E\()7 + E1(1) Sapgr E1(0)7. (56)

Controlling IT. We now control the second term II in (55). From the definition of b in (46)
we see that

|lwi (s, 1)|ds

|b1(X1(x, 1), 1) — by(Xa(x, 1), )|

~ 1 1 = 1 _1

Xi(x,H)v —sv  Xo(x,t)v —5v

1 1
+/ = T — — — | [wi(s, 0)|ds
Q Xl(X,t)V — SV Xz(x,l‘)u — sV
1
+ /_71_1(0.)1(& 1) — wy(s,1)ds
QXo(x, )y — 5

1
+ /_711(0.)1(& 1) — wy(s,1)ds
QXo(x,0)v — s¥

f,/ 1 1
Q
=1II; + I, + 115 4 14.

Now by lemma 5.2 we see that

I, + 11,
X0} Xt}
S / i | . — |wi(s, )|ds
2 ‘Xl(-xa t); — 8V XQ(X, t)17 — sV
\mmo—&mmmm@m@g#”&mm#?w@ﬁm
<)

1
QX1 (x, 1) — | [Xa(x, 1) — o] max{|X1(x, D7 s

_ / X1 (x, 1) — Xa(x, 1)
< T
QX (x. 1) — | [Xa(x, 1) — s] s

o } max {\Xz(x, 1)

51 ‘s‘%—l}

|wi (s, 7)|ds.
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If 71 =X1(x,0), 22 =Xa(x,1) and f = |w(-,0)| 1 then we see that the above integral
equals |z; — 22| I((0, % — 1), (z1,1),(z2,1) : (f, 0, 00)) (note that [ is defined in (8)). Hence by
the first estimate of lemma 5.5 we get

. _1 _1
IL+Hz,S¢(|X1(x,t)—Xz(x,t)\)mln{\X1(x,l‘)|l 7, [Xa(x, 1) }

Now let us concentrate on I3 and II4. As w (X (s, 1), 1) = wp(s) from lemma 3.6 and as the
mapping X, (-, ) is measure preserving (and its inverse as well), we see from the change of
variable s — X (s, t) on the first term of 1l

1 1
/_71_10#(5, nds = / —= T——wo(s)ds.
QXo(x,t)v —5v aXo(x, )y — X (s, 1)v

By doing a similar change of variable for the second term of I3 as well, we see that

I =

1 1
[t [ s
aXo(x,0)v — Xi(s,0)v QXo(x,0)v — Xa(s,0)v

Now by a similar computation for II4 and by using lemma 5.2 we now see that

Xi(5,0)7 — Xa(s,1)7

115 + 14 S; / . . . . |w0(s)|ds
@ [Xo(x,0F = Xi5,0% | ol 0F = Xals, 0
Xi(s, 1) — Xa(s, t
§/ | l(s ) 2(-5 )‘ I |w0(s)‘ds.
Q |X2(X, t) - Xl (S, t)| ‘Xz(x’ Z‘) - XZ(S, t)‘ ‘Xz(x’ t) v

Combining all these estimates we get from (55) that,

1
v |wo(x)|dx

1
II = ;/Q |b1(X1(x, 1),1) — by(Xo(x, 1), t)| \Xz(x, 1)
< / L 4 T + Ty + The| [Xa e, 0] o)
Q
< /Q¢ (1X1(x, 1) = Xa(x, 1)]) |wo(x)|dox

1X1(s, 1) — Xa(s,1)]
i /Q {/Q X0 1) — X1, 0] [Xa (1) — Xa(s. )] '“’"(s)'ds} oldx.

Now by using Fubini and using the change of variable X,(x, ) — x while observing that this
is measure preserving, we obtain

s /qu (IX1(x. 1) = Xa(x, 1)]) Jwo ()| dx

1X1 (s, 1) — Xa(s,1)] 1
* /Q {/Q = XG0T = Xao ] [0 @ t))|dx} oo(s)|ds:
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Now if z; = X1(s,1), 20 = Xa(s,t) and f = wo(Xz_l(~, 1))| 1 then we see that the inner integral
in the second term equals |z; — 22| I((z1, 1), (z2, 1) : (f, 0, 00)) (as defined in (8)). Hence using
lemma 5.4 and the fact that Hwo(Xz’l(-, t))HleLw = ||lwol| 1z We get

s /Q¢ (1X1Ce, 1) = Xa(x, 1)) fewo ()| .

As X1 (x,1) — Xo(x,0)| < 1/10forall x € Q and ¢ € [0,T] and as ¢(x) is a concave function
in [0, 1/10], we obtain from Jensen’s inequality

E
< |w0|1¢< 10 )

llwoll

Now as E;(r) < (1/10)min {1, [jwo||, } in the interval [0, T ], we use the formula of ¢ from (7)
to see that

11 < Ei(0) (— In(E1 (1) + In([Jwo | ) < HE1(2). (57)
We can now use the estimates (56) and (57) in the equation (55) to see that

dE (1)
dr

1
Sapor E1(D7.

Hence by integrating we see that there exists a C; > 0 such that

<=

Ei(n' 7 < Ct.

We get the result by observing that v = 5. |
P
We are now ready to prove our main result.

Proof of Theorem 1.1.  Let (u;,w;) and (1>, w>) be two Yudovich weak solutions in €2 in
the time interval [0, co) with the same initial vorticity wy satisfying (5). If wo = 0 then the
result is obviously true and so we can assume that wy # 0, which in turn implies that by > 0.
Let X1, X5 : Q2 x [0, 00) — Q be the corresponding flows of the solutions.

|

Let o = 5 so that « satisfies the conditions of proposition 4.1. Let

E(t) =1t “E\(t) = t‘“/Q 1X1(x, 1) — X5(x, )] |wo(x)|dx.

From proposition4.1 we see thatlim, .+ E(f) = 0. We now use this energy to prove uniqueness
in a time interval [0, 7*] for some T* > 0.

Lete, R, T > 0 be as defined in the proof of proposition 4.1 for the value of o = 21/—171 given
in (53) and (54). For all t € [0, T' ] we see that

EDH L [(-a dE; (1)
qr_z{<7)mm+77}

From the estimates (55) and (57) and the computation for (56) obtained in the proof of
proposition 4.1 we get
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(‘TO‘) B+ E0

dr

é(%g)EKﬂ+I+H

_ 1
< {(O‘) E\(f) + 7/ |b1(X1(x, 1), 1)
t v Q1 NBx(0)

x Xy (07 = Xy (x, 1)p ! lwo(x)IdX}
1 - J—

+ - / 61Xy (x, 1), )] ’XI(X, 0y = Xo(e, 10 wp()|dx + 11
V JQ4nBy(0)

—Q 1
Sho.R <*) E\(n) + */ |by (X (x, 1), 1)
t V J Q. nBr(0)

’Xl(x, 0 Xo(x, ;)H‘ |w0(x)|dx}
+ E((t) + o(E (D).

Now for any z;,z, € H; we see that min ¢, ) |z| > % min {|z;], |z2|}. From proposition

3.7 part (c) we see that for x € 2 N Bg(0), both X, (x, 1), Xa(x, 1) € 24 C H,. Hence from
proposition 3.7 part (c) we have

PACHILES Sl

1 1_
< (; - 1) |X1(-xat)_X2(-xat)‘ | ‘D :

max
2€0X) (10X (x.0)]
1
< (V2P 7 (— — 1) X1 (x, 1) — Xo(x, 1)
14
1 5 )
X max{\X1(X, D", | Xa(x, 0)|¥ }

-1
<2 (1 - 1) 1Xi1(x, 1) — Xa(x, 1) |:(2l/—1)(2b()—6)l‘:|
. v

21 — vy
S 2v— Dby — ot X1 (x, 1) — Xa(x, 1)| .

Hence from proposition 3.7 part (a) and (b) we have

— 1
<a> El(t)+ 7/ |b1(X1(-xat)3t)|
! V JQ nBR(O)

X ’Xl(x, 71— Xo(x,1)7 ! Jwo(x)|dx

< <_> / 1X,(x, 1) — Xa(x, D) [wo(x)|dx
t Q4 NBR(0)
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2(1 — v)(by + €)
Qv — 1D)(bo — 1 Jo, rag0)

21 = )by + )
< ( Gy § Y7 —

1X1(x, 1) — Xo(x, )] |wo(x)|dx

) / X1 (x, 1) — Xo(x, )] |wo(x)|dx.
Q4 NBR(0)

This term is non-positive as a = 5 and by the choice of € from (53) we have 0 < b °+6 <

—z(ll_y). Hence for all € [0, T ] we have

dE(t)

g Snrt "OED).

Now as 0 < E1(r) < 1/10in ¢ € [0, T] we have

dE() _

G Seor — 1 E1(0) In(E1 (D).

a constant C, > 0 such that E(¢) < Cot? forall t € [0,T]. Hence E(r) < Cot? . Let T* =
1

min {T, (10C2)_7<ﬁfﬂ>} > 0and so forall 7 € [0, T*] we have 0 < E(r) < C2r* < 1/10, and

thus for all ¢ € [0, T*] we have

dE
O <pr — B0 (B 0) + )

Shcoor GUE®D) — 17 Ei(1) In(Cot’~)
557027/70,1? P(E(D)).

Hence by lemma 5.1 we have E(f) = 0 for ¢ € [0, T*]. This implies that for a.e. x € supp(wp)
and 7 € [0, T*] we have X;(x,1) = X»(x, ). Hence from lemma 3.6 we see that for a.e. r €
[0, T*] we have supp(w; (-, 1)) = supp(wa(-, 1)) a.e. and that for a.e. x € supp(w;(-, f)) we have
wi(x, 1) = wa(x, t). All in all, we have that w(x, ) = w»(x, 1) for a.e. (x,7) € 0 x [0, T*] and
hence X (x, 1) = Xo(x,1) ae. (x,1) € ) x [0,T*].

To complete the proof we will show the uniqueness for any arbitrary large time interval
[0, 7] where T > T*. From lemma 3.9 we see that there exists ¢ > 0 so that forall x € 2 and
t € [T*, T'] we have |X;(x,1)| > ¢ > 0 fori = 1, 2. Thus by following the proof of proposition
4.1 we see thatforall t € [T*, T']

dEN (1) _
dr

Se GEN(D).

As E|(T*) = 0, we see that E{(r) = 0 for all 7 € [T*, T'] and therefore by similar argument as
above we have w(x, 1) = wa(x, 1) for a.e. (x,1) € © x [0, T']. Hence proved. U
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Appendix

Here we collect some basic estimates we use throughout the paper.

Lemma5.1. LetT,R,c > 0and lety:[0,T] — RY be such that |y(t)] < R forallt € [0,T]
and satisfy

d
m <cp()  y0) =1y >0,
where ¢ is given by (7). Then

(O} ey Se O forall 1€ (0,71,

Proof. We only prove y(¢) <g { y(O)}efﬂ since the other estimate is proved similarly. We have

% <ceymax{—In(y), 1} <cy{—In()+1+In(R+ 1)}.
Therefore
dlzt(y) <cf{—In»+1+In@®+ D}.

Now multiplying by e we obtain

w <ee(l+ IR+ 1).

Integrating the above inequality we get
e In(y(»)) — In(y(0)) < (e — (1 + In(R+ 1)) < e“(1 + In(R + 1)).
Hence
In(y(#)) < e In(y(0)) + 1 + In(R + 1)
and so
Y0 e () "
O

Lemma 5.2. Let v >0 and let a,b € C be non-zero complex numbers satisfying the
condition 0 < arg(a), arg(b) < min {7r, g} Then we have

(@) If0 <v < 1 then
@’ — b”| = |a — b| min{\ar*l, \b\”’l}

~, |a — b| min {w—l, """ o — b|”_1} .

2802



Nonlinearity 35 (2022) 2767 S Agrawal and A R Nahmod

(D) If 1 < v < oo then

@’ — b"| ~, |a — b| max {|a|"—1, |b\”_1}

~, |a — b| max {|a|”*1, 6", |a — b|”’1} .

Proof. We only prove it for 0 < v < 1 and the proof for 1 < v < oo is similar. Without loss
of generality |a| < |b|.

(a) Case I: |a] < @.We have
@’ = b¥| =, b ~, |a = b| b~
In this case |b|” ' = min{|a\”_l, |b|”_l} ~, min {|a\”_l, Ib]" ', |a — b\”_l}.

(b) Case 2: @ < la| < |b| and |“;2| < 1. Hence we have

a—>b v
1] —1}.
(5+1) -1

Using the binomial theorem we see that

" = b"| = |bl”

y Y L, la—">b
la” — b"| ~,|D]

‘ = |a—b||b]"".
In this case |p]" " = min{|a\”_l, |b|”"} - min{\a|”_l, b7 ja — b|"—1}.

(c) Case 3: @ < la| < |b] and § < |%;2| < 2. Observe that

! <‘a 1‘<2 == ‘(a)y 1‘~ 1

2 b b v

Hence we have

@ = b = Jbl"

(5) = 1|=lbl =, la = bl1p) .

In this case |b]"' = min{|a\"71, |b|"71} A, min {|a\”71, Ib|"",|a — b\”fl}.
([

Lemma 5.3. Letn>2andletO <R < oo. Let 7y, . ..,2, € C be n distinct complex num-
bers and let f € L*(C). Let dyin = min{|z; — zj| |1 <i,j < j,i# j} >0and let 0 < r <
dmin/2. If a1,..., 0, >0, dmin = |21 — 22| > 0, then for I defined as in (8) we have the
following estimate

I((z1, 1), - - (Zns o) (f, 1, R))

n

dmin/z 1
Sal ..... ap Hf”ocz /r |x‘(a,-71)dx

i=1
X Il =zl
JELLj<n
+ I((Zh al + a2)3 (Z3a OZ3), AR ] (Zna an) : (f’ dmin/z’R))'
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Proof. Clearly we can assume that || ||, > 0.If » = 0 and max {1, ..., @, } > 2 then the
right-hand side of the estimate is oo and there is nothing to prove. Hence we assume that either
r > 0 or that max {ay,...,a,} <2.Now as 0 < r < diyin/2 we have for 1 <i<n

1
/ aq Qp |f(S)|dS
B(zi,r) NB(Zi dimin /2) Is —zi|"" . s — 2]

S(n,m,(y,, Hf”oo H ‘Zj _ Zi‘—(yj

LIS <N

1
X / ﬁds
B(z;.r) NB(zi.dmin /2) |s =zl

Sareen Iflloe | TT Je =™

AL j<n

dmin/z 1
X [ 7|x|(a"71) dx.

Summing these up we get

I((z1, 1), - - (Zns o) (f, 1, R))

n dmin/z 1
Sorean £ / Wd)‘

i=1
X H lzj — zi| ™
JELIS j<n
+ I((Zl, al), e (Zna an) : (f, dmll‘l/zaR))
Now by the weighted AM-GM inequality we have

1 1 1

apt+ap

2 .
R e e

Hence
I((z1, 1), - -5 (Zns @) 2 (f s dimin/2, R))

5041 ..... forn I((Zl’ g + O[Q), (23’ Ck3), e (Zn’ O[n) : (f’ dmin/z’R))
+ I((Zl’ O)a (ZZa O(] + 042), (13, 063), cet (Zn’ an) : (f, dmin/z, R))

Now we observe that

1

Is— 22| = Is— 2z

for all s € B(z, |21 — 22| /2)°

and as dyin = |21 — 22| we obtain
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I((Zl’ 0)’ (22’ g + 0[2), (23’ 0[3), ey (Zm an) . (f’ dmin/z’R))
,Soq ..... forn I((Zl’ g + 0[2), (23’ Ck3), e (Zn’ O[n) : (f’ dmin/z’R))'

Hence proved. (]

Lemma5.4. Letz,z € C be such that 7y # 75 and let f € L'(C) N L>(C). Then

|z1 — 22| I((z1, 1), (22, 1) £ (f,0,00)) S || f || 1 poe (21 — 22D
Proof. We see from lemma 5.3 that
1((z1, D, (22, 1) (£, 0,00) S |l +1((z1,2) 2 (f |21 = 22] /2, 00))
Sl + 11,2 (fs |21 = 22| /2, 1)
+1((z1,2) : (f, 1,00))
S 1 fllo max{—1In(jz; — 22]), 1} + [I£],

Sl piape max {—1In(|z1 — z2[), 1}.
O

Lemma5.5. Letz,z € C be non-zero complex numbers with zy # 75 and let f € L'(C) N
L>*(C). If0 < v < 1 then

|21 — 22| 1((0, 1 = v), (z1, 1), (22, ) : (£, 0, 00))
Sl e min {laa ™ 2} é(lz1 = 2.
We also have the estimate
|21 — 22| 1((0, 1 = v), (21, 1), (22, ) : (£, 0, 00))

Sl (14 min {Jai "~ Ja ' }) 60 = 22D

Proof. Let dyin = min {|z1],|z2], |z1 — 22|} > 0. We prove this in cases.

Case 1: diyin = min {|z], |22|}

Without loss of generality we can assume that dyi, = |z1|. Hence ‘72—2‘ <l — 2] <21z
and so by the weighted AM-GM inequality and lemma 5.3 we have

10,1 = v), (@1, 1), (22, 1) : (£,0,00))
10,2 = 1), (22, 1) : (£,0,00)) + 1((z1,2 — 1), (22, 1) : (.0, 00))
Sl flle 22l + 10,3 = ) 1 (. |22 /2. 00))
+ 1 llzr = 22"+ 1213 = ) (f, |21 = 22| /2, 00))
Sullfllo 22l + 1 f llolzr = 22

Sl e min {21 22l }
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Case 2: duin = |21 — 22|
In this case we see that @ < |z2| € 2|z1|. Hence by lemma 5.3 we have

10,1 = v), (z1, 1), (z2, 1) : (f, 0, 00))
Sl e (lor =22l lal 7 + )
+1((0, 1 — v),(21,2) : (f, |21 — 22| /2, 00))

Sl 10,1 = ), (21, 2) : (fs |21 — 2] /2, |21 /2))
F 0,1 — ), (21,2) 1 (f. |z1] /2. 00)).

Now observe that from the weighted AM-GM inequality we have

10,1 =), (z1,2) : (f, [z1] /2, 00))
Sv 10,3 — vy (f, |ai] /2,00)) + 1((z1, 3 — v) : (f, |z1] /2, 00))

-1
S llf ol

Hence we have

10,1 — ), (21, 1), (z2. 1) : (. 0, 00))

Sullfllola ™ + 1001 = 1), z1.2) £ (f a1 — 2a] /2. Jza] /2)

Sl otz ™"+ e P10, 1 = v) s (f Jar — 2al /2. 21| /2))
+lal" T (@2 (s a = 2] /20 2] /2)

Sullfll Ja "+l (@1, 2) < (|21 = 22l /20121 ] /2)

Sl lola ™ + a2 (e — 2] /2. 0) + [z
X 1((21.2): (f. L]ai| /2))

<ol e min {Ja " Jeal” ™} max (= Infas — o] 1) + fa !

x I((z1,2) : (f, 1, ]z1] /2)).
We now easily see that
1@, Ll /20 Sl I

Now I((z1,2): (f,1,]z1] /2)) is non-zero only if |z;| > 2 and that |z;|" " In(|z;| /2) <, 1 if
|z1| = 2. Therefore
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)" (@1, 2) s (s 1 Lz | /2) S ll -

Hence proved. U
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